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Introduction



2 Introduction

In 1976 a remarkable discovery was done at FNAL in the measurement on the production of
Λ particles. In p-Be reactions at a proton beam of 300 GeV/c a large polarization was found
perpendicular to the production plane for the producedΛ hyperons [1]. This effect, which is called
transverseΛ polarization, was unexpected since it is reasonable to assume that in the collision of
two unpolarized objects, the produced particles originate from different inelastic channels, which
should have random magnitudes and signs. Consequently the inclusive reaction, a combination
of all channels summed, should give an average zero result. Because of this puzzling behavior,
the transverseΛ polarization has been occupying experimentalists and theorists for the last two
decades. Nowadays a large amount of significant polarization data has been collected, as well in
meson induced reactions as in hadron and nucleus induced reactions. Nevertheless the origin of the
effect has not been uncovered. In this thesis the polarization of theΛ hyperons will be investigated
for a completely new type of reaction. This will be done by using the data of Pb-Pb collisions
at a beam energy of 158AGeV/c collected by the NA57 experiment. This experiment aims to
investigate the production of particles containing strange quarks (called hyperons) in heavy ion
collisions. In this chapter an overview of the characteristics of theΛ polarization will be given
in section 1.1 and furthermore the NA57 experiment will be introduced (section 1.2). Then the
purpose of this thesis will be given (section 1.3). The last section consists of the outline of this
thesis.

1.1 Transverse Hyperon Polarization

The transverse polarization of theΛ has been measured to be dependent on the transverse momen-
tum (pT ) and theFeynman-x (xF ) of the producedΛ. The latter kinematic variable is defined as
xF ≡ 2pcms

L√
s

wherepcms
L is the momentum of theΛ in the direction of the projectile in the center

of mass of the collision system and
√

s is the energy of a single nucleon in the beam. Hence this
quantity gives information about the fraction of the original momentum of the projectile which is
transferred to the producedΛ.

The dependence of the transverseΛ polarization on the transverse momentum can be seen in
figure 1.1. In this overview results for both p-p [2] and p-Be [3] collisions are depicted and
for each system thepT -dependence for different regions ofxF are given. The polarization with
respect topT can be characterized to show the following behavior:

• The transverse polarization is negative with respect to the production plane, i.e.
�n = �pbeam × �pΛ.

• For pT < 1 GeV/c the polarization increases linearly withpT . The slope is dependent on
xF .

• For pT > 1 GeV/c the polarization seems constant withpT and is only dependent onxF .
The magnitude of the polarization is measured to be independent ofp T up to 3.5 GeV/c [3].

As can be seen from thepT dependence, thexF of theΛ is also a relevant variable for the polar-
ization. When only the data are considered forpT > 1 GeV/c , which is the region where thepT

dependence is flat, the dependence of the transverse polarization onx F also has been determined.
In figure 1.2 part of the data shown before and also data from p-Pb [4], p-Be at another beam
energy of 800 GeV/c [3] and Au-Au collisions [5] are depicted.
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▼ xF= 0.77

Figure 1.1: The dependence of the transverse Λ polarization on transverse momentum p T . The
data shown are from [2] and [3].

The behavior of the polarization with respect toxF has the following characteristics:

• The polarization increases almost linearly withxF .

• The polarization is almost independent on beam energy.

• The polarization is almost independent on the type of collision system.

The polarization effect is the largest at largexF and can reach values of 40% there. In exclusive
reactions likepp → p(ΛK+) the polarization has been measured to be even of the order of
-60% [6], which is an indication that spin effects are dominant in the production of particles in this
range. Also for other hyperons the polarization has been determined (for an extensive overview
of polarization effects for different hyperons and different collision systems see [7] and [8]): the
transverse polarization ofΣ± is of the same order but of opposite sign, while theΞ− andΞ0

polarizations are of the same sign. In contrast to what is seen for theΛ, the polarization for the
Σ+ decreases withxF while the polarization of theΞ’s is xF independent. The polarization of the
anti-particles of theΛ andΞ0 is zero which led to the belief that polarization only arises when a
hyperon is formed as a fragment of the incoming proton. However, for other anti-particles this is
not the case:PΞ̄+ ∼ P−

Ξ andPΣ̄− ∼ PΞ+ . This behavior of hyperon polarization is very puzzling
and with the recent discovery of large polarization effects in heavy ion collisions [5] a new physics
window was opened to investigate this effect.
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Figure 1.2: The dependence of the transverse Λ polarization on xF . The data shown are from
[2]- [5].

Relativistic heavy ion collisions are a good tool to investigate the creation of a new state of
matter: the Quark Gluon Plasma (QGP). This state can be created by a phase transition from
hadronic matter when this is heated and/or compressed. This process can be compared with phase
transitions like that from ice to water and water to steam. In normal hadronic matter quarks and
gluons are held together by the strong force, which becomes asymptotically large when quarks are
pulled away from each other. Only at conditions where large energy densities occur the boundaries
between individual particles may disappear and the quarks and gluons are expected to move around
freely. This condition is thought to be reached in the collision of two heavy ions, where at the
impact of the nucleons the matter is compressed and the kinetic energy is converted into heat.

One of the probes proposed for the investigation of the creation of the QGP isStrangeness
Enhancement and the measurement of this effect is the main goal of the NA57 experiment. The
data of this experiment are analyzed in this thesis and therefore in the next section this experiment
is introduced.

1.2 Strangeness enhancement in the NA57 experiment

In the WA97 experiment, the predecessor of NA57, the production of strange and multi-strange
particles around mid-rapidity at a beam energy of 158 GeV/c per nucleon has been studied. The
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rapidity variabley is the longitudinal variable defined as:

y =
1
2

ln
E + pl

E − pl
, (1.1)

whereE is the energy andpl is the longitudinal component of the momentum. Mid-rapidity refers
to the rapidity region which corresponds to the center of mass of the system. It was measured that
the production of strange hadrons in Pb-Pb collisions was enhanced with respect to proton induced
reactions (p-Be and p-Pb) [9]. This effect is calledStrangeness Enhancement and was predicted
to be a signature of a QGP [10].
The NA57 experiment extends the scope of WA97 [11]. In order to study the evolution of the
strangeness enhancement pattern as a function of the beam energy NA57 has measured strangeness
production at both 40AGeV/c and 158AGeV/c. Furthermore it aims to investigate the dependence
of the enhancement on the interaction volume by increasing the centrality range, resulting in a
lower limit of 50 wounded nucleons, while WA97 could only measure down to 100. The word
centrality denotes a measure of the type of collision, which ranges from peripheral (glancing col-
lisions) to central (head-on collisions). The wounded nucleons are those nucleons which undergo
at least one primary inelastic collision with another nucleon and they are a good reference for the
centrality of the collision. The determination of the number of wounded nucleons of the reaction
will be described in section 6.3.

The analysis of the first run taken in 1998, Pb-Pb collisions at 158AGeV/c, has confirmed the
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Figure 1.3: Yield per event divided by 〈Nwound〉 and relative to p-Be interactions as a function of
the number of wounded nucleons. To the left the relative yields are the depicted for the particles
which have at least one valence quark in common with the incoming nucleons. The plot to the
right shows the particles which have no valence quark in common.
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results from WA97. In figure 1.3 the yield per event divided by the number of wounded nucleons
relative to the p-Be yield is plotted against the average number of wounded nucleons〈N wound〉.
At the lower scale the relative yield for the proton induced reactions are depicted. The average
number of wounded nucleons in thep-Be andp-Pb systems are equal to 2.5 and 4.75 respectively.
At the higher scale the results from thePb-Pb are plotted and they are divided in five centrality
dependent samples: the most central events have an average of around 400 wounded nucleons
and the most peripheral events are characterized by around 60 wounded nucleons. The four most
central samples were also used in WA97, where the most peripheral sample is the new contribution
from NA57. The plot shows that the production of hyperons is enhanced with respect to the proton
induced reactions:

E(Λ) < E(Ξ) < E(Ω) ,

in which E is the value of the enhancement. The number of strange quarks contained by the
hyperons increases from one in theΛ to three in theΩ. For theΩ the enhancement amounts to a
factor 15 with respect to the linearly scaling of the particle production with the number of wounded
nucleons. This linearly scaling is shown to occur for particles which contain no strange quarks like
pions [12]. The enhancements measured for the new centrality sample seem to be related to the
more central samples by a power law and only theΞ̄ result shows a significant change. This kind
of threshold effect could be an indication that in the peripheral collision the interaction region is
too small to create a QGP. Since this threshold effect is not seen for the other particles it is difficult
to draw conclusions. Therefore it is interesting to see the results from the 40AGeV/c runs. At a
lower beam momentum the energy input could also be too small for the creation of a QGP. The
enhancement analysis at this lower energy is not yet completed.

1.3 Purpose of this thesis

In addition to looking at strangeness enhancement it is interesting to investigate for the 1998 data
another proposed signature of the QGP: the disappearance of transverseΛ polarization around
mid-rapidity [13]. This is because in a QGP the memory of the direction and polarization of quarks
is erased. By measuring at mid-rapidity only processes from the interaction region are considered
and no influence from the fragmentation region is expected. However, near mid-rapidity (which
corresponds toxF ∼ 0) the polarization should vanish also for proton induced collisions. This can
be seen from the symmetry argument which states that the magnitude of the transverse polarization
is asymmetric inxF : P (xF ) = −P (−xF ) and henceP (0) = 0. Therefore it is more interesting to
do a measurement in the region between mid-rapidity and the fragmentation region (x F ∼ 0.15):
the polarization still has some (small) value and one can still hope to look directly at the interaction
region. The measurement of the transverseΛ polarization in this intermediate region is the goal of
this thesis. In this way it can be investigated whether the system size, combined with the high beam
energy has an influence on the transverse polarization and whether information of the incoming
projectile is lost. Although the effect is small (of the order of 5%) this may be counterbalanced
by the large statistics of theΛ sample. Furthermore the division of the data in centrality samples
enables to look at the polarization as a function of centrality. In addition to the determination of
the transverse polarization also the longitudinal polarization will be looked at. A measurement of
the longitudinal polarization could say something about the feed-down of (anti)-Ξs in our sample
of Λs.
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1.4 Outline of this thesis

This thesis is devoted to the determination of the transverseΛ polarization around mid-rapidity in
Pb-Pb collisions at 158AGeV/c . In order to explain the transverse polarization ofΛ hyperons in
hadronic reactions several theoretical models have been proposed. In chapter 2 an overview of the
models is given. The data used in this thesis were taken with the NA57 experimental setup, which
is described in chapter 3. The event reconstruction is discussed in the next chapters. It is divided
in two parts: the track reconstruction (chapter 4) and the particle recognition (chapter 5). In these
chapters also the influence of the Silicon Strip detectors, developed by the institute of Subatomic
Physics at Utrecht University/NIKHEF, on the reconstruction results is shown. The data have to be
corrected for detector effects and in this thesis the deconvolution method described by Blobel [14]
is used. The description of this method is given in chapter 6. This method is first applied to the
determination of the inverse slopes and yields (chapter 7) and finally the results of the polarization
analysis are presented in chapter 8.
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Since the discovery of a large transverseΛ polarization in p-Be reactions at a proton beam energy
of 300 GeV/c at FNAL in 1976 [1], many models have been proposed to explain this effect. Since
then the data set on hyperon polarization has been expanded seriously and in parallel also the
number of theoretical models has been increasing. From the semi-classical models, proposed
in the beginning, like the LUND model [25] and the Grand-Mietinen model [26], the focus has
changed to more complicated quantum mechanical models. This last shift has also been influenced
by the recent discovery of large left-right asymmetries in pion production in experiments with
polarized proton beams [15]. These large asymmetries found in meson and hyperon production
were thought to have a common origin and therefore new models have been put forward which
tried to explain all these effects together. Some good reviews of the currently available models
have been published recently [16,17,18,19].

In the next sections different models explaining the transverseΛ polarization are described: first
the result from straightforward pQCD calculations is given (section 2.1) after which semi-classical
models are discussed (section 2.2). The influence of the creation of a QGP on the polarization is
discussed in section 2.3. Finally a summary of all the models and their relevance for the analysis
done here is given in section 2.4.

2.1 Perturbative QCD based model

In order to explain polarization effects in hyperon production, the most reasonable approach is
to make use of perturbative QCD calculations, which have been able to describe the unpolarized
cross-sections of meson and hyperon production in hadron-hadron collisions very well. It has been
shown in the past that for highpT particles and jets the inclusive cross section for hadron produc-
tion can be factorized [20]. This results in a convolution of three components: the momentum
distribution functions of the constituents (quarks, anti-quarks, gluons) in the colliding hadrons;
the cross-section for the elementary hard scattering between the constituents of the two colliding
hadrons; and the fragmentation function of the scattered constituent. If one considers the process
A + B → C + X , shown in figure 2.1, the cross section can be written schematically as

σA+B→C =
∑
abcd

φa/A(xa) ⊗ φb/B(xb) ⊗ σ̂a+b→cd ⊗ Dc→C(z), (2.1)

where
∑

abcd represents the sum over the parton flavor of the quarks, anti-quarks and gluons
involved. The functionsφa/A(xa) andφb/B(xb) are the parton distribution functions of the con-
stituenta in hadronA and that ofb in B, wherexa andxb are the momentum fractions of the
hadron carried by the constituents. The cross-sectionσ̂a+b→c is the elementary scattering process
a + b → c + d, which can be calculated by perturbative QCD. FinallyD c→C is the fragmentation
function which describes the fragmentation of partonc into hadronC, wherez is the momentum
fraction ofc obtained byC. One must take into account that pQCD calculations are only valid for
processes with a high momentum transfer and thus cover the region of highp T (pT > 5 GeV/c)
and in the following a large value ofpT is assumed.
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The transverse polarization of the final particle C can be calculated from the polarized cross
sectionsσA+B→C↑ andσA+B→C↓ by the following equation:

PC =
dσ↑

C − dσ↓
C

dσ↑
C + dσ↓

C

(2.2)

Using the general optical theorem this yields for the polarization [16]:

PC ∝ 	(FnfF ∗
f ) (2.3)

whereFnf is the amplitude for the forward helicity non-flip processabc̄λ → abc̄λ, with λ = ±
on both sides. The amplitudeFf is the forward helicity flip amplitudeabc̄λ → abc̄−λ. To get a
non-zero polarization it is necessary that the helicity flip amplitude is non-zero and that the phases
of helicity flip Ff and non-flipFnf are different. If the transverse spin asymmetry is related to the
initial spin of the particles A or B it is called the analyzing power(AN ).

For the explicit calculation of the polarization from the factorized cross sections the three fac-
tors, which have to be convoluted, must be taken into account. If one makes the following assump-
tions:

• the distribution functions of the constituents in the nucleon are assumed to be symmetric in
intrinsic transverse motion and not to be dependent onkT , and

• the fragmentation function is independent of the spin of the quarks,

the polarization can only originate from the elementary scattering process.
The effect of this process on the transverse polarization has been determined by Kane, Pumplin

and Repko [21] by the following argument. When the particles are massless, helicity is conserved
and the helicity flip amplitude must be zero. In the case the mass is non-zero the flip amplitude
is proportional to the mass and because in the Born approximation the amplitudes are real, the
imaginary part can only be produced by a one-loop diagram. This introduces the coupling constant
αs, and results in the following relation for the polarization:

PC ∝ αsmq√
s

(2.4)

Figure 2.1: Schematic illustration of factorization theorem in A + B → C + X . The square in
the center of the figure represents the elementary process a + b → c + d, which can be calculated
using perturbative QCD.
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Since we are considering hard processes which have a large value for
√

s (and alsopT ∼ √
s,

the small values for the current quark massmq andαs result in a vanishing polarization. This
is in disagreement with the data, which show that the polarization persists at highpT (see for
example [3]).

One of the problems arising from the approach used above is that it only can be applied for the
hard scattering region which encompasses the kinematical region of highp T andxF ∼ 0. The

variablexF = 2pC
L√
s

is the fraction of the beam momentum carried by theΛ in its center of mass
frame in the longitudinal direction. However, the highest polarization effects have been measured
in the beam fragmentation region (xF > 0.3 and moderatepT ), which is connected with lower
momentum transfer and is dominated by ’soft’ processes. Therefore modifications to the hard
scattering scheme were proposed in order to be able to take into account the large asymmetries
found: higher twist parton distributions [22] and spin dependent fragmentation functions [23]. The
first modification shows no agreement with the data and the latter modification has to cope with
other problems: measurements of transverseΛ polarization ine+e− annihilation in hadrons have
shown that the polarization is consistent with zero [24]. In this case only fragmentation effects
contribute and this indicates that the spin dependence of fragmentation functions is weak.

Another argument against these modifications is that they are put in by hand, which is unsat-
isfactory for the physical understanding of the polarization effects. Therefore another approach
would be to consider more phenomenological models, which are described in the next section.

2.2 Semi-classical models

In all the following models the static quark model is used for explaining the transverseΛ polar-
ization. This assumes thatΛs are built up from the SU(6) wave function. It can be produced
by replacing an u-quark of the incoming proton with an s-quark from the sea of the target. The
remnant ud-diquark of the proton is assumed to be in the spin-zero state (I=S=0), which implies
that the spin of theΛ is determined by the spin of the s-quark, which is also responsible for a large
transverse momentum contribution. One of the earliest models trying to explain the transverse
polarization with this assumption is the LUND model [25]. Here the s-quark of theΛ becomes
polarized by compensation for the orbital momentum of thess̄-pair created by the breaking of the
string force field. This orbital momentum originates from the fact that the quark and anti-quark
have to be produced a certain distance from each other due to energy and momentum conservation.
The energy between them can be transformed in the transverse mass of the pair and it is assumed
that if the string has no transverse degrees of freedom, the pair will obtain an orbital momentum
perpendicular to the string. Although this model is qualitatively in agreement with the data, quan-
titatively the results are not correct. This is because it is assumed that there is noxF -dependence of
the transverse polarization, which is not the case. In the next sections three semi-classical models
are given which give a reasonable description of thexF -dependence of the transverse polarization.
This makes it possible to compare the measurement presented in this thesis with the predictions of
these models.
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Figure 2.2: Left: Momentum vectors for the s quark in the scattering plane in the sea of the
proton (s/p) and in the Λ (s/Λ). The recombination force is along the beam direction and the
Thomas frequency �ωT is out of the scattering plane. Right: the curved trajectory of the s-quark
due to the recombination force and the corresponding orbital momentum vector �L. Also depicted
is the normal of the production plane �n.

2.2.1 The Thomas Precession model

The model proposed by DeGrand and Mietinen [26], tries to explain the transverseΛ polarization
using the following argument. A fast ud-diquark from the proton recombines with a slow s-quark
from the sea, which consequently has to be accelerated in the longitudinal direction. At the same
time the s-quark carries transverse momentum: on average,pT (s in proton)∼ pT (s in Λ) ∼
1
2pT (Λ). So the velocity vector of the s-quark is not parallel to the change in momentum induced
by recombination and the spin of the quark feels the effect of the Thomas precession given by [27]

�ωT =
γ

γ + 1

�F

mq
× �v, (2.5)

where�ωT is the Thomas frequency,�v is the velocity of the s-quark and�F is the color force applied
by the attraction of the di-quark. The concept is depicted in the left picture of figure 2.2. The
Thomas frequency enters the effective Hamiltonian in combination with the spin of the s-quark�S

U = �S · �ωT = −1
r

δV

δr
�L · �S, (2.6)

with �L the s-quark’s orbital angular momentum in the potentialV (r). If this potential is attractive
then �L · �n < 0, where�n = �pbeam × �pΛ is the normal to the production plane (see the right
side of figure 2.2). In order to minimize the energy�S · �ωT , the condition�L · �n < 0 must apply,
and consequently�n · �S < 0. This explains the negative transverse polarization, observed inΛ
polarization so far. The value of the polarization is derived to be [26]:

PΛ =
3

∆x0

(1 − 3ξ)
[(1 + 3ξ)/2]2

1
M2

pT , (2.7)
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    pT > 1.0 Gev/c

❍  Au-Au, p=11.6 A GeV/c

■  p-Pb, p=400 GeV/c

▲ p-Be, p=800 GeV/c

▼ p-Be, p=400 GeV/c

●  p-p, √s = 62 GeV/c

Figure 2.3: Dependence of the polarization on pT (left) and xF for pT > 1 GeV/c (right). The
predictions drawn are from the Thomas Precession model. With respect to the pT -dependence the
predictions are given for the four xF values corresponding with the data. For the xF -dependence
the model is calculated at pT = 1 GeV/c.

with M2 =
[

m2
D+p2

T D

1−ξ + m2
s+p2

T s

ξ − m2
Λ − p2

Λ

]
, where D denotes the ud-diquark.

In the simplest parameterization thexF dependence can be characterized byξ = 1
3 (1 − xF ) +

0.1xF . Now the following values are set:ms = 1
2 GeV/c2, mD = 2

3 GeV/c2 and 〈p2
TD〉 =

1
4p2

TΛ + 〈k2
T 〉, with 〈k2

T 〉 = 0.25 GeV2/c2. With this parameterization a fit to the data can be
made for the polarization versuspT at fixedxF (left plot of figure 2.3) and thexF -dependence
of the polarization forpT > 1 GeV/c (right plot). This results in a normalization parameter given
by ∆x0 = 5 GeV−1, which is a typical recombination scale. The model manages to reproduce
the shape of thepT -dependence for the lowerxF region. For the highxF region the model is
inaccurate: thexF -dependence shows a saturation of the polarization at highxF which is not the
case for the data.

Other parameterizations forξ(xF ) by recombination functions have been proposed and their
xF -dependence have been considered for the lowpT data (see figure 2.4) [29]. In this model,
however, the saturation occurs even at lower values ofxF , which makes it more improbable.

Also the polarization of other hyperons and other types of collisions have been predicted [28].
The sign can be predicted in this model with the simple rule: slow partons preferentially recombine
with their spins down in the scattering plane while fast partons recombine with their spins up (this
is because now the parton is the attractive potential and hence the orbital momentum�L changes
sign). The predicted sign is always correct, but unfortunately the magnitude cannot be predicted
correctly. For example, the model predicts the same polarization forp → Λ as forp → Ξ−, but in
real life the latter is two times smaller. Similarly, theK−p → Λ has twice as large a polarization
as the processp → Λ, while the same magnitude is predicted. Furthermore in this approach
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Figure 2.4: Polarization of Λ, PΛ, as a function of xF for three pT intervals. Data are taken
from [2,3,4], while the curves are from [29].

anti-hyperons should not be polarized in p-p collisions, because they are built up completely from
sea-quarks (and no acceleration will take place), which is true for theΛ̄, but not for theΞ̄.

In conclusion, the Thomas Precession model seems to be able to predict many features of
hyperon polarizations and it manages to reproduce the data for lowerx F correctly. Since this is
the region where our measurements are performed this model is an important reference.

2.2.2 The Berlin model

This model [30] states that a hadron is polarizedif and only if its valence quarks are polarized, and
due to a significant surface effect only valence quarks retain information about the polarization. In
order to explain theΛ polarization the existence of a largeAN was assumed, where the analyzing
powerAN is defined as:

AN =
dσA↑+B→C↑ − dσA↑+B→C↓

dσA↑+B→C↑ + dσA↑+B→C↓
(2.8)

It is shown that this large value ofAN is due to the orbital motion of valence quarks in the original
projectile and it can be described by the following points, where the subscripts v and s denote a
valence or a sea quark. Superscripts P and T refer to a quark from the projectile or the target:

(I) Mesons (M) and baryons (B) produced throughq P
v + q̄T

s → M andqP
v +(qsqs)T → B have

a large probability to go left (w.r.t. the collision axis looking downstream) ifq P
v is upwards
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polarized (w.r.t. the production plane).

(II) Baryons produced through(qvqv)P + qT
s → B are associated with(qa

v )P + q̄T
s → M and

have a large probability to move in the opposite transverse direction w.r.t. the collision axis
as M does. Here(qa

v )P is the remaining quark from the projectile not used in the baryon
production.

Accordingly theΛ can be produced in direct fusion by means of 3 processes:

(a) An (uvdv) diquark from the projectile P picks up ass quark associated with the target T
and forms aΛ: (uvdv)P + sT

s → Λ.

(b) An uv valence quark from the projectile picks up a(dsss) diquark from the target:uP
v +

(dsss)T → Λ.

(c) The same as process b but now a valence quarkdv from the projectile is taken:dP
v +

(usss)T → Λ.

These processes have differentxF regions where they dominate. In the lowestxF region (xF <
0.3) the largest contribution to the cross-section is from non-direct formation, which comes from
the interactions of the seas of the colliding hadrons. In the largest region (x F > 0.6) process
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❍  Au-Au, p=11.6 A GeV/c

■  p-Pb, p=400 GeV/c

▲ p-Be, p=800 GeV/c

▼ p-Be, p=400 GeV/c
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Figure 2.5: The Berlin model prediction for the transverse Λ polarization as a function of xF for
pT > 1 GeV/c.
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(a) dominates and in the intermediate region the direct formation processes (b) and (c) are the
most important. So, for example, to explain the large left-right asymmetryA N found in polarized
proton beam experiments at largexF process (a) has to be looked at. If we now take the diquark
(uvdv) to have spin zero, the polarization of the proton has to be carried by the remaining valence
quarkua

v. When this fuses with a suitable anti-sea-quark of the target to form an associated meson
(II), according to (I) it has a large probability to obtain an extra transverse momentum to the left.
Momentum conservation causes theΛ to have a large probability to be produced to the right,
contributing negatively toAN

The explanation for the transverseΛ polarization is similar. In this case the polarization of theΛ
is provided by the s-quark which obtains a negative polarization through the following mechanism:
according to (II) an associatedK+ is produced by(ua

v)P + s̄T
s → K+. Now if theΛ going to the

left is considered, the associatively producedK + has a large probability to go right, which implies
from (I), that it is most likely to be downward polarized. Since theK + is a pseudo-scalar its spin
should be zero, which demands that thes̄T

s is upward polarized. By assuming that the seass̄ pair
is not transversely polarized the correspondingsT

s should be downward polarized which finally
yields a negatively polarizedΛ. Note that if the left goingΛ is produced by process (b) or (c), the
valence quark used should have a large probability to be upwards polarized. This however says
nothing about the polarization of theΛ, which is completely defined by process (a). Therefore,
also in this case the largest polarization is at the largexF region where this process dominates.

By making use of number density functions, which were shown to give a good description of
the cross-section [31], a quantitative estimation has been made. This can be seen in figure 2.5
where the dependence of the transverseΛ polarization onxF is depicted. As explained above, in
this model only at largexF the polarization is significant. Although the fit looks quite reasonable,
there are many properties of this model which are not attractive: there are many assumptions (like
associative production and transversely unpolarizedss̄-pair). Moreover it provides no prediction
for apT dependence and there are no predictions for anti-hyperons.

2.2.3 The Troshin-Tyurin model

In this approach the transverse momentum of theΛ is introduced by the orbital momentum of
quark-antiquark pairs inside the hadron [32]. Here the picture of hadrons consisting of constituent
quarks embedded in a cloud of sea-quarks is used. In a hadron-hadron collision overlapping
between peripheral clouds occurs at the first stage of the collision. Under these conditions the
cloud is excited and as a result quasi-particles (massive quarks) appear in the overlapping region.
Furthermore the constituent quarks located in the central part of the hadron are supposed to scatter
quasi-independent by the mean field generated by the appearance of the massive quarks. The
inclusive production ofΛ hyperons then results from two mechanisms:

(a) Recombination of constituent quarks with virtual massive strange quarks. These are soft
interactions which occur at lowpT (saypT < 1.0 GeV/c).

(b) Single or multiple scattering of the constituent quark in the generated mean field, excitation
of this constituent quark, the appearance of a strange quark as a result of the decay of
the constituent quark, and subsequent fragmentation of strange quarks into theΛ. This
mechanism is determined by the interactions at distances smaller than the constituent quark
radius, and is therefore associated with hard interactions (pT > 1.0 GeV/c).
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    pT > 1.0 Gev/c
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Figure 2.6: The prediction of the Troshin-Tyurin model for the polarization as function of p T (left)
and xF (right). The pT dependence is given for the four xF values of the data.

The polarization now originates from the multiple scattering by the mean field of the parent con-
stituent quark. Since it has non-zero mass it becomes negatively polarized [33] and this polariza-
tion results in a polarization of produced strange quarks and the occurrence of the corresponding
angular momentum. An analytic expression for theΛ polarization is derived:

P (xF , pT ) = sin(Pq(xF )α〈Lqq̄〉) C(xF ) exp(pT /ms)
(p2

T + Λ2
χ)2 + C(xF ) exp(pT /ms)

. (2.9)

In this derivation the average orbital momentum〈L qq̄〉 is the contribution of the quark-anti-quark
pairs to the spin of the proton. This is estimated to be 0.4 from DIS data [34,35]. The param-
eterα is the fraction of the orbital momentum due to the strange quarks. FinallyP q(xF ) is the
polarization obtained by the constituent quark by the multiple scattering. In the simplest possible
parameterization the dependence of the polarization onxF is taken to be linear:

Pq(xF ) = Pmax
q xF , (2.10)

whereP max
q = −1. In thepT -dependence term the constantΛχ ∼ 1 GeV/c is the scale of spon-

taneous breaking of chiral symmetry [19]. Since the size of the constituent quark is determined
by this scale (RQ 
 1

Λχ
), it defines the region where the (hard) interactions feel the presence of

internal momenta in the constituent quark and hence where the polarization is expected to be sig-
nificant. So atpT > Λχ the polarization is independent ofpT and only thexF dependent term of
expression 2.9 has to be applied. The fit of this part to the data (which can be seen in the right plot
of figure 2.6) givesα = 0.8 and shows that thexF dependence can be reproduced well. Now, if
pT < Λχ, mechanism (a) mentioned above starts to dominate, and since this yields unpolarizedΛs
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the polarization goes to zero forpT → 0. This can be seen in the fit on the left side of figure 2.6,
where the shape of thepT -dependence is more or less reproduced. The prediction of the model
for variousxF values has been plotted withms = 0.2 GeV/c2 andC(xF ) = 0.2, where the last
parameter was determined from a fit to p-p data atxF = 0.44. For the lower twoxF values the
calculation seems to be good, but for higherxF values the model underestimates the data. Also
this model relies heavily on many assumptions like the linear dependence onx F and the occur-
rence of polarization due to multiple scattering. Finally the model gives no predictions for other
hyperons.

2.3 Polarization in Heavy Ion collisions

If a QGP has been created, zero polarization is expected forΛs originating from this region. In
the Troshin-Tyurin model this can occur by assuming that in a QGP chiral symmetry is restored,
while in the models exploiting confinement, like the LUND and Thomas Precession model the
reference production plane disappears. In a QGP the information on the direction of the incoming
projectile (and consequently the ud-diquark) is lost. The production of a particle is then similarly
to the production out of sea-quarks in p-p collisions. Hence theΛ production will be similar toΛ̄
production in hadron-hadron collisions, which are not polarized. Following this argument several
authors have proposed to use the vanishing of transverseΛ polarization in heavy-ion collisions as
a signature of the creation of a QGP [13,36,19]. However, this does not always imply that in ex-
periments no polarization at all should be seen. This will be shown for the transverse polarization,
as well as for the longitudinal polarization in the next two subsections.

2.3.1 Transverse polarization

In nucleon-nucleon collisions there are three effects which can possibly introduce a diminishing
of theΛ polarization [13]:

(1) SecondaryΛ production by pion-nucleon scattering.

(2) Λ production from a QGP

(3) Secondary scattering of leadingΛ hyperons with nucleons within the interaction zone.

The first effect should become important in collisions of large nuclei at high energy, because of
the increase of the pion production cross section under these conditions. However theΛs produced
in this process are usually confined within the non-free nucleon-nucleon phase space kinematical
limit and at low laboratory momenta. Therefore they can be excluded from the polarization anal-
ysis by applying kinematical cuts. The second effect should yield zero polarization as mentioned
before, while the third effect is estimated to be a small effect by Panagiotou [13]. Recently,
however, a new model has been proposed in which it is stated that secondary scattering (on the
contrary) even can enhance the polarization [36]. They argued that secondary elastic scattering of
Λ’s with nucleons can influence the final polarization measurements by producing

(a) a shift in the longitudinalΛ momentum

(b) a shift in the transverseΛ momentum
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(c) a flip in the originalΛ spin direction.

For the first two effects they make a quantitative estimation, while they omit effect (c), because
no good estimate is possible for this effect due to lack of experimental data. The production ofΛ
hyperons in Pb-Pb collisions is described, which is assumed to be driven by two contributions. The
first contribution is fromΛs produced in the interaction region where the density is not high enough
to deconfine quarks and gluons. This should occur in peripheral collisions (with high impact
parameter b). They use the recombination model of section 2.2.1 to account for the production of
Λs in this domain. The second contribution is from the region where a QGP is created (supposedly
at small b), where coalescence of independent slow quarks takes place. These two contributions
thus depend on the type of collisions. This can be shown in an estimate of the dependence of the
cross section on the impact parameterb (figure 2.7).

Figure 2.7: Λ production as a function of the impact parameter in a QGP (dash-dotted line) and
in the periphery (dashed line). The solid line represents the total Λ production cross section.

With both contributions taken into account, theΛ polarization is calculated using theb-dependent
differential cross sections. The result of this can be seen in figure 2.8. Here the clear Thomas
Precession-likepT dependence of the polarization can be seen. In this case however, it is shown
for different impact parameters, where the magnitude of theΛ polarization for the most central
collisions (b = 0 fm) and the most peripheral (b > 9 fm) differ by a factor of 2.

In addition to this, also the effect on the polarization of secondary scattering of theΛ in the
nuclear medium is determined (figure 2.9). For the lowpT region there is a significant increase
of the polarization, the largest a factor 5 for the caseb = 0 fm. Furthermore the most centrally pro-
ducedΛs show a larger increase of the polarization than the more peripheral ones. Unfortunately
only the lowerpT region is shown in this figure taken from [36], so it is not clear whether at high
pT the values of the polarization with and without in-medium effects converge. It is interesting to
see the maximum value of the polarization caused by these effects.

A disadvantage of this model is, that the cross sections are only taken to be dependent on
impact parameterb and not onxF . In this way it is not clear what the polarization effects are at
mid-rapidity as opposed to the fragmentation region.
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Figure 2.8: Transverse Λ polarization as function of pT for different impact parameters of the
collision.

2.3.2 Longitudinal polarization

The presence of longitudinal polarization in a sample ofΛ hyperons could be due to theΛs that are
decay products of theΞ. If the Ξ is unpolarized, the parity violation in theΞ decay will induce a
non-vanishing longitudinal polarization in theΛ. For theΛs which are longitudinally polarized the
asymmetry found in the internal decayθ angle of the proton in the longitudinal direction amounts
to:

dN

d cos θ
=

1
4π

[1 + αΛαΞ cos θ] (2.11)

whereαΛ = −0.642 andαΞ = −0.456 are theΛ andΞ decay parameters. The same relation is
valid for the anti-particles and because of the abundance of multi-strange anti-baryons in a QGP,
the longitudinal polarization of thēΛ has been proposed as a probe for the creation of a QGP. The
longitudinal asymmetry is estimated to be of the order [37]:

N↑ − N↓
N↑ + N↓ =

1
2

[
NΞ̄

NΛ̄

]
αΛαΞ (2.12)

whereN↑ andN↓ are the particles produced ’above’ and ’below’, with respect to the plane normal
to theΛ momentum. The term in the square brackets is the relative abundance of all polarizedΛ̄
hyperons to the total number measuredΛ̄ particles. This value is predicted to have a value to be
approximately1

2 , which implies a longitudinal polarization of 7%. This is 5 times more than is
seen inpp interactions [38].

2.4 Summary

The transverse polarization determined from straightforward pQCD calculations shows that at high
pT it vanishes. This is in disagreement with the data. Because the polarization effect seems to arise
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Figure 2.9: The influence of secondary scattering in the nuclear medium on the transverse Λ
polarization for two different values of the impact parameter. The straight line gives the result
without secondary scattering and the dashed lines give results, affected by the secondary scatter-
ing of the Λ in the medium.

from the non-perturbative region, modifications to the pQCD based models have been proposed.
Although these modifications manage to introduce polarization effects, there are some large dis-
advantages: for the higher twist effects the quantitative description is not yet accurate enough and
for the polarized fragmentation functions the contribution from the hadron fragmentation to the
polarization seems to be overestimated. Furthermore, both the modifications are put in by hand
and hence they lack physical rigour.

Alternatively semi-classical models are used, which all have some predictive power. In these
models thepT dependence of the polarization is explained by assuming that the polarization of
the Λ arises from the spin of the s-quark (in a SU(6) picture). This s-quark obtains transverse
momentum when it is created by breaking a color string, which results in a rotatingss̄-pair (Lund
model); it obtains transverse momentum by the orbital motion of valence quarks in the projec-
tile (Berlin model) or the orbital motion of quark-antiquark pairs in the hadron (Troshin-Tyurin
model). ThexF dependence is provided by the ud-diquark which creates the color string with
the target (LUND model), the di-quark that attracts the sea-quark, whose spin feels the influence
of the Thomas Precession (Thomas Precession model) and for the Berlin model the polarization
process dominates at largexF with respect to the non-polarizing creation processes of theΛ. In
the Troshin-Tyurin model the polarization is introduced by multiple scattering which will be larger
at highxF .

The LUND model does not predict a dependence onxF and therefore is not considered here.
The Thomas Precession model and the Troshin-Tyurin model manage to give a good description
of thepT -dependence for thexF -region up to 0.5 and hence serve as a good reference for the data
investigated in this thesis, which are taken at this region. The Berlin model gives no quantitative
prediction for thepT dependence, but itsxF dependence is accurate and can also be used here.

Finally the transverse polarization in heavy ion collisions is predicted to be suppressed for
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central collisions (Ayala et al.) or even to vanish (Panagiotou). Since the NA57 experiment is able
to determine the centrality of the collision this dependence can be investigated. The longitudinalΛ
polarization can give information on theΞ production and hence can give additional information
on strangeness production in heavy ion collisions.
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The data analyzed in this thesis were collected at CERN (Centre Europeanne de Recherche Nu-
cleaire) laboratory in Geneva. In the SPS (Super Proton Synchrotron) accelerator protons and lead
ions were accelerated and collided on a fixed target. The particles coming out of the collision were
detected in the NA57 detector. In this chapter the SPS accelerator is described briefly, after which
the NA57 detector setup is described.

3.1 The SPS accelerator

In figure 3.1 a view of the CERN accelerator complex is given. The largest component is the
former LEP (Large Electron Positron collider) ring, currently being transformed to house the LHC
(Large Hadron Collider). The particles used in the LEP ring were injected by the SPS accelerator.
At the same time this accelerator was able to produce independent beams of protons and heavy
ions, which continued after the shutdown of LEP. The proton beam can have an energy of up to
450 GeV/c , while the heavy ions can have an energy between 100 and 400 GeV/c per accelerated
proton.

The heavy ions used for the collisions are first ionized in the Electron Cyclotron Resonance
(ECR) source and then selected inPb27+ charge state only. These ions are then further stripped
by Strippers to the finalPb82+ state and in between accelerated in the LINAC (Linear Collider),
the Proton Synchrotron Booster (PSB) and the Proton Synchrotron (PS). The heavy ions provided
by the PS are delivered in four ion cycles of 1.2 s each within a supercycle of 19.2 s. They have
an energy of 4.25AGeV/c and then are accelerated in the SPS to a maximum energy of400 ×
82/208 = 158 AGeV/c . After the SPS has increased the beam energy to the required value, the
beam is delivered to the North Area target hall, where a splitter fills 6 beam-lines simultaneously.
Of these the H4 beam line is used by the NA57 experiment. The typical ion flux on the target is of
the order of1 × 106 ions per spill. A description of the NA57 experimental setup is given in the
next section.

3.2 The NA57 Experiment

The NA57 experiment has been designed to measure (multi)strange hadrons (Λ, Ξ − andΩ− hy-
perons and their anti-particles) for different collision systems at different beam energies. These
hadrons can be identified by recording the tracks of their (charged) decay particles. The reconstruc-
tion of the decay particles is troubled by the low production probabilities of the strange hadrons,
which asks for a high event rate. This can be obtained by a large acceptance and therefore detec-
tors have to be placed close to the target. This introduces a large number of background particles
and in order to be able to still reconstruct the decay particles of the original hadrons the two-track
resolution of the detectors has to be very good. The requirement of a good resolution (of the order
of tens of microns) and use at high event rate can be met by silicon pixel detectors.

In figure 3.2 an overview of the apparatus is shown. In the NA57 definition, the beam direction
is taken as the X-axis, while the Z-direction is taken in the direction of the magnetic field. The Y-
axis is then chosen to give an right-handed coordinate system. The whole setup is positioned in the
Goliath Magnet, which has a maximum magnetic field of 1.4 T along the vertical direction. In this
way the momentum of the particles produced in the reaction can be determined. In addition to the
tracking device, comprising of the silicon pixel detectors, also other elements are included. The
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Figure 3.1: The SPS accelerator complex at CERN.
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Figure 3.2: Schematical view of the NA57 experiment setup (not drawn to scale) for the
158 AGeV/c data-taking period of 1998. The beam particles are coming from the left. The Silicon
Compact Telescope consists of Y and Z pixel planes alternately (see the end of subsection 3.2.4).

target region can consist of different targets. These are discussed in subsection 3.2.1 together with
the possible beams. A sample of scintillator detectors are placed in the beam line and positioned
behind the target for the trigger purposes. This is explained in subsection 3.2.2. Multiplicity Strip
Detectors (MSD) are placed behind the target to measure the number of particles produced in the
collision, which can be taken as a measurement of the centrality of the collision (section 3.2.3).
The silicon pixel detectors are grouped together in a central tracking device: theSilicon Telescope
(section 3.2.4). The silicon telescope is suspended from the so calledOptical bench, from which
also theLever Arm is suspended. This lever arm can consist both of silicon pixel detectors and
silicon double-sided micro-strip detectors. This last type of detector was developed and maintained
by the University of Utrecht. Therefore more attention is paid to the description of this part of the
setup (section 3.2.4), especially as in the next chapter the performance of the lever arm with these
detectors included will be discussed.
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3.2.1 Collision systems

Table 3.1: Overview of the data runs taken by the NA57 experiment.

Data taking System Beam momentum
√

s (AGeV/c ) Sample size (events)

1998 Pb-Pb 158AGeV/c 17.3 230 M

1999 p-Be 40 GeV/c 8.8 60 M

1999 Pb-Pb 40AGeV/c 8.8 260M

2000 Pb-Pb 158AGeV/c 17.3 230 M

2001 p-Be 40 GeV/c 8.8 100M

The physics goal of NA57 is to extend the scope of the WA97 experiment. This made the first
collision system studied at NA57 a 158AGeV/c Pb beam on a Pb-target. In this way a cross
check of the results of WA97 could be obtained and an extra multiplicity bin could be added. This
measurement was repeated in 2000 in order to increase the statistics forΩ− andΞ− hyperons in
the lowest multiplicity bin. Between these periods, in 1999, also measurements were done with
a beam energy of 40AGeV/c, both for a p-Be and a Pb-Pb system. At this energy the center of
mass energy for the Pb-Pb collision is

√
s = 8.8 AGeV/c which is approximately half the center

of mass value of the system at 158AGeV/c (
√

s = 17.3 AGeV/c). Considering the fact that the
value achieved at the Alternating Gradient Synchrotron (AGS) at BNL is 4.7AGeV/c, with the
40 AGeV/c runs it is possible to measure in a new range and the dependence of the strangeness
production of the energy of the collision system can be investigated. The p-Be run at 40 GeV/c is
necessary to give reference data for a smaller collision system. Since the cross sections for theΩ−

andΞ− are very low for this collision system, in 2001 the experiment for the p-Be system at 40
GeV/c was repeated to increase statistics. In table 3.1 an overview is given of the collision systems
together with the number of events collected. In order to enable different collision types the target
could be removed and changed. For the lead induced collisions a target with a thickness of 0.4 mm
was installed, which is 1% of the interaction length for Pb-Pb interactions. The number of particles
in the beam provided by the SPS amounts to1×106 ions/burst, giving around1×104 interactions
every 19.2 seconds. For the proton beam data a Beryllium target with an interaction length of
8% has been used. Furthermore during all periods runs were taken with the target removed to
determine the empty-target contamination. In the following the data samples will be indicated by
their year and their system: e.g the lead run in 1998 will be indicated by Pb1998, while the proton
run in 2001 is denoted as p2001.

In the chapters on the track recognition and the particle selection the data from the Pb1999 and
Pb2000 runs will be used. In the analysis of the yields and the polarization only the Pb1998 data
is considered in this thesis. Therefore in the next sections only the setup for the lead runs will be
discussed.
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3.2.2 Trigger

The NA57 experiment has two kind of collision systems: the proton and the lead induced reactions.
This will give rise to two different multiplicities of particles which asks for a different trigger logic.
In the following only the setup used for the lead interactions is considered. The basic part of the
trigger is to check whether an interaction has taken place in the target. In order to determine
whether an interaction has occurred, beam counters have been placed in the beam line, as can be
seen in figure 3.2. Counter S2 is placed around 70 m upstream of the center of the magnet, which
is 60 cm from the target. This counter measures the passage of a beam particle. At 9 m behind the
target the V0 counter is placed. This counter is used as a so called ’veto counter’. This means that
in case of an interaction in the target, it is assumed that no beam particle can be measured by V0.

BEAM = S2 · V0 .

The S2 and V0 counters consist of quartzČerenkov detectors. In case the counter is passed
by two ions at the same time, the signal will be higher and because of this the trigger logic also
produces a second output for the S2 counter:S2D. The trigger should reject these events and
therefore a veto is demanded. The lead trigger should select the 50 to 60% most central nucleus-
nucleus collisions and therefore a large number of particles will come out of the interaction region.
The petals, scintillators which are arranged around the beam line (at 2.4 cm) like their flower-
counterparts around the bud, provide a fast measure of the centrality of the collision. The Petals
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cover the pseudo-rapidity in the region1 < η < 2, where the pseudo-rapidity is defined as:

η = − ln tan
θ

2
, (3.1)

in which θ is the angle between the momentum of the particle and the beam axis. The resultant
trigger can be defined to select on the most central events:

INT = BEAM · S2D · PT(5/5) .

where it is demanded that in addition to a BEAM event, also all (5 out of 5) petals have fired.
There are only 5 petals included because one petal scintillator detector was not functioning during
the Pb1998 period. Even when during the 1999 and 2000 data-taking this petal was repaired, the
requirement for 5 hits was kept for compatibility. When all the requirements are met, the trigger
signals for the detectors to be read out. During the readout a dead time signal is generated which
acts as a veto for following events. The length of the dead time signal is determined by the slowest
component in the readout, which was either the pixel or double-sided micro-strip detectors. This
dead time had a value of around 1 ms. For a more detailed description of the trigger logic see
[45,46].

3.2.3 Multiplicity Strip Detector

The Petals give a rough estimation of the event centrality and are ideal for trigger purposes because
of their fast response. In order to have a precise measurement for off-line analysis the Multiplicity
Strip Detector (MSD) is added. This MSD consists of two identical stations which are positioned
at 20 and 55 cm from the target. The front view of a station can be seen in figure 3.3. The station
consists of three independent arms which are positioned below and at both sides of the beam line
at a distance of 2 cm. Each arm is built of four parts, which are silicon micro-strip detectors with
different pitches for the strips. The first station measures the multiplicity of charged particles in the
pseudo-rapidity region1.88 < η < 2.99, while the second measures in the range2.87 < η < 4.00.
This amounts to a total azimuthal coverage of 34%. Note that the MSD is only installed during
the lead data-taking.

3.2.4 Silicon Telescope

The tracking device of the setup consists of a spectrometer, theSilicon Telescope, which is an array
of silicon detectors suspended from an optical bench. This bench points back at the target and is
placed completely inside the magnet. It can be inclined in order to measure hyperons around mid-
rapidity and at medium transverse momentum. The inclination angle of the bench and the distance
from the first detector to the target depend on the beam energy. For the case of a lead beam at
an energy of 158AGeV/c the inclination angle is 41 mrad and the distance is 60 cm. For the 40
AGeV/c setup the angle and the distance amount to 72 mrad and 40 cm.

The detectors are suspended from the bench in such a way that their lower edge is on a straight
line pointing to the target and that they are placed symmetrically with respect to the beam. This
gives the same geometric acceptance for particles and anti-particles.

The silicon telescope can be divided in two parts: theCompact Telescope and theLever Arm
(see figure 3.2). These are described in the following sections. A schematic overview of the precise
configuration of the telescope for each run period is given in appendix A.
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Compact Telescope

The compact part of the telescope is used for the track reconstruction and can be considered as a
vertex detector. Therefore it is placed close to the target. In order to make precise measurements
of the particle trajectories this part only consists of silicon pixel detectors, which have a high
granularity. The number of pixel detectors used during the data-taking periods has ranged from 9
to 11. The detectors are placed 2 cm from each other giving a total length of around 30 cm for the
whole compact part. In the following the silicon pixel detectors will be described in detail.

Silicon Pixel Detectors

The silicon pixel detectors have been developed by WA97 in collaboration with the CERN RD19
group. The NA57 experiment makes use of two different types of pixel planes: one based on
the Omega2 front-end chip [40,41,42] and one on the newer Omega3 chip [43]. The difference
between these types lies in the granularity, while their cross section is the same: they both have a
sensitive area of of 53× 55 mm2. The thickness of the planes is kept small to make the detector
transparent. This results in a layer of 300µm thickness.

The Omega2 based planes are comprised of ladders, which are silicon wafers with an area of
54× 6 mm2. Each ladder is built of 96 columns and 64 rows of rectangular diodes (pixels) which
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have a size of 500× 75 µm2. Figure 3.4 gives an overview of a ladder. The pixels are read out
digitally by chips, each containing 16 times 64 read out cells, yielding 6 chips per ladder. Six
ladders are glued side by side on a ceramic support with an inter-spacing of a couple of mm’s
to create an array. The array consequently does not cover the 5× 5 cm2 surface with sensitive
material and therefore an identical array is mounted behind it, but shifted by 4 mm (fig. 3.5). In this
way the whole area is completely covered and ladders even overlap, which is useful for alignment
purposes. The two planes together are considered to be one pixel detector and the total number of
pixels amounts to:96 × 64 × 12 = 73728.

The Omega3 detectors have the same structure but instead of the pixels of size 500× 75µm 2,
the new chips employ pixels of size 500× 50 µm2. Furthermore the chips contain 16 columns
by 127 rows, giving the equivalent of 4 ladders in one array. This improvement has the result
that the same sensitive area is now covered by 98 thousand pixels. Because of the fact that the
pixels are rectangular, they will give greater resolution along one direction than the other. In order
to have good resolution in both directions planes are rotated with respect to each other. The set
of detectors can be split up in Y- and Z-planes, with the better resolution in the corresponding
direction. In figure 3.2 the different detectors are denoted by different shades of grey. As can be
seen they alternate in the setup.

Lever Arm

The lever arm is installed to improve the momentum resolution of the high momentum charged
particles in the bending plane. Therefore the detectors used need to have a high resolution in the
Y-direction of the experiment. This requirement can be met by silicon micro-strip detectors. These
have been included in the lever arm in addition to pixel detectors for the Pb1998 run and from 1999
on were the only detectors in the lever arm. The lever arm was positioned around 30 cm from the
last pixel detector for all experiments.

Silicon Micro-strip Detectors

The silicon micro-strip detectors were developed and built at the institute of Sub Atomic Physics
at Utrecht University/NIKHEF, and they are prototypes for the detectors which will be used in the
ALICE experiment. In the period from 1998 to 2001 two different kinds of micro-strip detectors
have been employed: double- and single-sided detectors. Because the single sided detectors are
similar to the double sided detectors, but just have a more simple structure only a description of
the double sided detectors is given.

The micro-strip detectors are placed further away from the target than the compact tracker. Due
to the magnetic field particles have moved away from the beam line axis in the bending plane. In
order to have a reasonable acceptance for charged particles the micro-strip detectors are wider than
the pixel planes: the planes measure 75× 42 mm2, with an active area of 73× 40 mm2.

The double sided micro strip detectors have a bulk of N-typeSi with a thickness of 300±15µm
in which strips, which are 0.5µm thin, are implanted on both sides. The strips have a pitch of
95µm. In figure 3.6 the cross section of a double sided detector is shown. The strips implanted
on the junction side are made of P+ doped silicon and therefore this side will be referred to as the
P-side. These strips are covered by aSiO2 dielectric with a thickness of 0.3µm, which is spread
over the whole active surface. On this layer, which acts as a insulator, 1µm thick aluminum
strips are placed above the implanted strips. In this way for each strip a capacitor is formed, which
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separates the leakage current of the strips from the input signals of the read-out chip. The capacitor
furthermore enables an AC coupling of the detector with the electronics. To protect the detector
against electrical, chemical and mechanical damage a passivation layer finally covers the complete
surface. The same structure is made at the Ohmic side (N-side). On this side though the strips
are N+ doped and they are insulated from each other by P+ doped stops. The active surface is
surrounded by two heavily doped implantates: the guard ring which separates the active area from
the edges of the detector, which might have been damaged by the cutting process, and the bias ring
which guides the operating voltage to the strips. This can be seen in the electrical diagram which
is shown in figure 3.7.

Each detector-side has 768 strips implanted and they are tilted by a small angle (see fig. 3.8).
By combining strips from both sides it is possible to extract two-dimensional information from
hits. In order to keep the resolution the best in the direction of the bending plane, the strips are
tilted with respect to the vertical direction by a small angle of only 17.5 mrad. This amounts to a
stereoscopic angle of 35 mrad between a strip from the P-side and one from the N-side and gives a
RMS resolution of at most≈ 27 µm in the horizontal direction. Due to the analogue readout this
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resolution is even better, since the charge distributed over different strips enables a more precise
hit reconstruction (see section 4.2.3). For the vertical direction this implies a resolution of about
1 mm. The values for the resolution in the Y-direction and Z-direction are set by the requirements
on the precision of the ALICE inner tracker [44]. The strips are numbered from left to right and
counted from 0 to 767. The seven strips on the left have a smaller length than the other, but are still
read out. This is not the case for the seven strips in the right lower corner (strip 768-774) which
can not be connected to the read-out chips.

The strips are readout by the Viking VA chips [47,48], whose working diagram is depicted in
figure 3.9. The VA consists of 128 identical parallel charge sensitive amplifiers. Each channel
will integrate the signal collected from the detector for about 1µs . After this period (the peaking
time), thehold signal is applied to sample the value. The output of each cannel then enters a
128 channel multiplexer, whose switches are controlled by a bit register which runs in parallel. A
shift-in activates the output bit register which is steered by theckb clock signal. The output
of the multiplexer goes directly out of the chip via the output buffer: the signal is distributed
over a positive (out+) and negative (out-) differential output. After all channels are readout a
shift-out is generated which stops the read-out process.

This process is repeated for all 6 chips of one side, where theshift-out of the preceding chip
is theshift-in of the new chip read out. The firstshift-in is provided by thesequencer,
which steers the whole readout of all detectors after it has received the trigger signal. After all
chips at one side have been read-out the final (out+) and (out-) output signals are composed
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of the 768 sequential signals of one detector side. These two signals are sent to an Analogue to
Digital Converter (ADC), where they are combined. This is steered by theconvert signal from
the sequencer.

The digital values from the ADCs are read out by a VME processor, which is controlled by the
central data-acquisition system. In order to limit the amount of data and to select only the most
interesting hits, a hardware threshold is set by theDAQ. This threshold is typical for each strip and
its determination is described in subsection 4.2.1.

In the next chapter it will be shown how the data collected from the silicon telescope will be
used to perform the off-line track reconstruction.
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The NA57 experimental setup has been designed to measure strange particles. In order to translate
the information extracted from the detectors to the characteristics of physical particles an off-line
reconstruction of the raw data has to be done. This is divided in two parts: first the hits recorded
in the detectors are translated to tracks of the particles and the momenta of these tracks are deter-
mined. This reconstruction part is performed by the program ORHION (OmegaReconstruction
code forHeavyION experiments [52]). The information on the track momenta which is stored
by this program is then used in the second phase where the particle identification is done. This
analysis, which is done by the ANALYZE program, is discussed in the next chapter. In this chapter
the track reconstruction done by ORHION is described, which is the subject of section 4.1. The
micro-strip detectors (see section 3.2.4) were no part of the WA97 setup and since their charac-
teristics are different from the detectors used before the ORHION reconstruction code had to be
adapted. The implementation of the micro-strips in the ORHION code is described in section 4.2

4.1 Track reconstruction in ORHION

The tracking device in NA57 consists of the telescope, which is divided in two parts: the com-
pact part and the lever arm. The track recognition is performed only in the compact part of the
telescope. The lever arm is used to improve the momentum resolution of the higher momentum
tracks found by the compact telescope. The reconstruction program ORHION has been designed
to perform these two tasks. Its track finding algorithm is based on the following idea: because
it is not possible to detect the multi-strange particles themselves with tracking, it is easier to find
them indirectly i.e. to reconstruct them by finding their decay products. These decay products
are charged and therefore their momentum can be determined by applying a magnetic field over
the detector setup. When the charged particles traverse the detectors their curved trajectories can
be followed. An example of a hyperon decay can be seen in figure 4.1, where the decay of anΩ
in a magnetic field is rendered schematically. In order to reconstruct theΩ, first two oppositely
charged decay tracks of theΛ have to be combined. This resultantΛ has to be recombined with
theK− track to yield theΩ. The decay of theΛ in this picture is called aV 0 decay. There are two
possible decay topologies: the cowboy and the sailor topology which are schematically drawn in
figure 4.2. The case shown in theΩ decay is the cowboy topology. In the case the decay particles
do not have their tracks pointed at each other one has a sailor topology. In these topologies the
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Figure 4.1: Decay of an Ω into charged particles inside a magnetic field. The tracks of the charged
particles are crossing the silicon telescope.
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Figure 4.2: The Cowboy and Sailor topology of aV 0 decay.

point of decay is called the decay vertex or secondary vertex, where the point of the production of
the main particle is the production vertex or primary vertex.

In the NA57 experiment only particles decaying in the cowboy topology are considered. This is
due to the small acceptance of the NA57 detectors. ORHION first reconstructs all the tracks in the
detectors from the hit information. Then all possible combinations of oppositely charged tracks
are matched. By applying some rough selection cuts, a first sample ofV 0 candidates is selected. In
order to handle these different tasks the ORHION program consists of different subroutines which
are referred to as processors. These processors are described briefly, after which the processors
which are necessary for the track reconstruction are described in more detail.

The processors are:

• OR: this is the main processor, which steers the program.

• ST: this processor performs the track recognition in the compact telescope.

• XC: here the tracks found in the ST processor are extrapolated to the lever arm which con-
tributes to the track fit.

• TF: this is used for track parameter fits and track extrapolations.

• V0: this performs the first selection ofV 0 candidates.

• MD: multiplicity detector reconstruction.

Note that the TF processor is a service processor, which only provides utilities for other pro-
cessors. In order to understand how the track reconstruction is done, the ST and XC processor are
described in more detail. First the track recognition procedure in the ST processor is described
in section 4.1.1 after which the use of the lever arm is discussed in section 4.1.2. The selection
procedure of a first sample ofV 0 candidates will be explained in section 4.1.3. The MD processor
is responsible for the translation of the MSD detector hits (section 3.2.3) to information on the
centrality of the collision. This analysis is independent of the strange particle reconstruction and
therefore will not be presented in this chapter. The analysis of the MSD data is described in sec-
tion 6.3. The assignment algorithm developed to include the micro-strips in ORHION is discussed
in section 4.2.
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4.1.1 Track recognition: the ST-processor

In the NA57 experiment only the hit information from the compact part of the telescope is used for
track recognition. This part consists solely of silicon pixel detectors with a high granularity (see
section 3.2.4). In these detectors hits of tracks are reconstructed from the pixels, small patches
of silicon which are read out digitally. This means that only a hit is recorded when a signal
larger than the threshold is measured. ORHION translates these hit positions to three-dimensional
space points with a good resolution (in the order of tens ofµm) and therefore a three-dimensional
track-finding procedure can be utilized for the recognition of tracks. This track-finding procedure
consists of a combinatorial approach: hits on the two outer planes of the compact telescope are
combined to make candidate tracks in the non-bending direction. The hits on the inner planes
are then used as a confirmation of the initially chosen pair of hits. Since most of the tracks come
out of the target region, this combinatorial approach can also be used with the hits on the first
plane replaced by the center of the target. By first searching for tracks with the center of target
as constraint, many ghost combinations can be avoided and consequently in the track finding is
started with this approach. In the following the track recognition will be described in more detail.
After the two starting points have been selected the track finding is done in three steps:

Step 1 Track recognition in the (X,Z) projection. Since this plane is parallel to the magnetic field
direction, the projection of the tracks on this plane should follow straight trajectories. Hence
the chosen hits are combined to define a straight line, which as a condition should have its
slope in the acceptance range. The intersection of this straight line with the other planes
is taken as a prediction and the closest hit on the pixel plane (i.e. within the resolution) is
then assigned to the track. When the total number of hits assigned to a track is higher than
a threshold the collection of points is accepted as a candidate track. This threshold is set at
roughly 50% of the number of planes used.

Step 2 Track recognition in the (X,Y) projection. The same procedure as done in step 1 is repeated,
but since this projection is perpendicular to the magnetic field the tracks are curved. There-
fore instead of a straight line a parabola is defined and in order to get a good first choice
a third point is necessary. This point is chosen by drawing a straight line and then search-
ing for a hit on a middle plane within a large acceptance window. When a hit is found a
parabola is defined and with the predictions of this parabola on other planes matching hits
are selected and a track is built.

Step 3 Track matching. In the last step the track candidates in both projections are matched. This is
done by checking whether the hits which defined the separate track projections correspond.
When the number of shared points is larger than a threshold the track is accepted and a three
dimensional representation of a track is left with its hits stored in a track bank. The size
of the threshold is dependent on the number of planes in the Compact Telescope. For the
Pb1998 and Pb1999 runs respectively 9 and 10 planes were used for the track finding. The
minimum number of points for acceptance of a track was set to 7 for these runs. For the
Pb2000 data the compact telescope comprised of 11 planes and the threshold was set to 8
hits. The hits, which are assigned to a track, are marked not to be used again.

The track finding method described above has the disadvantage that inefficiency in the starting
planes (first, middle and last) can lead to the loss of good tracks. In order to recover the lost tracks,
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the definition of first, intermediate and last plane is varied. So for example in the reconstruction of
the Pb1998 data, besides the standard definition (1-5-9) for first, intermediate and last plane, also
other combinations are used for track finding, for example 1-4-9, 2-5-9, 1-4-8 and 2-5-8. After
the track finding has been completed, the collection of hits belonging to a track is fitted using a
Quintic Spline Fit [55], which is implemented in the TF processor. The resultant fit parameters are
also stored in the track bank.

4.1.2 The track improvement: the XC-processor

After the tracks have been reconstructed in the compact telescope they are extrapolated to the
lever arm where points are added to improve the fit. This is done by the XC processor. In the
Pb1998 experiment the lever arm consisted out of silicon pixel and micro-strip detectors. Because
the micro-strip detectors were only for the first time employed, only the pixel detectors were used
in the analysis of the 1998 data. In the following experiments only micro-strips were used in the
lever arm. The resolution of the micro-strips is worse than that of the pixel detectors, so that a
different extrapolation algorithm had to be used. In the following first the lever arm in the 1998
situation is described, after which the use of the micro-strips in the lever arm is explained.

The lever arm without micro-strips

In the 1998 data-analysis only pixel detectors were used for the lever arm. In order to assign hits
of the pixel planes in the lever arm to extrapolated tracks the following method was used:

1 The first track is extrapolated from the telescope to the first pixel plane.

2 The distances between the extrapolation point and all hits in that plane are calculated.

3 All the hits within 3σ of the distribution of distances, calculated in the last step, are selected.

4 For each of the hits, selected in the last step, their space point is added to track bank, which
contains the points of the preceding detectors. With this new hit, a new track fit is performed.
The hit which gives the best fit (the smallestχ2 value) is finally selected.

5 The selected hit is kept in the track bank and this best new fit is extrapolated again to the
next detector and the procedure described above is repeated again. Note that when no hit
matches the selection criteria, the track is extrapolated to the next detector available.

This hit attachment and new track fit procedure is done for each track. When the resultant
track fit satisfies the conditionχ2/NDF ≤ 2 the track is stored for later analysis purposes and its
characteristics are stored in the output DST-file.

The lever arm with micro-strips

During the data taking periods of 1999 till 2001 the micro-strips were functioning properly and
could be used in the lever arm. Due to the lack of good pixel planes the micro-strip planes were
the only planes used in the lever arm. Because of the fact that the micro-strips were a new type of
detectors in the NA57 setup, the ORHION software had to be adapted. First the decoding of the
raw data was added to the XC processor. For the pixel detectors this is done in the ST processor,
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but in order to keep the alterations in the software concentrated in the software design, it was
decided to implement all the micro-strip software in the XC part.

Furthermore because the micro-strip detectors give different hit information than the pixel de-
tectors (like a poor Z-resolution of space points, calculated by combining strips from both sides),
a direct cut on the distance between the extrapolation and hit candidate can give a problem at high
hit multiplicities. Therefore a new hit assignment algorithm was developed by Alain Michalon. In
the next sections all steps implemented for the use of the micro-strips are described in detail.

4.1.3 Reconstruction of V 0 candidates: the V0 processor

After the track reconstruction has been completed, a sample of tracks for each event is available.
In order to find the decay of a neutral particle, a pair of two oppositely-charged particles has to be
reconstructed. This task is performed by the V0 processor which uses the tracks stored in the track
banks to make a first rough selection ofV 0 candidates. The V0 processor sets some conditions
which have to be satisfied by a track pair to be selected.

The tracks from this pair should originate from the same position: thedecay vertex. By extrap-
olating the fitted tracks back to the target region it can be checked whether their closest approach
is not too far away. This constraint should deselect the many random combinations which can
be made by background tracks, like the ones originating from primary production vertex. The
requirement on this distance is put at 1 mm for the first selection. It is also required that thedecay
vertex lies only between the target and the first plane of the telescope.

TheV 0 candidates are stored again in ZEBRA banks [54]: theV 0 banks, which are also copied
to the output DST. From the information in the DST-file a refined selection ofV 0 candidates is
done. This will be explained in the next chapter.

4.2 The micro-strips in the reconstruction software

4.2.1 Hit reconstruction

For the micro-strip detectors the hit information is stored as the strip number of the strip which is
traversed by the track and the charge deposited by the track, stored as an ADC value. As there are
two active sides per detector, for each track passing the detectors there are two strip numbers and
ADC values stored. In the following the extraction of the hits out of this information is described.

First the hardware thresholds of the strips have to be determined. This is done by taking data
during a period when there is no beam. In this way only noise will be measured. This noise
is sampled 1000 times for each strip and with this sample the average value an the variation are
calculated of the strip readout. The average value of the noise of stripj is called thepedestal P j of
that strip, and this pedestal has to be subtracted from the measured ADC signals of that strip. The
variation of the pedestal is referred to as theRMS value of the noise N j and it gives an indication
of the noisiness of stripj. BothPj andNj are expressed in ADC units.

The typical value for the noise is dependent on the type of detector and the readout chip. For
example for a detector with a VA2 chip the average value of the noise of a strip is 4 ADC units
for the P-side and 6 units for the N-side of a double sided detector, as can be seen in figure 4.3.
The fact that the noise of the N-side is higher than the P-side is characteristic for a detector with a
bulk of N-type silicon. For detectors with the VA1 chip the amplifying capacity is half that of the
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VA2 chip and thus all ADC values are decreased by a factor 2: for the P-side and N-side the RMS
values are 2 and 3 ADC units respectively.

For some strips in figure 4.3 the values of the noise are clearly lower than the average of the
distribution. These strips are not reading out a signal and thus are calleddead strips. The main
reason for this is failed bondings and because of this the charge deposited by a track is not recorded
by the traversed strip, but flows to neighboring strips. This means that the ADC information is not
lost and can be regained by clustering the hits, as will be explained later.

With these measured thresholds a hardware cut in the readout was made, in order to reduce the
number of noise hits in the data sample. This cut required that the measured ADC value of a strip
was above a thresholdTj , which was set to be equal to its pedestal plus a certain factor times the
RMS value of the noise:Tj = Pj + CRMS · Nj. The factorCRMS was dependent on the type
of the data taken. For p-Pb collisions the hit multiplicity was low, giving a small dead-time for
the strip detector readout. So less data had to be cut away resulting in a value of 2.5 forC RMS .
When the hit multiplicity in a collision was higher, like in Pb-Pb reactions this RMS cut was set
to 3.5 in order to keep the dead-time at an acceptable level. At a value of 2.5 forC RMS 95 %
of the noise-hits are cut away and for each strip a Landau distribution should be seen for the real
hits. In reality though, the tracks do not always traverse one single strip, but hit the detector in
between two adjacent strips. This results in the signal being shared between these two strips. In
order to determine the correct hit position and total signal, the information of adjacent strips has
to be combined. This is done by forming a cluster, which is a row of consecutive hits on a plane.
The positionx of the cluster is then determined by using the center-of-gravity algorithm [49]

xCOG =
1
S

n∑
i=1

Sixi , (4.1)

RMS noise [ADC units]
0 1 2 3 4 5 6 7 8 9 10

N
um

be
r 

of
 s

tr
ip

s

0

50

100

150

200

250

300
dead
strips

RMS noise [ADC units]
0 1 2 3 4 5 6 7 8 9 10

N
um

be
r 

of
 s

tr
ip

s

0

20

40

60

80

100

120

140

160

180
dead
strips

Figure 4.3: RMS value of the noise for strips on the P-side (left) and N-side (right) of a double-
sided micro-strip detector. The RMS is expressed in ADC units.
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where the sum runs over all stripsi that are included in the cluster, with a cluster size equal ton.
The termxi is the position of theith strip in the cluster andSi is the signal on that strip, which
is equal to the measured ADC signal minus the pedestal of that stripS i = ADCi − Pi. The total
signal of the cluster is given byS =

∑
Si.

The presence of a dead strip in the sequence of strips belonging to a hit does not imply the
breaking of the cluster: the charge deposited in the dead strip flows to the neighboring strips,
which means that the ADC information is preserved. Due to the COG algorithm thex position
of the cluster is shifted, which means that some precision is lost. During a calibration performed
before the event reconstruction a list of candidate dead-strips is made, which is used in the cluster
algorithm: when both strips next to the dead strip match the selection criteria the dead strip is
included in the cluster.

Confining the selection criterium for the strip candidates for clustering to just the hardware
threshold, one can determine the total signal with the COG method. Its distribution is depicted
in the left-hand plot of figure 4.4. It is clear that there is an abundance of clusters with a total
signal below 50 ADC units. This is an indication that there are still many noise hits in the sample.
In order to reduce the amount of noise further the selection criteria for the strips in clusters are
refined:

• At least one strip in the cluster is required to have aSignal-to-Noise ratio S i/Ni which is
larger than 5.0 for the P-side or larger than 4.0 for the N-side.

• The total noise and signal of the cluster is determined: the total noise of the hits is calculated
by adding quadratically the individual noise values:N =

√
(
∑

(Ni)2). The total signal of
the cluster is given again byS =

∑
Si.

• The resultant ratioS/N of the cluster is required to be larger than 10.0 for the P-side and
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Figure 4.5: Cluster signal on the N-side versus cluster signal on the P-side of reconstructed hits
for a strip detector with VA1 chips.

larger than 6.0 for the N-side.

After these requirements the noise hits are largely removed from the total signal distribution
(see the right-hand plot of figure 4.4). The distribution that is left resembles a Landau distribution
as expected and the peak value is around 200 ADC units. This is for a VA2 chip, while a similar
distribution is obtained for a detector with VA1 chips, but then the peak value is at around 100
ADC units. Now it seems that real hits are selected it is interesting to look at the other side of
the detector. The front and back of the detector measure the same signal deposited by a particle
and thus their signals should be similar. This is the case as can be seen in figure 4.5 where a clear
linear correlation is observed (note that this is for VA1 chips).

By combining the information of the two sides of the detector it is possible to reconstruct the
position where the charged particle traversed the detector. This position can be calculated by using
the measured strip numbers of the front (strip number F) and back (B):

yhit =
w

2
(B − F ) ; zhit =

w

2 tanα
(N + 1 − F − B) , (4.2)

whereF andB are integers in the range0 − 767. The valueN is the total number of strips per
side (768),w = 95 µm is the pitch of the micro-strip detectors andα = 35/2 mrad is the angle of
the strips with respect to the vertical direction, also referred to as the stereo-angle. These detector
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related values are stored in a HEPDB [57] database and extracted by ORHION when starting the
reconstruction. The reconstructed hit positions are in the range−73/2 mm and+73/2 mm for
yhit and0 to 40 mm for zhit. Because in the formula the input are integer strip numbers the
steps inyhit andzhit are discrete, with steps equal to∆y = 1

2w cosα ≈ 1
2w = 45 µm and

∆z = 1
2w sin α ≈ 2.6 mm. When the charge is distributed over more strips and clusters are

formed, the input values are not discrete anymore and thus the hit positions are smeared. In the
following the position on the detector calculated from the strips of the front and the back are
referred to asspace points.

The disadvantage of this method is that when there are two hits, there are2 × 2 = 4 possible
hit positions, of which only two are the real hit positions. In order to reduce these ambiguities the
overlap between strips of the front- and the back-side has to be restricted. Therefore the angleα is
chosen to be small, which causes the resolution in the Z-direction to have less precision than in the
Y-direction. In the case of the lever arm this is appropriate, considering that only an improvement
of the track momentum in the Y-direction is required. Another way to deal with the ambiguities is
to usecharge matching [50]. As showed earlier in figure 4.5 there is a linear correlation between
the front and back signal, so that demanding a signal of same magnitude for both sides will remove
some ghost hits.

4.2.2 The hit assignment algorithm

As mentioned before, the compact telescope is the main detector used for the track recognition,
performed by the ST processor. For every event all track candidates are stored in a track bank.
In order to add points from the lever arm each of the stored tracks is extrapolated to the lever
arm, where coincidences with the hits from the detectors have to be found. For the micro-strip
detectors the method of global minimization of distances was introduced for this hit assignment.
In the following all the steps in using the lever arm are described:

• Take the reconstructed space points of the first plane.

• Extrapolate all tracks to the plane (the first time from the compact telescope, the next times
from the previous track refinement).

• Compute the Y/Z distances from each space point to each track extrapolation. By using
the width of the distance distribution for the extrapolation of all tracks in one run ( 140M
events) the hits within 3σ are selected.

• Perform a global minimization of these distances (with a larger weight for Y).

• Attach the space points assigned to a track when a new fit of the track givesχ 2 < 16.

If there are some free tracks left and some free strips left:

• Compute the distance of each free strip to each track extrapolation. This distance is taken to
be the projection on the strip of the extrapolated point on the detector and is calculated by:

∆ =
ay − z + b√
( 1
tan α )2 + 1

, (4.3)
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where for the front side for a cluster with strip number F:

a =
−1

tanα
, b =

−ω

tan α
[F− 1

2
(N − 1)] + H, (4.4)

and for the back side for a cluster with strip number B:

a =
1

tan α
, b =

−ω

tan α
[B − 1

2
(N − 1)] + H, (4.5)

In these isH the height of the detector, which amounts to 4 cm. Again the accepted hits
should lie within 3σ of the distance distribution of all tracks in one run.

• Perform a global minimization of these distances.

• Attach strips assigned to a track if a new fit givesχ2 < 16.

• Refit tracks with a new point added.

• Go to the next plane and repeat the procedure.

This method has been tested by simulating different types of particle samples and collisions.
These simulations are performed using the GEANT program [56]. In this simulation package
all the experimental conditions are copied to resemble reality as closely as possible. In order to
achieve this, all information about the setup is extracted from the database. In these simulations the
setup of the p1999 data was taken. In this experiment there were 10 pixel planes in the telescope
and 4 double-sided micro strip planes in the lever arm (so a maximum of 8 hits per track for the
lever arm). In the simulations particles and their hits can be tagged, which means that it is possible
to recognize the original particles after the reconstruction and that their corresponding simulated
hits can be matched to the ones found. In this way the reconstruction efficiency of this method
can be tested. The results for different types of reactions are listed in tables 4.1 and 4.2. The first
table lists the results for the old method, while the second table reports the results for the newly
implemented method.

In the tables three possible reconstruction possibilities are given (only reconstruction is consid-
ered when the ST processor has identified a track):

Table 4.1: Percentage of hits assigned to simulated tracks for two different track samples, in case
the original method is used.

Detection system π− Pb-Pb

(one track) (200 GeV/c)

Hits OK [%] 93 59

Missed hits [%] 2 30

Ghost hits [%] 5 11
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Table 4.2: Percentage of hits reconstructed from the original simulated tracks for different track
samples for the ’global minimization’ method.

Detection system π− Λ p-Pb Pb-Pb

(one track) (two tracks) (40 GeV/c) (400 GeV/c)

Hits OK [%] 98 97 97 90

Missed hits [%] 2 3 2 6

Ghost hits [%] 0 0 1 4

• Hits OK: these are the lever arm hits assigned which correspond to the GEANT track hits

• Hits missed: hits belonging to a track but which have not been recorded.

• Ghost hits: hits that have been attached but which do not match the GEANT track hits (like
noise or background).

The most simple track sample is theπ− sample where only one track per event is generated
and it is required that this track reaches the first plane from the lever arm. For both methods the
reconstruction efficiency seems to be reasonably good. The old method gives a correct reconstruc-
tion of 93%, while for the new method 98% of the correct hits were added to the track fit, which
is somewhat better.

In the case of the Pb-Pb events at 200 GeV/c the old method gives considerable problems: only
59% of the hits are correctly attached and 11% is wrongly assigned. It is clear that the higher hit
multiplicity (on average 16 tracks per event in this case) causes the old hit assignment procedure
for lever arm data not to function well. In table 4.2 it can be seen that the global minimization
method yields better results. This is shown for gradually increasing the complexity of the system.
A more interesting case is that of theΛ sample. Here events with one track in the first micro-strip
plane acceptance is required (2 tracks maximum). Furthermore an inefficiency of 1% and noise
hits are introduced in the detectors. For this sample 97% of the hits are assigned correctly and
this is still the case for the p-Pb collisions where some ghost hits start to be included (only 1%).
Finally a large collision system is created with 400 GeV/c Pb-Pb collisions to really put the test
to its limits. Even there the correct assignment is still 90%, and it gives an indication that for the
experimental situation (beam energies of 40 and 160AGeV/c and thus lower hit multiplicities)
this method is reliable.

4.2.3 Track extrapolation results

In order to find hits in the lever arm belonging to a track, this track has to be extrapolated to
each lever arm plane. As mentioned in the last subsection only those tracks are accepted for the
global minimization procedure, that are within distance cuts. Hence before applying these cuts the
detectors have to be aligned properly with respect to the telescope.
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There are two ways to determine the alignment. The first is by using data from the so called
alignment data. These data are taken before the run to determine the configuration of the detectors
before the starting of the data taking. Furthermore extra data have been taken whenever a clear
change in the set up of the experiment occurred, for example after a magnet trip in which the
bench moved. These data can give precise information about the alignment because they were
taken with the magnetic field off. In this way straight tracks can be reconstructed and with these
the relative positions of the detectors in the telescope can be determined. After the tracks have been
determined in the pixel telescope the tracks are extrapolated to the lever arm and by centering the
distance of the closest hit distribution for each of the single detectors, the lever arm alignment is
determined. The results for this alignment determination for the Pb1999 data are described in [51].

There are some disadvantages to this method: the alignment data which are taken can have
low statistics (usually only some 100.000 events). In determining the tracks in the pixel telescope
very strict cuts have been applied in order to use only the tracks of the best quality. So in this
respect only a small sample of good tracks is selected. Because of the fact that these still have
to be extrapolated to the lever arm makes that not all of these are within the acceptance of the
micro-strips, so that not enough good tracks are left to obtain good alignment values. Furthermore
the alignment data were taken only when there was a suspicion that something had changed in
the setup. Unfortunately some changes in the setup occurred unnoticed so that no alignment data
were available. Therefore a second method was developed where the tracks found by ORHION
are used.

Here again the same procedure as in the first method is followed, only with the difference that
the tracks are reconstructed in a magnetic field. This could cause the alignment to lose some
precision, but comparing the alignment determined by the first method show that the alignment
values agree within microns. The alignment values are stored in the database, where the whole
run period was split into several alignment periods, because of some bench movements.

After the correction for the misalignment, the tracks are extrapolated again to the lever arm and
the distances of all hits to the extrapolation can be considered for different cases. In figure 4.6 the
distance of the extrapolated track to the reconstructed space points in the Y-direction is plotted. On
the left hand side the distance distribution for the first plane of the lever arm is shown, the right side
gives the results for the second plane after the first plane has changed the track. In order to make a
comparison between the two cases the same scale is kept for both distributions. When comparing
both plots, it becomes clear that the distribution for the first plane has a bigger width than the
second. This is due to the fact that the extrapolation error becomes bigger when the extrapolation
distance is bigger. In the extrapolation to the first plane the distance is around 30 cm, while to the
second plane this is only 2 cm. Furthermore, for the second extrapolation a hit is already attached
in the first plane and therefore the track-fit has been improved already. The extrapolation error
can be introduced by two reasons: the momentum of the fast tracks from the telescope can have
a large uncertainty, due to the fact that their curvature is not well determined in the telescope. It
is the task of the lever arm to improve these momenta. A second reason could be the fact that
the value of magnetic field near the lever arm is not determined as precisely as in the center of
the magnet (near the telescope). The complete ORHION extrapolation consists of parts of smaller
extrapolation steps where the local field values are used for every extrapolation step. Near the
lever arm the precision of the field could be less well known than the step size requires. The latter
effect will be seen when the residuals are determined. Because the extrapolation distribution is
much wider for the first plane the selection cuts for attachment of the strip is 2 mm for the first
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Figure 4.6: Distance between track extrapolation and reconstructed space point for the first lever
arm detector (left) and the second (right) in the Y-direction.
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Figure 4.7: Distance between track extrapolation and reconstructed space point for the first lever
arm detector (left) and the second (right) in the Z-direction.
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plane and 200µm for subsequent planes.
The results in the Z-direction can be seen in figure 4.7. They do not differ much for the first

and second plane, but the width is greater than for the Y-direction due to the poorer Z-resolution.
For both planes the acceptance cut was put at 3 mm.

When no space points could be attached coincidences with the clusters on the single sides of
a detector are used. The extrapolation distances are shown in the plots in figure 4.8. The plot
on the left hand side gives the distribution of the front side of the first detector. Two side peaks
can be seen next to the central peak. These peaks can be explained by the fact that the cut for
the space point acceptance was at 2 mm for the Y-direction and all strips of the hits which were
not accepted are again matched for the incoming tracks not adapted. Since the inclination of the
strips is almost vertical, the Y-distance of the projection of the point on the strip must be almost
equal to the Y-distance of the space points. Therefore these must be cut out again and therefore
the cut for acceptance is set at the same value as for the space point attachment. It is also clear
that the width of this peak is larger than for the space points. Because there is no Z-information it
is possible to accept a background or noise hit which is at the same Y-coordinate but in a different
Z-region. Therefore the background in the distribution is higher and this method is less reliable.
For the next plane in the lever arm the distribution is nicely peaked so for this case the acceptance
cut is put also at 200µm. The background seems also higher here than for the case of the space
points so also here the Z-uncertainty has some effect. Still the ’global minimization’ method is
able to reject many background hits. During the lead runs many delta rays were detected by the
micro-strip detectors. These rays consist of electrons knocked out of the air molecules by the
heavy ions of the beam. The negative charge of the electrons makes that they all are bent to one
side of the detector by the electric field. Their presence in the overview of the total number of hits
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Figure 4.8: Distance between track extrapolation and the strip hits on the front side for the first
lever arm detector (left) and the second (right).
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Figure 4.9: Number of hits for each strip of one plane for all hits (left) and the number of hits for
each strip for only those hits assigned to tracks (right).

per strip can be seen in the left plot of figure 4.9. In the right plot the number of hits per strip is
given again, but now only for the hits which are attached to the tracks. As expected an almost flat
distribution can be seen.

After the hit assignment procedure has been done for all planes in the lever arm and all new
added hits are stored in the track bank, a final track fit is made. If this track fit has a goodχ 2

(i.e. χ2 ≤ 16), it is selected and written to the output DST. With the new fit-information the
trajectory of the track can again be followed trough all detectors and the distance of the final
track to the points added in the track bank can be calculated again. In this way a check can be
made to which amount the attached hits match the tracks. These distances are called ’residuals’.
When the Y-residuals are plotted though, there seems to be a problem: there are two peaks shifted
away from each other with respect to the center of the plot. When the residual for a track is
plotted versus the track momentum it becomes clear that the residuals are split up in a residual
distribution for the negative tracks and one for the positive tracks, which are shifted with respect
to each other. This can be seen in figure 4.10. This effect is calledover-steering and could be
due to the problem mentioned earlier that the field is known with less precision in the off-center
region. Another reason could be that the uncertainty in the position of the detectors is such that
misalignments occur in the reconstruction. In order to correct for this effect we have to shift the
detector positions artificially in the beam direction by applying a shift, a so called X-alignment.
The detectors have to be shifted such that the positive and negative tracks intersect at the same
position. For the Pb1999 data the first detector had to be moved 7 mm towards the target, while
the shift done for the second and third detector was about 5 mm.

After the X-alignment correction for all detectors the residuals give a nicely peaked distribu-
tion (see fig. 4.11). By applying a Gaussian fit to these residual distributions their width could
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be determined. The results of the fits are listed in table 4.3 for all the assignment options. For
the Pb1999 data the space point resolutions are as expected. For a digital readout of the strips the
resolution should bed/

√
12 = 27.4µm, whered is the pitch of the strips. For the analogue readout

the precision should be better, but due to noise, precision loss due to dead strips and some small
uncorrected over-steering effects, this resolution can become worse. In the light of this, the mea-
sured values of 28 and 20µm, for the first and the second plane respectively, for the Y-resolution
of the space point residuals is as expected. For the single side residuals the resolution is worse:
the precision is deteriorated because not the Y-distance is taken but the projected distance on the
strip. Furthermore more noise and background hits are selected due to the larger extrapolation
uncertainty, which also blurs the distribution. This can be seen the left hand side of figure 4.12,
where clearly more background is accepted. For the second plane the background is still higher
than for the space point residuals but is already much better because the track extrapolation uncer-
tainty has decreased considerably. For the backside of the second detector the resolution is larger
than for the front. This is due to the fact that the this side has a blind spot, caused by a too low bias
voltage applied to the detector. By keeping the bias voltage too low, no complete depletion could
be established in the detector and therefore a part in the middle of the p-side gave no signals.
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Figure 4.10: The hit residual for a track versus its momentum times its charge. For low energy
particles the residuals tend to diverge.
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Figure 4.11: Track residuals of reconstructed space points for the first lever arm detector (left)
and the second (right) in the Y-direction.
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Figure 4.12: Track residuals of strip hits at the front side for the first lever arm detector (left) and
the second (right).
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Figure 4.13: Track residuals of reconstructed space points for the first lever arm detector (left)
and the second (right) in the Z-direction.

For the Z-residuals results are shown in figure 4.13. There is not much difference between
these residual distributions, mainly because the Z-information is used for hit selection purposes,
but does not contribute to the improvement of the fit.

In table 4.3 the results for the Pb2000 data are also given. Here three double-sided micro-strip
detectors are used for the lever arm analysis. Before discussing the results listed in the table it
must be mentioned that the distance from the telescope to the lever arm is almost the same in the

Table 4.3: Values of the width obtained by a Gaussian fit of the residuals for space points (σ y and
σz) and for single strips (σfront and σback). Both the results for the Pb1999 and Pb2000 runs
have been given.

Lever arm detector (Run) σy [µm] σz [µm] σfront [µm] σback [µm]

1 (Pb 1999) 22 984 41 44

2 (Pb 1999) 20 1013 24 43

1 (Pb 2000) 25 902 62 69

2 (Pb 2000) 23 826 59 65

3 (Pb 2000) 27 896 45 54
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Figure 4.14: The distance between the track extrapolation and the strip hit at the front side of
the first detector in the lever arm (left) and the resultant residual (right). These are distributions
determined for the Pb2000 reference run.
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Figure 4.15: Number of measured tracks in the telescope per event for the reference run of the
Pb1999 data (left) and Pb2000 data (right).
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Figure 4.16: The distance between the track extrapolation and the strip hit at the front side of
the first detector in the lever arm (left) and the resultant residual (right). These are distributions
determined from the data of the Pb2000 reference run.

Pb1999 and Pb2000 (ca. 30 cm) setup. Surprisingly the width of the distribution of the distance
extrapolation to the first plane is smaller than for the Pb1999 case. A reason could be that the
performance of the telescope for the Pb2000 run is better than for the Pb1999 data, due to the
fact that for the former 11 pixel planes were used, while for the latter only 10 were placed in the
compact telescope (see appendix A). Therefore the momentum resolution was determined more
accurately, due to the addition of an extra Y-plane. The width of the distribution for the Pb2000
data is almost twice as small as for 1999 (see figure 4.14). Therefore the cut on the first plane is
put at only 1 mm (which is about 3σ). The distance between the detectors themselves is somewhat
different: 4 cm for the Pb1999 setup, 2 cm for Pb2000, but it is too small to give very different
extrapolation results. What can also affect the hit assignment is a different number of tracks
reaching the NA57 detectors, due to different beam energies. This can be seen in figure 4.15. On
the left hand side the number of tracks measured in the telescope per event for the Pb1999 run is
displayed giving an average of 4.1, at the right side for the Pb2000 run which has an average of
10.4 tracks per event.

As was seen in the discussion on the simulation tests of the ’global minimization’ method, the
number of correct hits attached decreases with the increase of the collision system and energy.
So it is expected that the increase of number of incoming tracks decreases the hit assignment
efficiency. This results in a large number of background hits to be added and this should be
seen in the residuals. For the space point residuals this is not observed: the residuals have the
same width as for the Pb1999 case. For the strip residuals though the widths are larger by 50%.
Because no Z-information is available, these distributions are sensitive to the background and
thus are influenced more for the 2000 data. This is shown in figure 4.16, where the plot of the
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distance between extrapolation position and strip hit is shown (left) next to the plot of the resultant
residual distribution (right). These effects therefore also should influence the track improvement
efficiencies. The results for the efficiencies of the detectors for the two lead runs are described in
the next paragraph.

4.2.4 Reconstruction efficiencies

The list of the hit attachment results are given in table 4.4. The percentages shown are calculated
for the reference run. In the first column the percentage of hits, which are assigned to a track for
the space points is given. The tracks which are selected for the hit assignment are not only the
ones which fall within the first plane acceptance, but there is an extra tolerance of 0.3 mm in the
Z-direction because of the poor resolution, and a tolerance of 95µm in the Y-direction because of
the extrapolation uncertainty. So it is possible that some tracks are assigned by this which give no
hits.

In the first plane the percentage of space point hits attached is 83%, while in the second this is
only 65%. The reason for the lower hit attachment of the second plane is because the bias voltage
was not high enough. This caused a part of the silicon not to be depleted, resulting in a dead region
at the front side of the silicon. No space points could be formed there. The absence of space points
in that region can be compensated by looking at the strip hits. In the second column it can be seen
that the front side assigns more hits to incoming tracks than the back, therefore compensating the
loss of space points. When the reconstruction efficiencies are added for all possibilities the total
percentage of hits which have been assigned is 97% for the first plane and 88% for the second. It is
important to realize that it is possible for a track to have two hits assigned at the single sides, while
there is no space point reconstructed there. For example a space point which was within the Y-
direction cut, but which did not lie within the tolerated Z-cut, gives for the strip assignment method
two possible candidates. Therefore the addition of the efficiencies of all assignment possibilities
can give an overestimation of correctly attached hits. Whenever the new fit of the track has aχ 2

Table 4.4: Percentage of hits assigned to incoming tracks reconstructed in the compact telescope
for the space points and the strips for each side (F/B). Also listed is the total percentage of tracks,
in the acceptance of the lever arm detectors, adapted by the lever arm.

Lever arm detector (Run) Space point Strip hit Total tracks

efficiency [%] efficiency [%] adapted [%]

1 (Pb 1999) 83 7/7 94

2 (Pb 1999) 65 17/6

1 (Pb 2000) 83 - 92

2 (Pb 2000) 75 -

3 (Pb 2000) 63 -
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which is too high the track will not be changed. Taking into account the arguments mentioned
above the total percentage of adapted tracks of 94% seems reasonable.

For the Pb2000 data, the attachment of strips to tracks gives problems, as was shown already
in discussing the track extrapolation results. Therefore only the constructed space-points were
matched to the incoming tracks. The attachment efficiencies for the Pb2000 data are also listed in
table 4.4. The first two detectors listed correspond to the detectors used for Pb1999. The attach-
ment efficiency of the first detector is the same for both run periods: 83%. The second detector
shows a larger efficiency of 75%. This is due to the fact that the bias voltage was increased, which
caused the dead-region to disappear. The last detector has attached hits to only 63% of the in-
coming tracks. This is due to the absence of a readout chip in the back-side of the last detector,
which decreases the number of space points by1

6 , corresponding to 13%. The total percentage
of adapted tracks here corresponds to 92%, which is about the same as for Pb1999. Since for
the Pb2000 run only the space points were used, the argument of hits assigned wrongly by single
strips is not valid anymore. The tracks not adapted then only could be ghost tracks, which do not
have hits in the lever arm and hence can not be found back in the detectors. In order to check what
the intrinsic efficiency of the detectors is another method has been applied. This method is used
by the PLANEFF program which is designed to measure the chip efficiencies of the pixel and strip
planes.

Plane efficiencies from the PLANEFF program

In the PLANEFF program the efficiencies are determined in the following way: in order to find
the efficiencies of a detector the track reconstruction in ORHION is repeated but now with the
plane, which is under investigation, left out. After the tracks have been reconstructed they are
extrapolated to the plane left out and with this prediction the closest hit within the same cuts as
for the reconstruction is looked for. In case the plane looked for was a micro-strip detector an
extra demand was made: only those tracks were considered which had at least one hit in one of the
other detectors of the lever arm. In this way the ghost tracks could be discarded. The efficiencies
of the separate chips of the detectors determined by the PLANEFF program for the Pb2000 data
are listed in Appendix A. The global efficiency of the planes ranges from 94-96%. These results
are in agreement with the performance of the micro-strip detectors for the Pb1999 data [51], where
alignment data were used for determining the detection efficiencies of the micro-strip detectors.
With these alignment data, a selection of qualitatively good tracks was used and efficiencies of 96-
98% were found for the single sides of the detectors. It must be stressed that because of the demand
of qualitatively very good tracks only parts of the silicon telescope were used and hence only a
part of the micro-strip detectors was probed. These values for the efficiencies are an indication
that the micro-strips detectors have worked well during the data taking and that they manage to
correct almost all incoming tracks. In the next section the effect of the improvement of the track
momentum will be investigated by looking at the invariant mass distributions of the reconstructed
particles.



62 Track Reconstruction



5
Reconstruction of Λ,

Λ̄ and K0
S particles



64 Reconstruction of Λ, Λ̄ and K0
S particles

5.1 V 0 selection procedure

The particle selection in the analysis is performed by taking a second look at all theV 0 candi-
dates stored in theV 0 banks of the ORHION output. This sample still consists of many random
combinations of oppositely charged tracks and in order to get rid of this background allV 0 can-
didates have to satisfy tighter decay variable cuts. These decay variables will be introduced in
section 5.1.1. In section 5.1.2 it will be shown that different particle types can be selected by
applying kinematical cuts. Finally in section 5.2 for the three lead data taking periods the final
particle samples will be presented and for the Pb1999 and Pb2000 data samples the results of the
addition of the micro-strip lever arm will be shown.

5.1.1 Variables of a V 0 decay

In figure 5.1 a schematic view of aV 0 decay is shown. Keep in mind that in the NA57 definition,
the beam direction is taken as the X-axis, while the Z-direction is taken in the direction of the
magnetic field. The Y-axis is then chosen to give an right-handed coordinate system.

Combining the momenta of track 1 and track 2 the originalV 0 momentum can be reconstructed.
This momentum is indicated by the large dark arrow:�p(V 0) = (px, py, pz). The position of the
closest approach between the two tracks is taken as the decay position and is called the secondary
decay vertexx(V 0 ) = (vx,vy,vz). The distance of the closest approach between the tracks is
referred to by∆. The back extrapolation of theV 0 momentum to the target plane gives the impact
parametersby andbz (indicated by the dashed line), which are the distances between the impact
position of theV 0 and the beam impact position. The beam impact position, which is referred to
as the primary vertex position, can be determined in different ways:

z
by

0V   line of flight

Y

p(V  )0

b

X
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Track 2

Track 1

1
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Figure 5.1: Schematic drawing of a V 0 decay, indicating the impact parameters and the line-of-
flight.
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• Survey vertex position: This is a general position which is the same for the whole set of data
of one period. It is measured mechanically for the X-position and the Y- and Z-positions are
taken as the nominal position.

• V 0 vertex position: This is the beam position determined by extrapolating allV 0 candidates
of one run back to the target plane and taking the average position.

• Event-by-event vertex position: This position is determined by taking all tracks from one
event and removing all tracks belonging to aV 0candidate. All remaining tracks are then
extrapolated back to the target plane and after rejecting the tracks which fall to far away
from the central cluster, a final distribution of the impacts on the target plane is made. This
distribution has in approximation a Gaussian shape and by performing a fit the mean and a
variance can be determined. This method is the most accurate, but has the disadvantage that
the method does not work for events with low multiplicity.

• Run-by-run or Off-line vertex position: This method follows the same procedure as for the
event-by-event vertex, but in order to get rid of the low multiplicity events all tracks from
all events of one run are considered. The resulting Gaussian fit gives the mean beam impact
position and its variance.

Other variables which are useful to look at are the internal decay angles (see figure 5.2). In
order to calculate these variables, the proton and pion momentum have to be transformed back
to the center of mass frame of theΛ. In this system then the X’-axis is defined as the original
direction of theΛ and the Y’-axis is chosen such that the (X’,Y’)-plane is parallel to the original
(X,Y)-plane. The Z’-axis then is chosen to give an right-handed coordinate system. The angle
of the proton in the (Y’,Z’)-projection is calledφ and its projection on the X’-axis is defined as
cos θ∗Λ.

Λ
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π

φ θ

z
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x

z’

y’ x’

Λ
*

p

Figure 5.2: Definition of the internal decay angle φ in case of the decay of a Λ. In the left the
NA57 labarotory system is drawn, to the right the center of mass system of the Λ with X’ in the
direction of its original direction of flight and the Y’-axis chosen such that the (X’,Y’)-plane is
parallel to the original (X,Y)-plane.
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5.1.2 Particle identification

NA57 has no means to determine the particle type directly and therefore another method has to be
used to perform the particle identification. This method makes use of the Podalanski-Armenteros
variableα. In fig 5.3 the decay of theV 0 candidate is depicted again. This time only the longi-
tudinal and transverse componentsqL andqT of the decay momenta with respect to the direction
of theV 0 momentum are indicated. With the longitudinal components of both the decay particles
the variableα is defined:

α =
q+
L
− q−

L

q+
L

+ q−
L

, (5.1)

whereq+
L

andq−
L

are the longitudinal momentum components of�p+ and�p−. In a two body decay
this variableα and the transverse momentumq+

T
can be used to distinguish between different

hadrons [58]. When plotted versus each other ellipses can be seen in different regions, each typical
for a hadronic type (see figure 5.4). In order to get an indication of where different particles can
be found in the Podalanski-Armenteros plot, the 3 types ofV 0 decays, looked for by NA57, have
been simulated. The sample ofΛ̄s gives an ellipse at negative values ofα, while theΛ sample is
depicted, mirrored with respect to zero. Due to the Lorentz boost, the momentum of the decay
proton of theΛ, will always be larger than the decayπ momentum. This will causeα to be positive
for theΛ, while theΛ̄ represents the opposite case, yielding a negative value ofα. For theK 0

S the
case is different: it decays in two pions and on the average there is no preference for one of the
pions to have a higher momentum. Therefore the average value ofα will be zero and the particle
ellipse will be formed around zero. For a large value ofα, one of the decay particles needs to
have a large longitudinal momentum, resulting in a small value ofq T . The maximumqT can be
reached if all the energy of the decay goes to the transverse momenta of the decay particles: e.g.
the maximum for theK0

S is given byqmax
T

= [14m2
K − m2

π]1/2 = 206 MeV/c2, as can be seen in
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Figure 5.3: Transverse (qT) and longitudinal (qL ) momentum components of the positively and
negatively-charged track, with respect to the direction of the reconstructed V 0momentum�p(V 0).
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Figure 5.4: Simulated Podolanski-Armenteros plot with ellipses fromΛ̄, K0
S andΛ particles.

the Podalanski-Armenteros plot.
Unfortunately the Podalanski-Armenteros plot is not decisive of a particle type in some regions,

because an overlap of particle ellipses occurs. In order to select only one particle type, for example
the Λ, the overlap region with theK0

S has to be excluded for selection. This can be done by
calculating two invariant masses for eachV 0 candidate:M(π+, π−) andM(p, π−) in case of a
K0

S and aΛ respectively. This can be calculated by assuming the masses of the decay products to
be that of the particle looked for:

M(V 0) =
[
(E1 + E2)

2 − (�p1 +�p2)
2
]1/2

, (5.2)

whereEi and�pi are the energy and momentum of the two decay products,i = 1, 2.
Then by imposing a cut on the value of theK0

S invariant mass it is possible to remove the
K0

S ellipse. This can be seen in the left-hand plot of figure 5.5 which shows the Podolanski-
Armenteros plot of theV 0candidates. In the right hand plot theK0

S ellipse has been removed.
Although this decreases the statistics of theΛ sample, the purity is enhanced greatly. This demand
for high purity is required by the further analysis in NA57. The experimental setup has a distorted
acceptance, which has to be corrected for by weighting particles or deconvolution (see chapter 6).
Therefore since there is corrected for the limited acceptance and efficiency by these methods it is
more important to achieve a high purity. In this way you will not correct the background.

In the next section the cuts, applied for the selection of different particle types are given for
the different data taking periods. Since in this thesis only the lead runs are considered only these
will be considered. The resultant invariant mass distributions will be shown and for the Pb1999
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Figure 5.5: Podolanski-Armenteros plot: qT versus α, before (left) and after (right) the cut on
M(π+, π−) and the cut on qT (in order to remove γ conversion background) have been applied.

and Pb2000 periods the influence of the addition of the micro-strip lever arm on the results will be
given.

5.2 Final selection results

5.2.1 The Pb-Pb data at 158 AGeV/c taken in 1998.

The Pb1998 data are used for the analysis of the inverse slopes and yields (chapter 7) and the
transverse polarization (chapter 8). For the analysis three types ofV 0 decays were studied: the
decays form theΛ, Λ̄ andK0

S particles. The final particle samples used were found by applying
strict selection criteria on the kinematical characteristics of aV 0 which have been described in
the previous section. These cuts aim to have a pure sample and not to have a high efficiency and
were taken to be the same as the cuts used for the determination of the inverse slopes and yields
used for the weighting analysis [60]. In table 5.1 an overview of the selection criteria is given for
theΛ andΛ̄.

The variablex is the position of the decay vertex in the direction parallel to the beam. This
position is given with respect to the center of the magnet, where the first detector of the telescope
is positioned. The target has the position coordinates:x = −61.2 cm;y = 0.0 cm;z = −17.5 cm.
The cut set on the position of the decay vertex requiress that the acceptedV 0 candidates have to
decay at least 31 cm downstream from the target but before the telescope. In the left Podalanski-
Armenteros plot of figure 5.5 background at lowqT can be seen. This is due to theγ conversion
process (γ → e+e−) [59] and in order to remove this contamination a a cut ofq T > 0.02 Gev/c
has been set.

For theV 0 selection of the 1998 data, therun-by-run vertex position has been used to calculate
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Table 5.1: Selection criteria for theΛ, Λ̄ for the Pb1998 data.

Cut Λ/Λ̄

Secondary vertex -30. cm < x < 0.5 cm

qT 0.02 GeV/c < qT < 0.4 GeV/c

Closest approach ∆ < 0.03 cm

Beam position
(

by

2.5σy

)2

+
(

bz

3.0σz

)2

< 1

Podalanski-Armenteros 0.45 <α (Λ) OR 0.45 >α (Λ̄)

K0
S mass cut 34 MeV/c2 < M(π+, π−) − mK0

S
OR

26 MeV/c2 < mK0
S
− M(π+, π−)

Transverse internal decay angle |φ| > 0.157 rad

Λ mass cut |M(p, π−) − mΛ| < 10. MeV/c2 (Λ)

Table 5.2: Selection criteria forK0
S for the Pb1998 data.

Cut K0
S

Secondary vertex -42. cm < x < 0.5 cm

qT 0.125 GeV/c < qT < 0.6 GeV/c

Closest approach (cm) ∆ < 0.035

Beam position
(

by

2.5σy

)2

+
(

bz

2.5σz

)2

< 1

Podalanski-Armenteros -

K0
S mass cut 20.6 MeV/c2 > M(π+, π−) − mK0

S
AND

16.6 MeV/c2 > mK0
S
− M(π+, π−)

Transverse internal decay angle |φ| > 0.157 rad
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by andbz. The spread of the beam impact,σy andσz, determined as described in section 5.1.1, is
then used to define an elliptical cut. Because of the fact that theK0

S invariant mass distribution is
not symmetrical, an assymetrical cut has been defined: the upper limit is put at 34 MeV/c 2 and the
lower at 26 MeV/c2 with respect to the PDG mass. The mass cut set for the selection of theΛ and
Λ̄ are set to about2.5σ of their invariant mass distribution. The cut set on the internal decay angle
φ is motivated by the fact that the combinatorial background formed from random combinations
with primary tracks from the target can be found mostly at very small angle ofφ.

This is due to the following reason: the geometrical acceptance forV 0 decays is largest in the
plane aroundφ = 0 (for a plot of theφ-distribution see figure 6.4). This is because the magnetic
field is perpendicular to the (X’,Y’) plane (for a definition of the coordinates see figure 5.2) and
due to the fact that the tracks are pointed towards each other. In the (X’,Z’) plane this effect is less
pronounced and tracks have a larger probabilty to escape the telescope. In addition also primary
tracks from the target also have a large probablity to be contained in the (X’,Y’) direction. This
increases the probability to make random combinations and to have a value of a closest approach
which is within the selection cut. By applying a cut for a minimal value ofφ almost all background
can be removed [60].

The selection cuts for theK0
S are also taken from [60] (see table 5.2), except for the selection

cut on the invariant mass and the cut onqT . In order to remove the background ofΛ and Λ̄
particles a cut on the value ofqT was set:0.125 < qT . This cut will influence theK0

S invariant
mass distribution in the tails, but since the invariant mass distribution is not the subject of the
investigations presented here this bias is tolerable. Instead of the cut of2σ on the value of the
invariant mass applied in [60], which seemed to be too small, it was chosen to have the cut at
2.5σ. Finally because theK0

S has a shorter decay length than theΛ the secondary decay vertex
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(left) and the Λ̄ (right).
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Figure 5.7: The invariant mass distribution for the final selection of the particle sample of the
K0

S .

is allowed to be closer to the target. The other cuts resemble the cuts for theΛ and Λ̄. The
final selected particle samples are shown in figures 5.6 and 5.7. The results of the Gaussian fit
of the invariant mass distributions are listed in table 5.3. It can be seen that the mean values
of the invariant mass distributions are shifted with respect to the PDG values. This shift is the
most pronounced for theK0

S mesons. The acceptance of these particles iny andpT is depicted in
figure 5.8, where only theΛ andK0

S acceptance window is shown. Due to the small acceptance
the NA57 experiment measures in a banana-shape acceptance window.

Table 5.3: Results of the Gaussian fit of the invariant mass distributions for the Pb1998 data. Also
the PDG values for the mass are given.

Particle µ ( MeV/c2 ) PDG value ( MeV/c2 ) σ ( MeV/c2 )

Λ 1116.4± 0.1 1115.7 4.33± 0.03

Λ̄ 1116.5± 0.1 1115.7 4.45± 0.09

K0
S 500.0± 0.1 497.6 8.01± 0.07
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Figure 5.8: The acceptance window iny andpT for theΛs andK0
S .

5.2.2 The Pb-Pb data at 40 AGeV/c taken in 1999.

In this section the results are given of the lambda reconstruction for the Pb1999 period with the
micro-strips included in the lever arm compared to that without the use of the lever arm . First the
selection criteria are defined after which the effect of the implementation of the micro-strip lever
arm is investigated.

Selection cuts

The cuts applied for the 1999 (see table 5.4) differ from the 1998 case because the experimental
setup was not the same. Also the analysis has not yet advanced enough to put tight cuts on the
beam impact position and the particle masses. Note that the cut on the beam impact position is
taken to be theV 0 vertex position and the impact cut is just rectangular. With these cuts the particle
samples have been determined. In the next sections the resultant invariant mass distributions will
be given for both the inclusion of the micro-strip lever arm and the case no lever arm is used in the
analysis. First the results of simulations will be shown, after which the comparison with the data
will be made.

Simulations study

In order to investigate the effect on the resolution of the invariant mass spectra GEANT simulations
were run. The simulated particles are all in the acceptance of the lever arm, i.e. at least one track
of the decay products is detected in the lever arm. Furthermore the background, the efficiency
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Figure 5.9: Gaussian fit of the invariant mass distribution of the Λ for simulations in the Pb-Pb
40 AGeV/c setup with the use of the micro-strips lever arm (left) and without (right).
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Figure 5.10: Gaussian fit of the invariant mass distribution of the K0
S for simulations in the Pb-Pb

40 AGeV/c setup with the use of the micro-strips lever arm (left) and without (right).
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Table 5.4: Selection criteria for theΛ, Λ̄ andK0
S for the Pb1999 data.

Cut Λ/Λ̄ K0
S

Secondary vertex -35. cm <x < -20. cm -45. cm <x < -20. cm

qT 0.02 GeV/c < qT < 0.4 GeV/c 0.06 GeV/c < qT < 0.4 GeV/c

Closest approach ∆ < 0.03 cm ∆ < 0.03 cm

Y beam position |by| < 0.12 cm |by| < 0.12 cm

Z beam position |bz| < 0.12 cm |bz| < 0.3 cm

Pod.-Arm. 0.45 <α (Λ) OR -0.45 >α (Λ̄) -0.45 <α < 0.45

K0
S mass cut |M(π+, π−) − mK0 | > 30. MeV/c2 |M(π+, π−) − mK0 | < 30. MeV/c2

Transverse internal |φ| > 0.1 rad |φ| > 0.1 rad

decay angle

Λ mass cut |M(p, π−) − mΛ| < 17. MeV/c2 |M(p, π−) − mΛ| > 17. MeV/c2

Longitudinal internal |cos θ∗
Λ| < 0.9

∣∣cos θ∗K0

∣∣ < 0.75

decay angle

of the detectors and noise are simulated in accordance with the experimental conditions. This
information and the setup definition was taken from the HEPDB database. For Pb1999 5000Λ’s
andK0

S were simulated. After the reconstruction in ORHION and the selection in ANALYZE
the resulting distributions were fitted. The invariant mass distributions of the particles analysed
with the micro-strips and without are plotted in figures 5.9 and 5.10. They were fitted with a

Table 5.5: Results of the Gaussian fit of the invariant mass distributions with the use of the micro-
strip lever arm and without for Pb1999 simulations.

Particle Lever Arm µ(MeV/c2) σ(MeV/c2)

Λ On 1115.7± 0.1 4.15± 0.12

Λ Off 1116.2± 0.1 5.46± 0.17

K0
S On 498.1± 0.3 8.66± 0.24

K0
S Off 497.0± 0.4 11.79± 0.39
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Gaussian, the results of which are listed in table 5.5. An improvement from 5.5 to 4.1 MeV/c 2 for
the resolution of theΛ distribution can be found and an improvement of 11.8 to 8.7 MeV/c 2 for
theK0

S . This amounts to an improvement of 25% of the resolution.

Data study

In the reconstruction software for the analysis of the pb1999 data, the micro-strips have been
added. However, since the reconstruction of all data was started before the part adapted for the
micro-strips was finished, only a small sample of data was analyzed with the new software. This
same sample was analyzed without the use of the lever arm. In this way the track momentum
improvement with the inclusion of the micro-strip lever arm could be looked at.

A sample of 11 runs around the reference run 11000 was chosen, an equivalent to 2.5 million
events. The first selection ofV 0 candidates of the ORHION output DST was analyzed with the
selection cuts listed in table 5.4 for both the lever arm included and excluded. The invariant mass
plots of theΛ andK0

S are plotted in figures 5.11- 5.12. For theΛ̄ insufficient statistics was available
to do the same analysis.

In the plots on the left of these figures first the invariant mass distribution of the selectedV 0 can-
didates are shown for the reconstruction with only the compact telescope (hatched histogram) and
with the use of the micro-strip lever arm (white histogram). The same distributions are given in
the right hand plots, but now the addition of a lever arm hit to at least one track of theV 0 has been
required.
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Figure 5.11: Invariant mass distribution of the Λ for the Pb-Pb 40 AGeV/c data with the use
of the micro-strips lever arm (white) and without (shaded) on the left. The same distribution is
plotted to the right, but now at least one of the decay tracks of the Λ is required to have a hit
attached in one of the lever arm detectors.
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Figure 5.12: Invariant mass distribution of the K0
S for the Pb-Pb 40 AGeV/c data with the use

of the micro-strips lever arm (white) and without (hatched) on the left. The same distribution is
plotted to the right, but now at least one of the decay tracks of the K 0

S is required to have a hit
attached in the one of the lever arm detectors.

The improvement of the width of the distribution can already be seen in the comparison for all
selectedV 0 candidates, but the requirment of one lever arm track gives a good indication of the
lever arm effect. Considering the fact that the simulated data also have one track in the lever arm,
these invariant mass distributions can be compared. In table 5.6 the resolution of the three particle
types is given when at least one hit has been added in the lever arm. For theΛ̄ signal not enough
statistics were available to get a good estimation, but for theΛ andK0

S the improvement of the
signal is about 15%. This is less than for the simulations. This is due to a worse resolution in the
simulations for the signal analysed with the lever arm off. The signal retrieved with the micro-strip
lever arm included has the same absolute value. The percentage of particles which have at least
one hit in the lever arm is 49% for theΛ and 68% for theK 0

S so the improvement for the total
sample is less pronounced. The total sample resolutions are listed in table 5.7.

5.2.3 The Pb-Pb data at 158 AGeV/c taken in 2000.

For the Pb2000 data the same analysis was done as for the Pb1999 sample, explained in the
previous section. Since the beam energy is higher, the number of particles reaching the lever arm
should be greater. It is expected that the lever arm improvement of the invariant mass resolution
should be more pronounced in the total sample.
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Table 5.6: Results of the Gaussian fit of the invariant mass distributions with the use of the micro-
strip lever arm and without for Pb1999 data. The particles selected have at least one track inside
the lever arm.

Particle Lever Arm µ (MeV/c2) σ (MeV/c2)

Λ On 1115.3± 0.1 4.23± 0.12

Λ Off 1115.7± 0.1 5.00± 0.14

K0
S On 493.9± 0.3 8.41± 0.31

K0
S Off 493.1± 0.4 10.22± 0.35

Table 5.7: Results of the Gaussian fit of the invariant mass distributions with the use of the micro-
strip lever arm and without for Pb1999 data. The whole selected sample is considered. The
percentage of particles which have at least one hit in the lever arm is given for each particle type.

Particle Lever Arm µ (MeV/c2) σ (MeV/c2) Percentage (%)

Λ On 1115.2± 0.1 4.59± 0.09 49

Λ Off 1115.4± 0.1 5.08± 0.10

K0
S On 493.9± 0.3 8.84± 0.25 68

K0
S Off 492.9± 0.2 10.10± 0.28
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Table 5.8: Selection criteria for theΛ, Λ̄ andK0
S for the Pb2000 data.

Cut Λ/Λ̄ K0
S

Secondary vertex -32. cm <x < 2. cm -35. cm <x < -20. cm

qT 0.02 GeV/c < qT < 0.4 GeV/c 0.06 GeV/c < qT < 0.4 GeV/c

Closest approach ∆ < 0.025 cm ∆ < 0.02 cm

Y beam position |by| < 0.12 cm |by| < 0.12 cm

Z beam position |bz| < 0.1 cm |bz| < 0.1 cm

Pod.-Arm. 0.45 <α (Λ) OR -0.45 >α (Λ̄) -0.45 <α < 0.45

K0
S mass cut |M(π+, π−) − mK0 | > 30. MeV/c2 |M(π+, π−) − mK0 | < 30. MeV/c2

Transverse internal |φ| > 0.1 rad |φ| > 0.1 rad

decay angle

Λ mass cut |M(p, π−) − mΛ| < 17. MeV/c2 |M(p, π−) − mΛ| > 17. MeV/c2

Longitudinal internal |cos θ∗
Λ| < 0.9

∣∣cos θ∗K0

∣∣ < 0.75

decay angle
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Table 5.9: Results of the Gaussian fit of the invariant mass distributions with the use of the micro-
strip lever arm and without for Pb2000 simulations.

Particle Lever Arm µ (MeV/c2) σ (MeV/c2)

Λ On 1116.0± 0.1 3.91± 0.12

Λ Off 1116.3± 0.1 5.19± 0.14

Selection cuts

Although the position of the telescope was the same for the Pb1998 as for the Pb2000 run, the
silicon telescope consisted of 2 more pixel planes. Furthermore the lever arm consisted of 5
planes, 3 double-sided and two single-sided. For the final analysis only the 3 double-side planes
were used, as motivated in section 4.2.4. Also for this sample the analysis was not sufficiently
advanced to have a precise primary vertex position. Therefore for this sample theV 0 vertex
position was used and a rectangular cut was applied. The list of selection cuts for the Pb2000 data
is given in table 5.8.

Simulations

For the Pb2000 data only 5000Λ particles were simulated and reconstructed. The results of the
reconstruction are given in table 5.9. In this case the invariant mass resolution improves from 5.19
to 3.9 Mev/c2.

Data

The data sample with at least one hit in the lever arm consists of one run: the reference run 13250.
The unbiased sample consists of 10 runs which were taken around the reference run. The result
of the simulations can again be compared with theΛs from the data with at least one hit in the

Table 5.10: Results of the Gaussian fit of the invariant mass distributions with the use of the
micro-strip lever arm and without for Pb2000 data. The particles selected have at least one track
inside the lever arm.

Particle Lever Arm µ (MeV/c2) σ (MeV/c2)

Λ On 1116.1± 0.2 4.22± 0.23

Λ Off 1116.3± 0.3 5.05± 0.27

K0
S On 494.3± 0.5 8.09± 0.51

K0
S Off 494.2± 0.6 9.19± 0.55
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Figure 5.13: Invariant mass distribution of the unbiased Λ (left) and K 0
S (right) sample for the

Pb-Pb 158 AGeV/c data taken in 2000. The distribution of the data taken with the the micro-strips
lever is rendered by a white histogram, the distribution of the data taken without the lever arm by
the hatched histogram.

Table 5.11: Results of the Gaussian fit of the invariant mass distributions with the use of the
micro-strip lever arm and without for Pb2000 data. The whole selected sample is considered. The
percentage of particles which have at least one hit in the lever arm is given for each particle type.

Particle Lever Arm µ (MeV/c2) σ (MeV/c2) Percentage (%)

Λ On 1115.8± 0.1 4.24± 0.08 88.5

Λ Off 1116.0± 0.1 5.21± 0.11

K0
S On 495.0± 0.1 8.40± 0.14 93.9

K0
S Off 495.1± 0.1 9.81± 0.14
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lever arm. The results of the fit of the invariant mass distributions are listed in table 5.10. The
improvement of theΛ signal is from 5.05 to 4.22 which is compatible with the result from the
simulations. The same 15% improvement can be seen for theK 0

S while for theΛ̄ the statistics was
too low.

The beam energy of the Pb2000 run was higher than the energy of the Pb1999 run, which
implies that a larger percentage of particles reach the lever arm. For theΛs this percentage amounts
to 89% where for theK0

S it even reaches 94%. The improvement of the resolution of the unbiased
sample is expected to be dominated by the lever arm sample. This is shown in table 5.11 where the
improvement of the unbiased sample due to the lever arm influence is given. The improvement of
the invariant mass resolution of theΛ amounts to 20% and for theK 0

S to about 15%. The influence
on the invariant mass spectra due to the inclusion of the micro-strip lever arm for theΛ andK 0

S

can be seen in figure 5.13.
These results imply that the micro-strip lever arm has functioned well during the Pb2000 period

and that it has been able to improve the invariant mass distributions. This allows tighter mass cuts
to be set and reduces the amount of background. Furthermore the analysis performed in the chapter
on the track reconstruction shows that the micro-strip detectors employed in the lever arm have
reached high reconstruction efficiencies (94-96%). In addition a good position resolution in the
bending direction was achieved, which ranged from 20 to 28µm. Since these detectors are proto-
types for the ones which will be used in the ALICE inner tracker, the results presented here are an
indication that the ALICE detectors will function well and they give confidence for the future.
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In the previous chapter the reconstruction of the measured particles has been discussed. Unfortu-
nately the distribution of the measured particles is not a description of the real distribution of the
particles coming out of the collision. The measured distributions of physical variables, likem T -
spectra or decay particle momenta spectra, are distorted due to the imperfection of the detectors
and analysis cuts. There are different effects to take into account:

• Limited acceptance: this implies that the probability to observe a given event is less than 1.
In NA57 this limited acceptance is mainly due to the small size of the detector. Furthermore
inefficient regions in the silicon planes contribute to the loss of events.

• Limited resolution: this is due to the fact that a quantityx in a given event cannot be de-
termined exactly, but only can be measured with a certain measurement error. In NA57
for example the resolution is influenced by the resolution of the silicon detectors and the
precision of the magnetic field determination.

There are different methods to correct for these effects. In the NA57 experiment usually the
method ofparticle-weighting is used to reconstruct themT -spectra and to determine the raw
yields. A short description of this method is given in section 6.1. This procedure is relatively
simple and straightforward, but has the limitation that it is very CPU-time consuming. Therefore
only a small sample of statistics can be used. Another, more complicated, method, which enables
the use of a large sample of statistics is thedeconvolution method, which has been proposed by
Blobel [14]. This method performs an unfolding of the data by making use of the information on
the transformation of MC events due to the experimental setup. Besides the possibility of handling
larger data samples it also takes into account the smearing between bins of a distribution while the
weighting method only corrects for the loss of events in one bin. In section 6.2 the principle of
this method will be explained and practical guidelines are provided for the use on the NA57 data.
In section 6.3 the determination of the centrality of the collision will be discussed.

Finally in section 6.4, the generation of the Monte Carlo information used as input for the
deconvolution method will be described.

6.1 Weighting procedure

The weighting procedure intends to determine for each measured particle a detection probability.
The inverse of this probability is called aweight. By summing the weights of all measured particles
the original distribution can be recovered.

The weights are obtained by performing a sequence of steps. For each measured particle a
number of particles with the samepT and rapidity are generated in GEANT simulations, which
comprise of a complete and precise description of the experimental setup. This simulation includes
the geometrical description of the detectors and their response to particles. By incorporating the
detector efficiencies, determined for the relevant run period, a realistic simulation of the efficien-
cies is obtained. The particles which fulfill the constraints set in the data reconstruction (e.g. 7 hits
out of 9 planes for the 1998 data) are selected for further processing and in case of theΛ and Λ̄ for
each original particle a total of 2500 simulated and accepted particles are used. The total number
of generated particlesNgen (so also the ones who gave not a good enough signal in the detector)
is saved.
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The selected particles are then embedded in the data, providing events with the expected back-
ground in the raw data format. These events are subsequently processed in the same way as the
data which means that ORHION and ANALYZE are run on them. The number of particles recov-
ered after this procedure is used to determine the weight of the particle:

W (y, pT) =
2π

∆φ
× 1

P
=

2π

∆φ
× Ngen

Nana
, (6.1)

where the multiplicative factor2π
∆φ indicates that particles were only generated in a region where

there was some chance of detection.Nana is the number of generated particles retrieved by AN-
ALYZE. The weights found in this way for theΛ are in the range from 455 to1 × 10 6, with
an average of 1891 (see [39]). The largest weights are found for the events near the edge of the
acceptance region.

6.2 Deconvolution

When considering a setx of measured physical variables, they can be regarded as a random sample
drawn from a distributionf(x). Data analysis intends to reconstruct this original distribution from
the measured setx. Due to the limited detector acceptance and resolution mentioned before, this
quantityx and the distributionf(x) cannot be measured directly. Instead a variabley and its
distributiong(y) are measured. The distributionsf(x) andg(y) are related by the convolution
integral [14]:

g(y) =
∫

A(y, x)f(x)dx, (6.2)

which is a so called Fredholm integral equation of the first kind. The kernelA(y, x) describes
the response of the detector and also encompasses the transformation ofx to y. The measured
distributiong(y) usually is represented in a histogramg with m bins. Correspondingly the true
distributionf can be represented by a histogram with n bins. The discrete approximation of 6.2
can then be expressed in the matrix equation:

g = Af, (6.3)

whereA(y, x) is represented by the m-by-n matrixA. The matrix elementA ij then yields the
probability to measure an event from true binf j in bin gi .

In order to solve this equation the response matrixA has to be well known. Precise Monte
Carlo events can provide information on the detector response: events, generated according to the
distributionfMC , will yield the measurementgMC . Out of fMC andgMC the response matrix
can be calculated. A detailed description of the simulations and the input for the deconvolution
calculation will be given in the next chapter.

In case the limited acceptance is the dominant effect, the solution of equation 6.3 is easy. In this
case all elementsAij are zero fori �= j (taken thatn = m) and only the elementsA ii are relevant.
The correction for the limited acceptance can than be calculated by multiplying the measured bin
contentsgi by a correction factor defined by the Monte Carlo acceptance probability:

fi = gi

(
fiMC

giMC

)
. (6.4)
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This method is called thefactor method and gives no difficulties, except for a rapid change
in the acceptance probability in a few bins. This method corresponds to the weighting method
described above in case one takes each weighted particle to correspond to one diagonal element
Aii.

In the case a correction is needed for the limited resolution, the matrix elementsA ij are not
equal to zero and must be taken into account. When the matrixA is square, equation 6.3 has the
straightforward solution:

f = A−1g, (6.5)

and the variance matrix of the solution can be calculated by error propagation:

V (f) = (A−1)V (g)(A−1)T , (6.6)

where V(g) is the variance matrix of the data (forn data points):

V (g) =




g1 0 0 . . . 0
0 g2 0 . . . 0
0 0 g3 . . . 0
...

...
...

. . .
...

0 0 . . . 0 gn


 .

This method is called theinversion method and seems to be easy to handle. Unfortunately the
result can be very disappointing, because it tends to show an oscillating behavior. This is due
to the fact that the covariance matrix of the solution is not diagonal and shows large negative
correlations. These correlations make that the statistical fluctuations ing generate oscillations in
f . In the next sections this will be explained in more detail and a tool will be described which can
prevent the oscillations in the final solution: regularization.

When looking at the case whenm �= n, A is not invertible and another method has to be chosen
to get the solution. This can be obtained by using the least squares method in the matrix notation:

χ2 = (g − Af)T W (g − Af), (6.7)

where we define the weight matrixW = V −1(g). In order to transform the distributionsf(x) and
g(y) into vectors a discretization will be done. This will be shown in the next section.

6.2.1 Discretization

The first step in the understanding of the problems is by a discretization of the functionf(x). This
discretization can be achieved by first representing the functionf(x) with a finite set of coefficients
a1, a2, . . . , am:

f(x) =
m∑

j=1

ajpj(x), (6.8)

where the basis functionspj(x) will be specified later. With this parameterization the integral
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in 6.2 can be calculated:∫ b

a

A(y, x)f(x)dx =
m∑

j=1

aj

[∫ b

a

A(y, x)pj(x)dx

]
=

m∑
j=1

ajAj(y) (6.9)

with Aj(y) =
∫ b

a

A(y, x)pj(x)dx.

So this yields the expected distribution:

g(y) =
m∑

j=1

ajAj(y), (6.10)

which is expressed as a superposition of functionsAj(y), each representing one termpj(x) in the
representation 6.8.

The second step is to represent ally-dependent functions in 6.10 by histograms, assuming a
certain set of bin-limitsy0, y1, . . . , yn:

gi =
∫ yi

yi−1

g(y)dy, Aij =
∫ yi

yi−1

Aj(y)dy, (6.11)

which gives the equivalent matrix representation of 6.3

g = Aa, (6.12)

with g again a n-vector and A a n-by-m matrix of elementsA ij . These elements can now be
determined from the Monte Carlo events. Each MC event with true valuex, is added to histogram
Aj(y) with a weight proportional topj(x). In order to have a proper normalization and to avoid
negative weights the conditions:

pj(x) ≥ 0,

m∑
j=1

pj(x) ≡ 1, (6.13)

have to be met. Furthermore an overall weight for the MC-events has to be defined such that
the resulting distributionf(x) is correctly normalized. In the following the distributiong and
coefficientsaj are Monte Carlo variables, while data variables will be denoted by adding a hat.

6.2.2 Unfolding without regularization

Now that the deconvolution equation is expressed in coefficientsa, the coefficients for the solution
â can be found by aχ2 fit to the the measured distribution̂g (given in the matrix notation):

S(â) = χ2 = (ĝ − Aâ)T W (ĝ − Aâ) (6.14)

= ĝĝ − 2âT AT Wĝ + âT AT WAâ. (6.15)

Minimizing χ2 by setting the condition∇S = 0 will then yield the solution:

−AT Wĝ + AT WAâ = 0. (6.16)
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This can be written as:
â = H−1h, (6.17)

where the negative gradient h and the Hessian H are defined by the elements:

hj =
∂S

∂aj
, Hjk =

∂2S

∂aj∂ak
, (6.18)

The full solution can be expressed in the following form

â = H−1h = (AT WA)−1AT Wĝ, (6.19)

and this yields the covariance matrix as given by error propagation

V (â) = (AT WA)−1AT WWWA(AT WA)−1 = (AT WA)−1 = H−1. (6.20)

Since matrixH is symmetric it can be transformed to a diagonal matrixD:

D = UT
1 HU1, (6.21)

where the matrixU1 is an orthogonal matrix with the propertyU T
1 U1 = U1U

T
1 = 1. The columns

uj are the eigenvectors corresponding to the (real) eigenvaluesD jj in its column. These eigenval-
ues may be arranged in decreasing orderD11 ≥ D22 ≥ . . . ≥ Dmm. Another vector̂a1 can now
be constructed

â1 = D1/2UT
1 â, (6.22)

which has the corresponding covariance matrix

V (a1) = D−1/2UT
1 V (a)U1D

−1/2 = D−1/2UT
1 HU1D

−1/2 = 1. (6.23)

The fact that the covariance matrix is the unity matrix implies that the components ofâ 1 are
uncorrelated and hence statistically independent. Their variance of 1 makes it easy to see which of
these components are statistical significant. When we use a confidence level of 95% this will make
all componentsi with (â1)2i ≤ 3.85 compatible with zero (when assuming that the coefficients
(â1)2 follow a χ2 distribution). If all values(â1)i with i > m0 are compatible with zero they are
not statistical significant and they will provide no information for the result. Ironically they are
the components which spoil the solutionâ. This can be seen when formula 6.22 is rewritten and
the solution vector̂a is expressed as a linear combination of the eigenvectors:

â =
m∑

j=1

(
1

Djj

) 1
2

(â1)juj . (6.24)

The smallest of the factors
(

1
Djj

) 1
2

are the ones which are connected to the insignificant compo-

nents and because of their unit variance they get a large weight factor in the full solution. This
will cause the full solution to have fluctuations. One way to prevent this is to use only the first
m0 amplitudes, but this also can introduce some fluctuations in the solution, known as ’Gibbs
phenomenon’ in the theory of Fourier analysis. A better way is to accomplish a smooth cut-off.
This can be established by the concept of regularization.
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6.2.3 Unfolding with regularization

The magnitude of the fluctuations mentioned in the last section can be measured by looking at the
total curvature of the solutionf(x). This can be rendered quantitatively by:

r(a) =
∫

f ′′(x)2dx. (6.25)

For a strongly fluctuating solution this value will have large values and can be an indication of
the correction needed to remove the oscillations. To the expression forS(a) then an extra term is
added

R(â) = S(â) +
1
2
τr(â), (6.26)

where the factor12 is introduced for convenience later. The factorτ is called the regularization
parameter.

An example for a good choice of base elements for parameterization of the functionf(x) are
Quintic Splines. These are smooth and therefore their curvature is well defined. This has the
advantage thatr(â) can be represented by the quadratic expression:

r(â) = âT Câ, (6.27)

where the matrix C is symmetric and semi positive-definite. Apart from some factor which can be
absorbed inτ the matrixC is constant and has the form:

C =




2 −3 0 1 0 0 . . .
−3 8 −6 0 1 0
0 −6 14 −9 0 1
1 0 −9 16 −9 0
0 1 0 −9 16 −9
0 0 1 0 −9 16
...

. . .




. (6.28)

The equation to minimize then becomes:

S(a) = ĝĝ − âT h +
1
2
âT Hâ +

1
2
τâT Câ, (6.29)

which gives:
(H + τC)â = h. (6.30)

This can be treated the same way as for the unregularized solution. First the transformation
â = U1D

−1/2â1 will yield:

â1 + τD−1/2UT
1 CU1D

−1/2â1 = D−1/2UT
1 h. (6.31)

where now the regularization term can be written as:

τ · âT
1 C1â1, (6.32)
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with C1 = D−1/2UT
1 CU1D

−1/2 The matrixC1 can again be diagonalized asS = U T
2 C1U2,

which gives the equation:
â1 + τU2SUT

2 â1 = D−1/2UT
1 h. (6.33)

Defining the rotation̂a′ = UT
2 â1 gives

â′ + τSâ′ = UT
2 D−1/2UT

1 h, (6.34)

which can be rewritten to give the final solutionâ ′:

â′ =
1

(I + τS)
UT

2 D−1/2UT
1 h

=
1

(I + τS)
UT

2 ā (6.35)

=
1

(I + τS)
ā′.

The final result implies that the regularized solution is just the unregularized (τ = 0) solution
multiplied by a factor, which depends on the eigenvaluesS jj introduced by the regularization
term. The coefficients̄a′ are the coefficients of the unregularized solutionā rotated byU T

2 . Be-
cause this matrix is orthogonal the covariance matrix V(ā ′) is still the unit matrix. The original
parameterization 6.8 can be expressed in the new coefficients:

f(x) =
m∑

j=1

ā′
jp

′
j(x), (6.36)

where the functionsp′
j(x) are linear combinations of the original basis functionsp j(x) (in this

case the quintic-spline functionsBj(x)). In this parameterization the curvature is given by

∫
f ′′(x)2dx =

m∑
j=1

(ā′
j)

2Sjj . (6.37)

Because the eigenvalues of matrixS can be arranged in increasing orderD 11 ≤ D22 ≤ . . . ≤ Sjj ,
the contribution to the curvature rises rapidly with increasing indexj. If we rewrite 6.35 in the
vector components

â′
j =

1
(1 + τSjj)

ā′, (6.38)

it becomes clear that the coefficientsā′ are damped for the higher indices j. This means that the
statistically insignificant coefficients which cause the oscillations in the final solution are given a
very low weight. By this smooth cut-off the ’Gibbs Phenomenon’ can be avoided and the number
of independent contributions to the solutionm0 should be almost equal to the sum of all factors.
Whenm0 is specified, the regularization parameter can be calculated from:

m0 =
m∑

j=1

1
(1 + τSjj)

. (6.39)



6.3 Determination of the centrality 91

A lower limit for m0 can be determined by looking at the statistical significance of the coefficients
of the unregularized solution. Whenever the value ofτ is determined the regularized solution can
be calculated. Its covariance matrix then will be:

V (â′) = (I + τSjj)−2. (6.40)

The final result will be obtained by transforming the coefficients back to data points, represent-
ing average values for the unfoldedf(x) in small regions. Blobel proposes to define the limits
of the data point regions by using the functionsp ′

m0+1(x). Since this function hasm0 zeros it
seems optimal to define the data points around these zeros. In this way the contribution of the term
â′

jp
′
j(x), which is attenuated by a factor 1/2, is suppressed and the statistical precision and the

resolution ofx is taken into account. The limits of the data points are then taken to be the extrema
of the functionp′

m0+1(x).
Now that the concepts of deconvolution have been described, the next step in the analysis of the

data is to develop the tools to define the response of the detector: the simulations. Since these have
to be the best possible representation of the data it was decided to simulate particles in the same
centrality classes, as have been defined in the analysis of the yields (see figure 1.3). Therefore first
the definition of the centrality classes will be described.

6.3 Determination of the centrality
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Figure 6.1: Distribution of the charged-particle multiplicity (left) and distribution of the number
of wounded nucleons (right) for the five centrality bins of the NA57 experiment. The centrality
bins range from peripheral (0) to central (IV).

The centrality of the nucleus-nucleus collisions can be determined by the MSD detectors (see 3.2.3).
These measure the number of charged particles produced in the pseudo-rapidity region of 1.88 <
η < 4.0. By using Monte Carlo simulations corrections can be made for geometrical acceptance
and detector inefficiencies. The corrected distribution of charged particles can be seen in the left
plot of figure 6.1 [63]. The distribution shows a drop at lower multiplicities. This is due to the
centrality trigger, which suppresses the low multiplicity events. In the figure also the division of
the distribution into subsamples, which correspond to different centrality classes, is indicated. The
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last four of these so called centrality bins (I to IV) are equivalent to the bins defined in WA97. Bin
(0) is only measured by NA57. This bin does not extend to the lower limit of the distribution.
This is because at these low multiplicities the background from the empty-target contamination
is substantial. This empty-target contamination consists of events caused by an interaction with
the beam-pipe or the air. By taking runs with the target removed this background could be es-
timated and the lower limit of bin(0) was chosen to reduce the empty-target background. The
background in bin(0) is nevertheless about 12% and therefore this amount has to be subtracted
from the measured cross section.

The cross section can be calculated directly from the total beam luminosity, which is also
measured by NA57 [64]. In table 6.1 the cross sections for interactions in the five centrality
classes are given next to the definitions of each bin. In this table also the average number of
wounded nucleons (Nw) and the impact parameter for each multiplicity class are given. These
can be calculated by means of theGlauber model [65], which uses the measured cross section. In
this model the number of wounded nucleons are the nucleons which have interacted inelastically at
least once with another nucleon. In the right-hand plot of figure 6.1 the distributions of the number
of wounded nucleons calculated in the Glauber model are plotted for each multiplicity bin. The
values of the average number of nucleons correspond to the values found by WA97, which used
theWounded Nucleon Model [66]. In this model the average number of charged particles〈N ch〉 is
proportional to the averagenumber of wounded nucleons in the collisions. Note that bin0 is not
measured in WA97.

Table 6.1: Range for number of charged particles Nch and experimental cross section σexp
trig after

empty-target subtraction for the five centrality classes of the NA57 experiment. For each class
the calculated average number of wounded nucleons 〈Nw〉 and average impact parameter 〈b〉 are
given. For the Nw distribution is indicated the FWHM, with respect to the value of 〈Nw〉. The
centrality classes are peripheral (0) up to central (IV).

Centr. class Nch σexp
trig [barn] 〈Nw〉 FWHM 〈b〉 [fm]

0 96.0 ≤ Nch< 206.6 0.95 ± 0.03 62 ± 4 +22
−26 10.43 ± 0.14

I 206.6 ≤ Nch< 419.8 1.23 ± 0.03 121 ± 4 +37
−42 8.57 ± 0.12

II 419.8 ≤ Nch< 664.0 0.88 ± 0.02 209 ± 3 +41
−49 6.30 ± 0.09

III 664.0 ≤ Nch< 857.1 0.49 ± 0.01 290 ± 2 +38
−43 4.22 ± 0.06

IV 857.1 ≤ Nch< 1191.7 0.33 ± 0.01 349 ± 1 +41
−31 2.46 ± 0.02

6.4 Monte Carlo input for the unfolding

In section 6.2 the methods for the unfolding of data have been discussed. For these methods MC
events were used for the determination of the response matrixA. Therefore the transformation of
the true value of a physical variablex to the reconstructed valuey had to be known. In this section
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it will be shown how a valuex of a generated Monte Carlo distributionf(x) is propagated through
the reconstruction process to yield a final valuey and a resultant distributiong(y).

In order to get a value ofy which is as realistic as possible, the simulated events have to be
processed in the same way as the data. Therefore a reconstruction chain was set up, which is
comparable with the weighting chain, described in section 6.1. This chain will be described in
detail by describing the separate steps.

Step 1: Simulation of particles and detector hits

The particles were simulated in the simulation package GEANT. In this package a precise descrip-
tion of the detectors is given and also the performance and the efficiencies of the separate detector
components are stored. The performance of the compact telescope was not constant during the
run, but tended to change due to growing noise in the pixel detectors and a varying beam size.
In order to use the complete statistics of the experiment it was chosen to perform simulations, in
which each run was regarded separately. This means that for every run out of the data period sim-
ulations were done with the same efficiencies of the telescope detectors in that run. Furthermore
therun-by-run vertex and its spread (as defined in section 5.1.1), was used in order to get a good
estimate of the beam impact. In this way a realistic simulation of the primary vertex could be es-
tablished. It was decided to tune the simulation statistics to have an output (after the reconstruction
chain was finished) which amounts to about three times the events found for the data.

In order to have a realistic distribution of generated particles, they are generated with a flat
rapidity-distribution and apT distribution, which is given by an exponential:

f(mT ) = mT · e−mT
T , (6.41)

wheremT =
√

(p2
T + m2) is the transverse mass andT is the inverse slope parameter. These

inverse slopes have been measured in the WA97 experiment for the (multi-)strange hadrons. The
inverse slope parameter reflects both the temperature of the fireball, created in the collision and the
expansion velocity of this fireball. It was shown that the inverse slope parameters are dependent
on the centrality of the collision. NA57 uses the same centrality classes as WA97 and therefore
the particles were generated in these classes. The particles in the separate classes were generated
according to the number of particles found in these classes in the data. NA57 has extended the
centrality range and an extra multiplicity bin(0) was added. At the time the simulations were
performed, the preliminary weighting results for theΛs were known [61], and these were taken
as the inverse slope input for theΛ and Λ̄ simulations. The NA57K0

S slopes however were not
yet determined and therefore the WA97 slopes [67] were used and the value of the slope for bin
(0) was taken the same as the value for the second bin. In table 6.2 the inverse slopes used in the
simulations, together with the fraction of generated events per class are shown.

Dividing the generated sample into multiplicity bins, makes it possible to mix the particles
with events from the data of the same multiplicity class. The mixing of simulated events with data
events is the next step.

Step 2: Mixing

In order to get a realistic background of tracks and noise the simulated particles have been mixed
with events from the data. The particles generated instep 1 yield hits in the detectors according to
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Table 6.2: Values for the inverse slope parameters used and fraction of events for each multiplicity
class generated in the GEANT simulations.

Particle 0 I II III IV

Λ/Λ̄ Slope (Mev) 258 261 276 313 310

Fraction (%) 6.9 21.6 29.4 23.1 19.0

K0
S Slope (Mev) 224 224 231 232 232

Fraction (%) 7.0 22.0 29.3 23.0 18.7

the efficiencies determined by the PLANEFF program. These hits are then embedded in the data.
For this purpose background files have been created. In these files runs from a specific run period
are clustered together and every 200th event from this period is written away to the background
file. In this way the simulated event from a certain run can be mixed with an event from the same
run period. Another demand on the event to be mixed is that it is from the same centrality class as
the simulated event.

Step 3: Particle selection

This step runs the reconstruction program ORHION, as described in section 4.1, and obtains a
first selection ofV 0 candidates. This sample is then analyzed by the program ANALYZE with
exactly the same selection criteria as used for the data (see section 5.2.1). The resultant sample
then consists of two types of particles: the data particles and the simulated particles embedded in
the events. In the next step the simulated particles will be extracted.

Step 4: V 0 matching

In this step the program WGTCAL checks for each selectedV 0 candidate whether it matches with
the characteristics (i.e. detector hits) generated by GEANT in the same event.

When a match occurs the information about the characteristics of the generated and the recon-
structed particle (like transverse mass, rapidity and internal decay angles) is stored. This output
will yield the g(y) distribution of the reconstructed physical variable as well as the transformation
from x → y. The distribution generated instep 1 will give f(x).

6.4.1 Simulation results

In order to check the accuracy of the simulations for different characteristics of the particles a
comparison is made between the data distribution and the simulated distribution. These compar-
isons are given in figures 6.2- 6.4. Note that the number of simulated events is about three times as
large as the data sample. Therefore the distributions regarded are normalized with respect to each
other.
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In figure 6.2 the comparison is plotted between the charged-particle distribution of the data and
the distribution of the data events which have been mixed with the simulated data. The compar-
ison shows that the charged-particle distribution from the mixed events is clearly divided in the
multiplicity bins and that in each bin it is peaked towards the lowest multiplicities in the bin. This
is because the distribution of the number of charged particles is rapidly increasing towards lower
multiplicities (see figure 6.1) and in the mixing all events are used (and not only those with aΛ).
Still the events generated in different classes are mixed accordingly with the background events
and the relations between the bins are kept.

In figure 6.3 the kinematical characteristics of theΛs are compared. As can be seen the mo-
mentum distributions agree very well. The only discrepancy between the data and the simulations
can be seen when the distributions for theV 0 decay parameters are plotted (see figure 6.4). The
distribution of the beam impact position in the Y-direction is smaller for the data than for the sim-
ulations. This is because in the generation of the particles a Gaussian is assumed. However for the
data the shape is not Gaussian and because it is asymmetric for positive values ofb y the distribu-
tions disagree. However this discrepancy does not seem to affect other distributions critically.

Since the deconvolution method intends to correct for detector effects like limited acceptance
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Figure 6.2: Comparison between the data charged-particle distribution (data points) and the
relative distribution of the events used for mixing (histogram).
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Figure 6.3: Comparison between data kinematical distributions (data points) and the relative sim-
ulated distributions (histogram) for the Λ. From top left to right bottom the variables plotted are:
invariant mass, total V 0 momentum, rapidity, transverse momentum, momenta in the laboratory
Y-direction (py) and Z-direction (pz).
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Figure 6.4: Comparison between data decay parameter distributions (data points) and the relative
simulated distributions (histogram) for the Λ. From top left to right bottom the variables plotted
are: beam impact position in the Y-direction by and Z-direction bz , distance of closest approach,
secondary decay vertex X-position, internal decay angle phi, longitudinal angular distribution in
the CMS of the Λ.
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Figure 6.5: Comparison between data acceptance regions (left) and the regions of simulated data
(right) for the Λ. The top pictures represent the pT − y acceptance. The bottom plots show the
acceptance of the compact telescope.

and detector efficiency it is interesting to look at the comparison of these. In figure 6.5 on the top
thepT − y acceptance of the NA57 setup is depicted for data and simulations. The simulations
manage to reproduce the acceptance shape down to a value of the rapidity of 2. This is because
in the simulations only particles have been generated with this value as lower limit. In the bottom
plots the scatter-plots are shown for the acceptance of the momenta in the Y- and Z-direction,p y

andpz, relative to the total momentump(v0). In this way an approximation of the detector accep-
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tance in the Y-Z plane can be made and hence indirectly the efficiency of the compact telescope
can be rendered. During the Pb1995 run of WA97 some of the pixel detectors were damaged near
the beam (i.e. the bottom part of the detectors). This radiation damage can be seen at the bot-
tom in the scatter-plot, where a hole is visible. This hole is reproduced in the scatter-plot of the
simulation.

In conclusion, the simulations seem to reproduce the data distributions accurately. The simula-
tions for theΛ̄ are equivalent to the simulations for theΛ and hence are not shown here.

For theK0
S the comparison between data and simulations can be seen in figures 6.6- 6.7. Sim-

ilarly to the Λ the by distribution is not reproduced correctly. Furthermore the mean of theK 0
S

invariant mass distribution is shifted to a higher value.
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Figure 6.6: Comparison between data kinematical distributions (data points) and the relative sim-
ulated distributions (histogram) for the K0

S . From top left to right bottom the variables plotted are:
invariant mass, total V 0 momentum, rapidity, transverse momentum, momenta in the laboratory
Y-direction (py) and Z-direction (pz).
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Figure 6.7: Comparison between data kinematical distributions (data points) and the relative
simulated distributions (histogram) for the K0

S . From top left to right bottom the variables plotted
are: beam impact position in the Y-direction by and Z-direction bz , distance of closest approach,
secondary decay vertex X-position, internal decay angle phi, longitudinal angular distribution in
the CMS of the K0

S .
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The main goal of the NA57 experiment is to look at the production of (multi-)strange particles
at mid-rapidity. The yields of the particles determined in chapter 5 are raw yields and they have
to be corrected for detector and reconstruction effects. The method which will be used for this
correction, the deconvolution of data, has been introduced in the previous chapter. In this chapter
the transverse mass distributions and the yields will be retrieved by using the deconvoluted data for
theΛ, Λ̄ andK0

S particles. The yields will be deduced by using the rapidity and transverse mass
distributions. Therefore first the deconvolution procedure will be described for the unfolding of
the raw rapidity and transverse mass distributions in section 7.1. The results of this deconvolution
procedure will then be used to calculate the inverse slope parameters of the produced particles
(section 7.2), which then will be used finally to produce the particle yields (section 7.3).

7.1 Deconvolution procedure

The inverse slope parameters can be found by fitting the following double differential to the cor-
rected data:

d2N

dy dmT

= f(y, mT) = Af(y) mT exp
{
−mT

T

}
, (7.1)

where it is assumed that the rapidity distributionf(y) is flat in the region of acceptance and
A is a normalization factor. The truey − mT distribution used for the fit will be extracted by
deconvolution, which implies that a two-dimensional deconvolution procedure has to be used.
In the WA97 experiment the deconvolution method has been successful in determining inverse
slopes and yields [67]. Therefore the deconvolution method used by WA97 will also be applied
to the NA57 data. In the following the procedure developed by WA97 will be explained and its
application to the NA57 will be described.

7.1.1 Discretization

In the last chapter it was shown that the original distributionf can be retrieved from the measured
distributiong by the equation:

f(x) =
∫

A(x, y)g(y)dy. (7.2)

In this equation the distributionsf(x) andg(y) are taken as one-dimensional. When a two-
dimensional distribution has to be unfolded, this first has to be transformed into a vector. This
transformation can be obtained by starting from the matrix equation:

g = Af, (7.3)

whereg andf are vectors and A is a matrix. The discretization of the two-dimensional dis-
tribution can now be done by first representing it by a two-dimensional histogram, which is then
transformed to a vector. The concept of this transformation is rendered in figure 7.1, where the
acceptance region of the NA57 experiment forΛs is depicted. The boundaries of the acceptance
region are indicated by the two lines. The two-dimensionaly−mT space is divided in bins, which
is shown as a grid in the plot. It can be seen that some bins lie on the edge of the acceptance
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Figure 7.1: Discretization of the two-dimensionaly − mT distribution.

region. This can cause the bin to have low statistics. These bins have a great statistical uncer-
tainty and could introduce oscillations in the deconvolution solution (see section 6.2.2). In order
to remove the bins which have very few entries, their average bin content is determined. When a
histogram bin has less than a twentieth of this average it is left out. In the plot some of the bins
which are on the boundary have less than a twentieth of the average and are not used. After only
the statistical significant entries are left, these are reordered: starting left under, the contents of the
entry belonging to the firstmT bin and the correspondingy bins are copied to the vectorf , this is
done for each bin, until the wholey − mT range has been covered. This sequence of reordering
is shown in figure 7.1 by plotting the numbers of the corresponding vector entry into the selected
bins. From the possible 64 bins only 35 are significant.

This discretization procedure yields an expansion of the form of equation 6.8 where the eigen-
vectors are now the step functions (which are not normalized):

pj(x) =
{

1 for tj−1 ≤ x < tj
0 otherwise

, (7.4)

where the nodest0, t1, t2 . . . tm are defined by the histogram bin limits and the coefficientsa j

are given by the number of entries in the bin. Note that the step functions of equation 7.4 are B-
splines of the zeroth order. The discretization of the two-dimensional distribution to a vector with
the step function causes the represented histogramf to have discontinuities. In order to prevent
a loss of accuracy the number of bins used for the discretization should be as large as possible.
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Here problems can occur; in the previous chapter it was shown that the limited resolution of an
experiment is a serious parameter in the deconvolution of distributions. The bin sizes have to be
chosen such as to prevent large correlations between data points. Furthermore it was shown that
this limited resolution will be taken into account by a regularization procedure. This will result in
optimization of the bin size of the histogram (see section 6.2.3). However one can also argue the
other way around: by choosing the bin limits in such a way that it takes into account the limited
resolution of the variables used, regularization is not necessary. This will be explained in the next
section.

7.1.2 Bin definition

In order to achieve the best possible binning it is important to look at the resolution of the variables.
In figure 7.2 the correlation between the generated and reconstructed rapidity and transverse
mass are shown. In figure 7.3 the difference between generated and reconstructed values are
plotted. From these plots it can be seen that the resolution in these variables is good and that
it is possible to perform a discretization in which not too much information on the shape of the
original distribution is lost. For the deconvolution of the data of the WA97 experiment it was
shown that it was possible to chose the binning such that the inversion performed was stable and
no regularization was necessary [67]. Therefore to obtain a good binning the following procedure
was done; first somea priori binning was taken, which was assumed to be reasonable. Then the
value for the standard deviation was calculated for this bin by using all events generated within
this bin:

σ̄ =

√√√√√ N∑
i=1

(xi
gen − xi

rec)2

N
, (7.5)

whereσ̄ is the standard deviation for a specific bin,x i
gen is the generated andxi

rec is the recon-
structed value of the variablex, and N is the number of events withx gen within bin limits. Now
the size of the bin can be expressed in the number of standard deviations:

η =
t

σ̄
, (7.6)

wheret is the bin width andη is the number of standard deviations for that bin, which will be
referred to as thebin resolution coefficient. Considering the fact that the bins are two-dimensional
there are two bin resolution coefficients which have to be determined. In figure 7.4 the bin resolu-
tion coefficients of the rapidity and transverse mass are plotted for each bin.

The vertical axis is displayed in a logarithmic scale which implies that a value of less than 1 ofη
has a negative value. In this case the bin width is less than one standard deviation of the resolution
defined by the events which it encompasses. In this case data correlations could occur. This will
make the inversion of the matrixA unstable and therefore a value bigger than one is preferred for
η. For this analysis it was chosen to tune the bin widths such that an average value 2 forη was
achieved for both the rapidity and the transverse mass bin size. This means that the probability to
find an event in the right bin after the deconvolution is about 85% (see [14]). With this criterium
the number of used bins is still large enough to achieve a accurate solution for the deconvoluted
result. The figure shows that most bins have a good resolution and only some border bins, where
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(right).
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Figure 7.3: Difference between generated and reconstructed kinematic variables: rapidity (left)
and transverse mass (right).

statistics is limited, have a value smaller than 1 forη. The effect of these bins on the stability of
the inversion seems to be small.
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(right) for each bin. The coefficients are plotted on a log scale.

After the optimization of the bin widths it is now possible to determine from the simulations
the matrixA. When on the right side of equation 7.3 the vectorv = [1, 0, . . . , 0] is substituted, the
first column ofA is obtained:Av = [A11, A21, . . . , AN1]. This is equal togMC , the reconstructed
distribution of all generated MC events in the first bin. By repeating this for all bins of the vector
f , the matrixA can be constructed from all resultant columns. Once matrixA is determined, its
inversion will result in solving equation 6.5.

7.1.3 Stability check

The result of the deconvolution in they − mT space is shown in figure 7.5. The plot shows a
nice two-dimensional distribution and no oscillations seem to have occurred. In order to check
whether the result is stable also the rotated coefficientsâ1 (which are defined by equation 6.22) of
the solution are plotted. Since their corresponding covariance matrix is equal to unity (see section
6.2.2), their values should be bigger than one in order to avoid oscillations. The values of the
coefficientŝa1 are plotted in figure 7.6.

The vertical axis is rendered in logarithmic scale which implies that negative entries could give
rise to oscillations. There is no coefficient which is smaller than 1, so it is safe to assume that
the unfolding has been successful and that no regularization is necessary. In the next section the
deconvolution result will be used to determine the inverse slopes.

7.2 Inverse slopes

The deconvoluted distribution obtained is now fitted using the expression 7.1, where a flat rapidity
region is assumed and the inverse slope was left as a free parameter of the fit. This was done by a
χ2 fit. For the weighting procedure usually the maximum likelihood method is used. In order to
make a comparison with the results found by the weighting method the same region of acceptance
was used for the fit of the deconvolution data. The binning used for the unfolding was chosen such
that the border bins of the deconvolution region fall outside of the weighting acceptance region.



7.2 Inverse slopes 109

)2

 (G
eV/c

T    m

1.5
2

2.5
3

3.5
Y                                     

2.4 2.6 2.8 3 3.2 3.4 3.6

D
ec

on
vo

lu
tio

n 
R

es
ul

t

0
500

1000
1500
2000
2500
3000
3500
4000
4500

5x10

Figure 7.5: Result of the deconvolution of the measured y−mT distribution for the total Λ sample.
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110 Inverse slopes and yields

When applying the fit, the border bins of the deconvolution result are left out. The values chosen
for the region-of-good-acceptance in the weighting for theΛ and Λ̄ [61] are:

• 0.41 GeV/c < pT < 3.0 Gev/c

• 2.4 <y < 3.48

• 51 mrad <θ < 92 mrad

and for theK0
S [60]:

• 0.55 GeV/c < pT < 2.7 Gev/c

• 2.93 <y < 3.7

• 49 mrad <θ < 92 mrad,

whereθ is the polar angle between theΛ and the beam axis. It must be stressed that for the
deconvolution the cut onθ has not been applied, since the choice of binning already makes a
selection of the acceptance window equivalent to theθ cut.

7.2.1 Inverse slope parameters as function of centrality

In order to investigate the dependence of the inverse slopes on the centrality, the data sample has
been divided into centrality classes (see section 6.3). For each centrality class the data have been
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Figure 7.7: Transverse mass distributions for the Λ (left) and the Λ̄ (right). The results for all
centrality classes are plotted in one plot, where the lower centrality bins are scaled for visual
convenience



7.2 Inverse slopes 111

10
-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

1

0.5 1 1.5 2 2.5 3 3.5

Transverse mass (GeV/c 2)

1 
/ m

t d
N

/d
m

t(a
.u

.)

IV

III x 10-1

II x 10-2

I x 10-3

0x 10-4

Figure 7.8: Transverse mass distribution of theK0
S .

deconvoluted and the resulting spectra have been fitted (figures 7.7- 7.8). For each particle type the
mT spectra of each multiplicity class have been plotted, where for visual convenience the spectra
of lower centrality classes have been scaled. Furthermore the data points are put at the average
of the bin and its width gives the error. The errors on the slopes are only statistical and consist
of two contributions: the statistical error due to the data statistics and the error introduced due to
the statistical uncertainty of the response matrixA. In the case this matrix would be determined
with an infinite number of events, the response would be defined completely. The statistics used,
however, is not infinite and therefore the error in the result due to the statistical uncertainty in the
contents ofA has to be estimated. This has been done by sampling from a Poisson distribution for
each entry of the matrix and then calculating the slope again. This procedure has been repeated
100 times and the spread in the distribution of slopes found is taken as the deconvolution error.
This error is about a factor 0.75 of the statistical error from the data. This is reasonable since the
simulation sample is roughly 3 times larger than the data sample.

The found inverse slope parameters for theΛ andΛ̄ are also plotted as a function of the number
of wounded nucleons (fig. 7.9- 7.10). In the same plots also the slopes calculated with the weight-
ing method are depicted [61]. The results for the deconvolution method and the weighting method
agree within errors. As can be seen from the comparison, the slopes determined by the weighting
have substantially larger errors. This is because the statistics used for the deconvolution method
covers all data, while the weighting only has used 1/200th of the statistics for theΛ and 1/10th of
theΛ̄ sample.
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Figure 7.9: Inverse slope parameters for Λ (left) and Λ̄ (right) particles as a function of the num-
ber of wounded nucleons. The results found by using deconvolution (open squares) are compared
to those found by using the weighting method (closed squares).

The results shown in the plots are listed in tables 7.1- 7.3. Here also the results from the
deconvolution of the WA97 data are shown [67]. Although for the WA97 experiment only the four
most central multiplicity classes were looked at, the results for these classes agree also with the
results presented in this thesis for theΛ andΛ̄.

The slopes for theK0
S however do not agree very well with the results from WA97. There is

a systematic 3σ difference between the slopes found by NA57 and those found by WA97. The
reasons for this could be located in the fact that at high values ofpT for theK0

S systematic effects
tend to dominate, which causes the slopes to be overestimated. The nature of these systematic
effects will be looked into in more detail in the next chapter.

Table 7.1: Values for the inverse slope parameters T (in MeV) of the Λ for WA97 and for the two
correction methods used in NA57.

0-IV 0 I II III IV

NA57 (D) 288.0± 0.5 254.2± 1.7 273.5± 1.0 289.4± 0.9 294.4± 1.1 301.1± 1.1

NA57 (W) 284± 6 258± 19 261± 11 276± 11 313± 13 310± 15

WA97 (D) 289± 3 - 271.3± 3.1 286.2± 3.1 302.0± 4.0 295.6± 4.2
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Figure 7.10: Inverse slope parameters for K0
S particles as a function of the number of wounded

nucleons. The results found by using deconvolution in NA57 (open squares) are compared to those
measured in WA97 with the deconvolution method (closed squares).

Table 7.2: Values for the inverse slope parameters T (in MeV) of the Λ̄ for WA97 and for the two
correction methods used in NA57.

0-IV 0 I II III IV

NA57 (D) 289.9± 1.3 247.6± 4.4 278.5± 3.0 293.0± 2.7 306.4± 3.2 307.4± 3.4

NA57 (W) 286± 6 274± 18 258± 10 279± 10 307± 13 309± 14

WA97 (D) 287± 4 - 268.0± 4.2 279.8± 4.2 299.6± 5.0 304.2± 6.4



114 Inverse slopes and yields

Table 7.3: Values for the inverse slope parameters T (in MeV) of the K0
S for WA97 and for the

two correction methods used in NA57.

0-IV 0 I II III IV

NA57 (D) 233.5± 0.4 224.0± 1.2 232.5± 0.7 239.6± 0.7 242.9± 0.7 244± 0.8

NA57 (W) 235± 8 - - - - -

WA97 (D) 230± 2 - 224.4± 3.7 230.7± 3.1 231.8± 3.5 232.5± 4.1

7.3 Yields

The absolute yields of the strange particles have been determined in the WA97 and NA57 experi-
ment by extrapolating the measured particle yield to the complete region defined by|y−y ∗| < 0.5
andpT > 0 GeV/c

Y =
∫ ∞

mΛ

dmT

∫ y∗+0.5

y∗−0.5

dy
d2N

dy dmT

, (7.7)

wherey∗ is the value ofy at mid-rapidity andY is the total particle yield for one unit around
mid-rapidity.
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Figure 7.11: Yield per event for Λ (left) and Λ̄ (right) particles as a function of the number of
wounded nucleons. The results found by using deconvolution (open squares) are compared to
those found by using the weighting method (closed squares).
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Figure 7.12: Yield per event for K0
S particles as a function of the number of wounded nucleons.

The results found by using deconvolution (open squares) are compared to those found by using the
weighting method (closed squares).

The extrapolation has made use of the inverse slope parameters found by the transverse mass
fit, described in the last section. The assumption of a flat rapidity distribution is a good estimate
but is not completely correct. This introduces a systematic error for the particle yields which
is less than 6% for Λ and 5% for Λ̄ [62]. The extrapolation can be done in two ways: by first
extrapolating over rapidity and then the transverse mass, second by going the other way around.
This consistency check gives similar results and the final result is taken as the average with the
corresponding error. The value calculated from equation 7.7 is the absolute yield and in order to

Table 7.4: Values for the yields per event for the different centrality classes of the Λ for WA97 and
for the two correction methods used in NA57.

0 I II III IV

NA57 (W) 2.37± 0.22 5.45± 0.3 9.68± 0.5 14.7± 0.74 18.2± 1.0

NA57 (D) 2.06± 0.03 5.02± 0.03 9.77± 0.04 14.08± 0.06 18.22± 0.10

WA97 (D) - 4.41± 0.08 8.73± 0.15 11.52± 0.22 15.22± 0.35
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get the yield per event, it has to be divided by the number of events taken by the experiment. An
overview for all particles yields are given in tables 7.4- 7.6.

In figures 7.11-7.12 the yields per event for each multiplicity class calculated for the deconvo-
luted data are shown. Again the results found by using the weighting method are also depicted.
In this case the preliminary weighted yields of NA57 for theK 0

S were available [60]. Also for the
yields the results for both methods are compatible in case of theΛ and Λ̄. For theK0

S however
also here the results do not agree. This could be a direct consequence of theK 0

S slope results. If
these are overestimated the extrapolation will result in an underestimation of the yields.

Strangeness enhancement usually is measured by looking at the yield per event with respect to
the yields found for p-Be interactions. This can be pictured best by dividing the yields per event
of the Pb-Pb collisions, by the values found for p-Be. The resulting relative yield is divided again
by the average number of wounded nucleons in the centrality bin. The final result can be seen
in figure 7.13. For comparison the same measurements found by WA97 are also plotted. The
results for theΛ and theΛ̄ are the results of the analysis presented here. TheΛ yields show a
small increase with respect to the number of wounded nucleons, while theΛ̄ relative yields are
flat. The results for thēΛ do not show a significant drop in the lowest centrality bin, which was
seen for thēΞ. In the common centrality range the results from NA57 and WA97 agree within
20%. The difference has been extensively investigated [70] and it has been understood as due to a
bias introduced by the uncertainty in the position of the primary vertex in WA97 [71].

Table 7.5: Values for the yields per event for the different centrality classes of the Λ̄ for WA97 and
for the two correction methods used in NA57.

0 I II III IV

NA57 (W) 0.42± 0.03 0.88± 0.04 1.60± 0.07 1.76± 0.09 2.39± 0.13

NA57 (D) 0.40± 0.03 0.80± 0.03 1.41± 0.02 1.79± 0.02 2.24± 0.03

WA97 (D) - 0.61± 0.02 1.20± 0.04 1.71± 0.08 2.04± 0.09

Table 7.6: Values for the yields per event for the different centrality classes of the K0
S for WA97

and for the two correction methods used in NA57.

0 I II III IV

NA57 (W) 2.96± 0.54 7.17± 0.85 15.2± 2.4 19.6± 2.4 25.3± 3.5

NA57 (D) 2.39± 0.02 5.64± 0.03 10.63± 0.04 15.39± 0.05 19.60± 0.05

WA97 (D) - 7.0± 0.17 13.6± 0.26 20.8± 0.5 22.3± 0.7
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The results presented in this chapter show that the deconvolution method is able to determine
the inverse slope parameters and yields and that it furthermore enables the use of the full statistics.
This results in smaller statistical errors than obtained for the weighting method.
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Figure 7.13: The yield per event divided by 〈NW 〉 and relative to p-Be interactions. The values
(open circles) of Λ and Λ̄ are the results presented in this thesis, the WA97 results are indicated
with closed circles.
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Recently for the first time a significant transverse polarization has been measured in high energy
heavy ion collisions [5]. This measurement, where the transverse polarization was observed to
increase withxF , showed that even in central Au-Au collisions information of the incoming pro-
jectile was retained. It is interesting to investigate whether this is still the case in a lowerxF range
for Pb-Pb collisions at 158AGeV/c . In this region models, which assume no QGP formation,
still predict some polarization, while the creation of a QGP could cause the transverse polarization
to be reduced. In this chapter the transverse polarization of theΛs measured in Pb-Pb collisions
in the NA57 experiment will be investigated. The polarization can be determined by a study of
the angular distributions of the decay products of theΛ. Due to the limited acceptance of NA57,
the measured angular distributions are changed and have to be corrected. Analogously to the pre-
vious chapter this correction will be applied by deconvoluting the data. The conditions for the
deconvolution procedure will be discussed in section 8.1, where only the case for theΛ will be
described. Then first the transverse polarization will be determined forK 0

S in section 8.2, since
this particle has no polarization. This analysis gives a rough measure of the false asymmetry due
to the geometry of the setup. Then the transverse polarization of theΛ and Λ̄ will be determined in
section 8.3. Parallel to the measurement of the transverse polarization the longitudinal polarization
will be derived and systematic effects will be investigated for theΛ. Finally a discussion of the
results is given in section 8.4.

8.1 Deconvolution procedure

In this section the conditions for deconvoluting the angular distributions of the decay products will
be described. This will be done in the same manner as described in chapter 7, where the conditions
for themT -y deconvolution were discussed. Since the study of theΛ polarization is the purpose
of this chapter, emphasis will be on this particle.

8.1.1 Angular distributions

The NA57 experiment measuresΛ production in the channelΛ → p + π by detecting the proton
and the pion. Parity violation in this weak decay channel can introduce an asymmetry in the
decay angles [73]. The angular distribution of the decay proton in the center of mass frame of a
completely polarizedΛ is given by [72]:

dN

dΩ
=

1
4π

[1 + α cos θ], (8.1)

whereα is the decay asymmetry parameter for this decay channel (=0.642± 0.013 [73]) andθ is
the angle between the proton of the decayingΛ and theΛ polarization axis. This is schematically
shown in figure 8.1. Here the projectile from the beam hits a nucleon in the target and produces a
Λ. The production plane is spanned by the beam and theΛ and its normal is defined by:

�n =
�pbeam × �pΛ

|�pbeam × �pΛ| . (8.2)

When the decay of theΛ in its center of mass system is considered, the following coordinate
system will be defined: the z-axis is taken in the original direction of theΛ and the y-axis is



8.1 Deconvolution procedure 121

y
np

Λ

π

θ y

xz

Beam

Figure 8.1: Momentum Vector diagram of the production of the Λ and its decay. The decay is
shown in the center of mass of the Λ. The y-axis is taken to be parallel to the normal of the
production plane.

taken to be parallel to the normal of the production plane. The angle between the proton and
the above defined axes is calledθi, for i = x, y, z. The polarization vector�P then consists of
the following components:Px corresponds to the left-right asymmetry,Py corresponds to the
up-down (transverse) asymmetry andPz to the forward-backward (longitudinal) asymmetry. The
measurement of the transverse polarization and the longitudinal polarizations are the subject of
this chapter. Angular momentum conservation in theΛ decay requires the distribution of the decay
angleθ to be linear incos θ. However due to detector effects the measured angular distribution
can be changed. The angular distribution then will be of the form:

dN

d cos θi
=

1
2
A(cos θi)[1 + αPi cos θi], (8.3)

in whichA(cos θi) is the acceptance of the detector andPi is the polarization in directioni.
The acceptance will have a large influence on the angular distributions, which can be seen for

the NA57 data. Furthermore selection cuts will distort the distributions even more. The measured
angular distributions with respect to the polarization axes for the period with the magnetic field up
(negative polarity) are depicted in figure 8.2. Thecos θx distribution shows a drop around zero,
which is due to the cut on the internal decay angleφ as explained in section 5.1.1. The transverse
angular distribution (cos θy) is restricted to the negative region. This is due to the fact that in
the V 0 selection only the cowboy decays are selected (see section 4.1). Most of these cowboy
decays lie in a plane perpendicular to the magnetic field and since only the positive particle and
one field polarity are regarded, this positive particle dominantly points in one direction. The area
of the NA57 setup is only small and this implies that aΛ which is measured is always produced
in a small polar angular range between of 48 and 97 mrad. This will define the production plane
and its normal to have almost always the same orientation, with the normal perpendicular to the
magnetic field. This makes that all protons are detected at one side of the angular spectrum for
cos θy. Accordingly for the positive polarity this distribution is mirrored.

In the longitudinal distribution a gap aroundcos θ z ∼ 0.25 can be seen. This is due to the cut
on theK0

S mass, applied in theV 0 selection (section 5.1.2). In the Podalanski-Armenteros plot
this is roughly represented as a cut the Podalanski-Armenteros variableα, which is equivalent to
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Figure 8.2: The measured angular distributions in all directions of the proton decaying from the
Λ w.r.t. the three axes defined in figure 8.1.

a cut incos θz (see figure 5.5).
The measured angular distributions for theΛ̄ are identical to theΛ spectra, except for thecos θy

distribution which is mirrored, due to the measurement of the anti-proton instead of the proton.
The K0

S mesons have about the same decay topology as theΛ and therefore they also have a
similar shape in thecos θx andcos θy distributions. Forcos θz however, it is different. The region,
in which theK0

S mesons overlap with theΛ andΛ̄ in the Podalanski-Armenteros plot, is near the
edge of the distribution and the removal of theΛ and Λ̄ background causes it to be empty there.

In order to correct for these distortions a deconvolution of the angular distributions is carried
out. This is discussed in the next section.

8.1.2 Deconvolution

In this section the procedure used for deconvoluting the angular distributions is described. The
description will be focussed on theΛ particles. However the conditions used for theK 0

S particles
are determined in a similar way.

Bin sizes

In section 7.1 the conditions for a deconvolution inmT andy were described. It was seen that
the bin size of the input distributions was determined by the resolution of the detectors and the
statistics of the sample. In figure 8.3 the correlation between the generated and reconstructed
angular distribution for all three coordinate directions is given for the generatedΛs.

The average resolution for all three directions is of the order of 0.1 in cosθ. Taking as the bin
size about two times the resolution of the entries in the bin, this should give around 10 bins for
each distribution. For the distortedcos θy andcos θz angular distributions of the experimental
data unfortunately some parts of the range are empty, due to the selection cuts. This asks for the
clustering of bins there. So for the deconvolution incos θ y only 5 bins are used and forcos θz

6. This decreases the number of bins, but this number should still be large enough to be able to
reproduce the original distribution. Since the original angular distributions are linear the number
of bins chosen is not critical and no loss of accuracy occurs.
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Figure 8.3: The correlation (top) and difference (bottom) between the generated and recon-
structed values for the angular distributions of the decay proton.

A good choice of binning removes statistically insignificant contributions from the solution and
oscillations can be avoided. In order to check this for each deconvolution solution the coefficients,
rotated to the solution which has a covariance matrix equal to unity, should be larger than one. For
each of the following results this check was made and all solutions were stable.

In section 8.3 the transverse and longitudinal polarizations are determined for theΛ and Λ̄ parti-
cles. However, first the asymmetry of theK0

S decay measured by NA57 will be determined. Since
no polarization is expected in the decay of theK0

S to two pions, this will determine the false asym-
metry due to the geometry and knowledge of the detector setup, which is the dominant source of
the systematic uncertainty.

8.2 K0
S polarization

TheK0
S mesons are spin-less and have about the same decay topology as theΛ. Therefore they

are a good tool to check biases introduced by detector effects and the reconstruction. First the
transverse decay asymmetry is determined, whereafter the asymmetry in the longitudinal direction
is investigated as well.
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Figure 8.4: Comparison of the cos θy distribution for data (solid circles) and simulations (his-
togram) (left) and the result of the deconvolution (right) for the K 0

S . The deconvolution bin
selected is: 1.1 < mT < 1.25 GeV/c.

8.2.1 Transverse polarization

The transverseΛ polarization is known to be dependent onpT andxF . As a check the dependence
of the transverseK0

S polarization onpT has been determined. In order to investigate the polariza-
tion as function ofpT , a two-dimensional deconvolution inmT andcos θy was done. For the bin-
ning inmT the binning used in themT -y deconvolution of last chapter was used. Only for values
of highmT , where the statistics is not large enough, some of the bins in that region have been com-
bined. In figure 8.4 an example of the deconvolution for onem T bin ( 1.1 < mT < 1.25 GeV/c)
is depicted for the negative field polarity sample. To the left the (scaled) comparison between data
(solid circles) and the simulations (histogram) is plotted and to the right the resultant deconvo-
luted distribution is given. It can be seen that the latter is asymmetric. The result for the whole
pT range is shown in figure 8.5, where the polarization as function ofp T is depicted for both field
polarities. It can be seen that the polarization reaches large values for the low and highp T region.
Furthermore the asymmetries seen are seen to be opposite for the different field polarities. Such
an asymmetry is also observed for the two other directions as can be seen in figure 8.6. In the left
plot the longitudinal asymmetry and in the right-hand plot the left-right asymmetry are depicted.
In both other directions asymmetries are found for the two magnetic field polarities, although for
the left-right asymmetry direction this is less pronounced. These asymmetries could be due to the
uncertainty of the position of the detectors in the experimental setup. This uncertainty could cause
misalignments to occur in the reconstruction of the data, which could lead to over-steering effects
seen already in section 4.2.3.

Therefore the transverse asymmetries found for theK 0
S are considered as a systematic effect,
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Figure 8.5: The dependence of the transverse polarization on pT for the K0
S . The results for both

the positive and negative field polarity are depicted.
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Figure 8.6: The longitudinal (left) and left-right (right) asymmetry versusp T for theK0
S .
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which must be taken into account when determining the transverse polarization of theΛ.

8.2.2 Longitudinal polarization

When the longitudinal polarization is determined for both field polarities combined, the result
of the one-dimensionalcosθz deconvolution is plotted in figure 8.7. Also here an asymmetry
is observed for theK0

S . The value found for the corresponding longitudinalK 0
S polarization

parameterPz from aχ2 fit of equation 8.3 amounts to:Pz=1.6± 0.44%. Also here this value is
taken as a systematic error in the calculation of the longitudinalΛ polarization.

8.3 Λ and Λ̄ polarization

In the introduction (chapter 1) it was seen that the transverse polarization of theΛ has been mea-
sured to be dependent onpT andxF . In this section the dependence of the transverseΛ po-
larization onpT andxF will be investigated for the NA57 experiment. The dependence onx F

will be studied further by considering the influence of systematic effects on the result. Also the
longitudinal polarization will be determined.

It was also seen that the transverse polarization of theΛ̄ has been measured to be zero. In this
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Figure 8.7: The result of the one-dimensional deconvolution in cosθ z for the K0
S . The data of

both field polarity samples are used.
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thesis the dependence of theΛ̄ polarization onxF will be determined as well. A more detailed
study was not possible due to the lower statistics.

8.3.1 Transverse polarization

PT -dependence

In the study of theK0
S mesons, large polarization asymmetries were found as function ofp T . The

same investigation has been done for theΛ. In figure 8.8 the result of the deconvolution is plot-
ted for the variousmT -bins. For each bin deconvoluted result is shown for both field polarities,
together with the results of the fit. An overview of the values found for each bin is given in fig-
ure 8.9, where the transverse polarization as a function ofpT has been plotted for the different field
polarities. Analogously to theK0

S the polarization for different field polarities diverges towards
lower pT . However, at highpT the measurements for the positive and negative field polarities
agree within statistical errors. When considering the other angular distributions (longitudinal and
left-right) no divergence between the field polarities occur (see figure 8.10). In order to get an
indication of the influence of the uncertainty of the position of the detectors the following exercise
has been considered. Simulations were run for both field polarities in which a misalignment of 2
cm was introduced for the lever arm. These simulations were then taken as input for the decon-
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Figure 8.9: The dependence of the transverse polarization on pT for the Λ. The results for both
the positive and negative field polarity are depicted.
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Figure 8.10: The longitudinal (left) and left-right (right) asymmetry versusp T for theΛ.

volution. The result of this exercise is shown in figure 8.11. As for the data the results for both
field polarities diverge, reaching asymmetries of about 30%. Considering the fact that these results
are obtained with a shift of 2 cm on an extrapolation distance of 30 cm, a rough estimation of the
value of the misalignment in the compact telescope, where the extrapolation distance is around 2
cm, would be of the order of hundreds of micron. This is indeed the uncertainty in the position of
the pixel detectors. The influence of the detector geometry will be examined further in the section
on the systematic errors.
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XF -dependence

In the introduction of this thesis it was seen that in p-p, p-A and A-A collisions for the regionp T

> 1 GeV/c the transverse polarization only depends onxF . The set of measured data shows that
the transverse polarization increases almost linearly withxF . At low xF , in the region 0.1 <xF

< 0.2, no data are available and a small value for the transverse polarization is predicted by semi-
classical models. However on the magnitude of this value they disagree: the Berlin Model (section
2.2.2) predicts it to be as small as -2%, while the Thomas Precession model and the Troshin-Tyurin
model predict the transverse polarization to reach a value of -5 and -8% respectively. NA57 is able
to measure in thisxF range and therefore it is interesting to study the dependence of the transverse
Λ polarization onxF

ThexF dependence of the transverse polarization has been determined by doing a deconvolu-
tion in y andcos θy. The choice for the deconvolution in rapidity and not directly inx F is because
the generation ofΛ hyperons in a flat distribution has been successful for data correction, e.g. for
determining the inverse slopes. Therefore it is convenient also in the bin size definition to start
from the binning used in they-mT deconvolution. Since the transverse polarization reaches its
maximum value forpT > 1 GeV/c, it is interesting to consider only this region. This also makes
it possible to compare the results with the world data (shown in fig 1.3). The results of they
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Figure 8.11: The dependence of the transverse polarization on pT for simulations in which the
lever arm has been shifted 2 cm. The results for both the positive and negative field polarity are
depicted.
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Figure 8.12: The results of the y-cosθy deconvolution for four rapidity bins. The corresponding
average xF value is given in the plot together with the results of the fit for the different field
polarities.
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Figure 8.13: Dependence of the transverse polarization of theΛ onx F .

andcos θy deconvolution with the requirementpT > 1 GeV/c for four rapidity bins is shown in
figure 8.12, where the values forxF are taken to be the averagexF in the corresponding rapidity
bin. The results of the fit are depicted in figure 8.13, where the polarization as a function ofx F is

Table 8.1: Values of the transverse Λ polarization for xF >0. The results for the positive and
negative field polarity are given separately. The errors are only statistical where the first is the
statistical error introduced by the data the second by the response matrix uncertainty.

Polarity NΛ 〈xF 〉 〈pT 〉 Transverse polarization

Negative 19984 0.09 1.49 2.5± 4.4± 2.2

6251 0.14 1.70 7.9± 7.3± 3.2

Positive 22202 0.09 1.49 -1.0± 4.3± 1.9

7175 0.14 1.70 3.0± 7.7± 3.9
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plotted. There still exists some asymmetry atxF ≤ 0, due to the contribution from the lowerpT

Λs. However the effect is already suppressed and the asymmetry only reaches values of around
10%. At positivexF the results for positive and negative polarity converge and therefore only
these points will be considered further on. The transverse polarization found for the two positive
values ofxF for this region are given in table 8.1.

For the measurements atxF = 0.09 and0.14 also thepT dependence can be considered. This is
shown in the left plot of figure 8.14. There is no significant polarization with respect top T . Hence
there is no indication that the polarization is increased at lowpT due to the transverse momentum
shift introduced by multiple scattering in the nuclear medium [36]. In the right side of plot 8.14
also the dependence on the centrality of the sample is shown, where the sample is divided in two
subsamples:

1 Central: 0-15 % most central collisions. This sample corresponds to bin(III) and(IV) of
centrality definition used in NA57.

2 Peripheral: 16-60 % most central collisions. This sample corresponds to bin(0)-(II).

A division in the 5 bins defined by NA57 was not possible due the the limited statistics for de-
convolution. Also here no significant difference in polarization for the different centrality samples
can be seen.

Λ̄ polarization

The analysis of thēΛ polarization is identical to theΛ analysis. The transverse asymmetries seen
for theΛ are also seen here. The dependence onxF is plotted in figure 8.15 together with data for

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5 2.75 3

pT (GeV/c)

T
ra

ns
ve

rs
e 

P
ol

ar
iz

at
io

n 
(%

)

❍  xF = 0.09

■  xF = 0.14
-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

xF

T
ra

ns
ve

rs
e 

P
ol

ar
iz

at
io

n 
(%

)

●  = Central 0% - 15%

❍  = Peripheral 15% - 60%

Figure 8.14: Dependence of the transverse Λ polarization on pT for the two different xf data
points (left) and centrality (right)
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Figure 8.15: TransversēΛ polarization compared with results for p-Be collisions at 400GeV/c

p-Be collisions of 400 GeV/c. The values of thēΛ polarization are consistent with zero. This is
expected in the scope of the semi-classical models where the remnants of the incoming projectile
are crucial for the transverse polarization. TheΛ̄ is created from quarks from the sea and therefore
there is no production plane with respect to which theΛ̄ can be polarized. Since the statistics is
lower for theΛ̄ a more detailed study has not been performed.
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Figure 8.16: Dependence of transverse K0
S polarization on pT for the negative polarity sample

(left) and the positive sample (right) for the case cos θz > 0.5. The dashed line gives the value
found for the combined region of pT > 1.0 GeV/c and the shaded error is its statistical error.

8.3.2 Systematic effects

In this section the influence of systematic effects on the transverse polarization of theΛ is investi-
gated. This will be done for the regionxF > 0. Systematic effects have been estimated to occur
for the following cases:

• Error estimated from theK0
S asymmetry.

• Definition of the Region-of-good-acceptance.

• Dependence of run period

• Selection cuts

• Chip efficiency

• Feed down

These effects will be described sequentially and their influence is shown. Finally an estimation
of the size of these effects on the final result is given.

Error estimated from K0
S asymmetry

It was shown that the divergence of the transverse polarization at lowpT was also seen for theK0
S .

Contrary to theΛ at highpT the transverse polarization for both field polarities diverged again but
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in the opposite direction as for lowpT . This is an important measure of the limitations of the NA57
experiment to determine the transverse polarization. This behavior is considered as a systematic
effect due to the uncertainty of the position of the detectors and the resulting misalignments in
the reconstruction. In order to take the effect into account for theΛ, it is important to keep in
mind that the decay of theK0

S is different from theΛ. The Λ decays in a proton and a pion
where the proton gets the largest momentum with an average value of 11.4 GeV/c. The pion has
a lower average momentum of 2.5 GeV/c. TheK0

S decay is symmetric, where each pion has an
average of around 6.2 GeV/c. In order to have the same acceptance for theK 0

S and theΛ, those
decays of theK0

S where the positive pion is faster than the negative pion have to be selected.
Therefore the criteriumcos θz > 0.5 has been set. This gives a sample ofK0

S where the positive
pion has an average momentum of 9.5 GeV/c and where the negative pion momentum average
is 3.0 GeV/c. These values are compatible with theΛ decay momentum values. Furthermore a
similar region-of-good-acceptance used for theΛ is taken for theK 0

S . ThepT dependence of the
transverse polarization of theK0

S for cos θz > 0.5 is shown in figure 8.16. In this figure on the
left only the case for the positive polarity data is shown and on the right the negative polarity plot
is given. By selecting only theK0

S with the decay characteristics comparable with theΛ also the
pT distributions are similar. Since for the measurements done for theΛ at xF > 0 are taken in
the regionpT > 1 GeV/c, this same region has to be considered for theK0

S . When the transverse
asymmetry of theK0

S in the regionpT > 1 GeV/c is determined the values are +4.6% for the
negative field polarity and +1.2% for the positive field polarity. These errors estimated from the
K0

S asymmetry are depicted in figure 8.16 by the dashed line and its error by the shaded area.

Region-of-good-acceptance

In the above the error estimated from theK0
S false asymmetry was studied. This error deter-

mines the systematic error due the sensitivity of theK0
S polarization on the detector geometry

and accordingly about the sensitivity of the transverseΛ polarization on this geometry. In order
to prevent geometry related effects a region-of-good-acceptance was defined. Therefore it is also
important to check the influence of the definition of this region-of-good-acceptance (as defined in
section 7.2) on the transverse polarization for theΛ.

The first effect which has been studied is the definition of the last rapidity bin. Since it is intended
to measure up to the highest possiblexF value, the upper limit of the highest rapidity bin has not
been chosen to be the same as the limit taken in the definition of the region-of-good acceptance
for the inverse slopes and yields. In figure 8.17 this upper limit has been varied in order to check
whether this introduces a systematic effect. In the plot the dependence of the transverse polariza-
tion on the variation of the upper limit measured for both field polarities is shown. The vertical
dashed line indicates the default value of the variable investigated. The horizontal line is the value
of the transverse polarization found for this default choice while the shaded band indicates the
statistical error contributed by the data. Just as for the error derived from theK 0

S false asymmetry,
the systematic errors found for the different field polarities are regarded as independent contribu-
tions to the total systematic error. It can be seen that the variation of the highest bin limit does not
introduce large systematics effects. Only for the positive field polarity the lowest chosen upper
limit seems to deviate. It is important to keep in mind that by lowering the upper limit the bin size
is also decreased. This implies that the sample used has smaller statistics and is only a subset of
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the sample used as default. Therefore the result can show a statistical deviation with respect to
the larger statistics sample result. This has to be kept in mind when estimating the systematic error.

The next cut used in the definition of the region of good acceptance is the cut onp T . Since
themT distribution is asymmetric the minimum and maximum allowed values ofp T have been
varied individually. Since the transverse polarization has been measured to be independent onp T

in the intervalpT > 1 GeV/c it is interesting to see how the variation of the minimum value ofpT

affects the transverse polarization (see figure 8.18). On the left the result forx F =0.09 is depicted
where on the right the variation forxF =0.14 is plotted. Note that it is assumed in the following
that forpT > 1 GeV/c the transverse polarization does not depend onpT . It is interesting to see that
the transverse polarization determined with the negative field polarity is more sensitive to this cut
than the positive field polarity result. This is the most pronounced for the lowerx F point, where
the transverse polarization reaches a value of -20% at pmin

T =1.6 GeV/c. However, this value is
obtained with a smaller subset of the default sample and therefore it could be a statistical fluctu-
ation. Therefore the statistical error of the point has been taken into account in determining the
systematic error, which is hence estimated to be 10%, amounting to a 5% error on the combined
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Figure 8.17: Transverse Λ polarization as function of the cut on the upper limit of the highest
rapidity bin. The dashed vertical line shows the cut which has been used and the horizontal line
renders the value found for this case. The shaded band indicates the statistical error (from the
data contribution only.
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Figure 8.18: TransverseΛ polarization as function of the cut on the minimump T .
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Figure 8.19: Transverse Λ polarization as function of the cut on the angle between Λ and beam
axis.
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result. The variation of the maximum value ofpT shows no systematic effect.

The variation of the cut onθ was done by changing the window at both sides simultaneously
with 2 mrad. This is depicted in figure 8.19. For the lowerxF point the effect is marginal while
for the higher point only the smallest window shows a large deviation, which however has a large
statistical error and is consistent with the default result.

Dependence on run period

During data taking experimental conditions can change and this can influence the measurements.
In order to study this effect the run period was divided in 9 periods. These periods were defined
by considering the runs of two consecutive background files. In this way periods with a different
detector performance could be selected. The dependence of the transverse polarization on the run
period can be seen in figure 8.20. For bothxF points the dependence follows statistical fluctuations
and no systematic effect can be seen.

K0
S mass cut

The largest part of the background ofK0
S in the Λ sample has been removed by applying an

asymmetric cut on the invariant mass of the reconstructedV 0 . In figure 8.21 the influence of this
mass cut on the transverse polarization has been investigated. In this plot the variation of the mass
cut is denoted by the upper boundary of the asymmetric mass cut: the value used in the analysis is
34 MeV/c2 and this is changed by 7 MeV/c2 for each step. For the lower boundary the default value
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Figure 8.20: TransverseΛ polarization as function of run-period
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Figure 8.21: TransverseΛ polarization as function ofK 0
S invariant mass cut

was 26 MeV/c2 and the step size was 5 MeV/c2 which was changed simultaneously with the upper
boundary variation. In this way the number ofK 0

S mesons in the sample is increased gradually
and its effect on the transverse polarization can be studied. It can be seen that the dependence
of the transverse polarization on the mass cut is not insignificant. For the casexF = 0.09 both
polarities show a systematic effect to the positive side of around 3-4% for the combined result.
For xF = 0.14 also some clear systematics effects can be seen when increasing the mass cut to
70 MeV/c2 or when applying no mass cut at all. These are estimated at most to be of the order of
-3% for negative polarity and +3% for the positive polarity.

Chip efficiency

TheΛ decaying from theΞ has a longitudinal polarization of around 29% (see section 2.3.2). It
was shown that this value could be retrieved in the NA57 experiment but only when applying the
cut cos θz > −0.5 [74]. This cut was introduced because for the protons, pointing backward in
the decay, the detection efficiency is different between simulations and data. This is due to the fact
that in the simulations efficiencies of a chip are stored globally, while in the experimental setup the
efficiencies of the chip are lower at the edge of the chip. In case the proton is directed backward in
the center of mass of theΛ, the opening angle between proton and pion in the laboratory frame is
small. ThisV 0 decay then has the probability to have both the decay products reaching one chip
and to be both hitting the chips at the edge. This will reduce the detection probability for the data
Λ with respect to the simulations. Since this introduces an error of about 3% on the yields this is
considered as a small effect for which no correction is made.

In order to investigate the influence of this effect on the transverse polarization measurement,
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Figure 8.22: TransverseΛ polarization as function of the cut oncos θ z.

a variation of the cut oncos θz has been checked. ForxF = 0.09 no large effect is visible and
the positive polarity sample is estimated to show a systematic shift of -1.5%. The results for both
polarities tend to diverge a little forxF = 0.14 and this has to be taken into account: +1% for the
negative polarity sample and -1.5% for the positive polarity.

Feed-down

In NA57 the sample ofΛs measured is not corrected for the feed-down from decays of heavier
hyperons like theΞ, Ω andΣ. The WA97 experiment, which has measured for the same energy and
system, has shown that the effect of the feed-down is less than 5% for theΞ andΩ. Since the setup
of NA57 is similar it is reasonable to assume the same influence of the feed-down here. The effect
of this on the transverse polarization then would also be of the order of 5% of the measured value
of the polarization, which is negligible with respect to the statistical and systematic error. The
situation is different for theΣ which has been measured to have a positive transverse polarization
of the same order as for theΛ [8]. This would decrease the transverse polarization by the fraction
of Λs coming from theΣ decay. The feed-down originating from this decay is not known in NA57,
but it is estimated to be of the order of 20-30% [3]. For the casexF = 0.09 this effect is only 0.3
%, while forxF = 0.14 this then would yield a increase of the value of the transverse polarization
of about 2.3%.
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Overview of the systematic errors

In the study above the following systematic effects have been investigation: the influence of the
definition of the region-of-good-acceptance, theK 0

S mass cut, the dependence of the data taking
period, the chip efficiency discrepancy between simulations and data, the feed-down from other
particles and the error estimated due to theK0

S false asymmetry. The estimation of the total sys-
tematic error has been done in the following way: the error introduced by theK 0

S false asymmetry
gives the influence of the detector geometry. The same influence however is studied by the vari-
ation of the definition of the region-of-good-acceptance. Hence it is expected that the systematic
errors found for these studies are correlated. Therefore the largest error from these two contri-
butions is taken. The resulting error is then added quadratically to the other errors, where the
contributions of the different field polarities have been considered as separate entries.

The estimation of the errors introduced by these systematic effects is+6.6
−5.6% for the data point

atxF = 0.09 and+6.6
−4.4% for xF = 0.14. The breakdown of these errors for the different effects is

given in table 8.2.

Table 8.2: Systematic errors of the transverse Λ polarization for the positive and negative field
polarity separately. The sources of the systematics errors are the K0

S false asymmetry error
(EK0

S
), the definition of the region-of-good-acceptance (∆y, ∆p min

T , ∆θ), K0
S mass cut ∆MK0

S
,

chip efficiency influence ∆cosθz and Σ feed-down (Σ F-D). Also the result for the transverse
polarization with the total statistical and systematic error is given.

〈xF 〉 Polarity EK0
S

∆y ∆pmin
T ∆θ ∆MK0

S
∆cosθz Σ F-D Ptrans

0.09 Negative +4.6 - +0.0
−5.0

+0.0
−0.0

+3.5
−1.0

+0.5
−0.5 +0.3 0.6± 3.4± +6.6

−5.6

Positive +1.2 - +0.0
−1.0

+0.0
−0.5

+3.0
−0.3

+0.0
−1.5 -0.0

0.14 Negative +4.6 +0.0
−0.0

+0.5
−2.0

+1.0
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8.3.3 Longitudinal polarization

The longitudinal polarization has been determined by doing a one-dimensionalcos θ z deconvolu-
tion, where the sample used was the combined statistics of the positive and negative field polarity.
The corrected angular distributions for theΛ and Λ̄ are depicted in figure 8.23. It can be seen that
the shape is the same for theΛ and Λ̄ distributions. For both in the region where theK0

S back-
ground has been removed still a peak can be seen. Since the simulated sample contains noK 0

S this
could be due to experimentally unremovedK 0

S mesons. In order to determine the influence of the
cut on theK0

S invariant mass, this cut has been varied and the resultant longitudinal polarization
has been determined. This is seen in the right plot of figure 8.24, where on the left-hand plot the
corrected distribution with no invariantK0

S mass cut is rendered. It is clear that the choice of the
mass cut is critical for the obtained result. Next to this also the chip efficiency effect mentioned
in the study of systematic effect of the last section must be taken into account. The drop of the
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Figure 8.23: Deconvolution result of the longitudinal polarization for theΛ (left) and Λ̄ (right).
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chip efficiency at its edges, has been shown to causeΛs with the proton decaying in the back-
ward direction to have a lower probability to be detected. This should cause the corrected angular
distribution to show a drop in the region ofcos θz < -0.5. This effect indeed can be seen in the
deconvoluted angular distribution of theΛ, but it is not clear in what respect this region is also
influenced by theK0

S mass cut. Furthermore the resolution is such that an increases of the number
of bins in that region could cause the result to be unstable.

Taking into account the above mentioned effects, the longitudinal polarization can not be de-
termined very well. It is dominated by systematics effects which are difficult to remove in this
setup.

8.4 Conclusion

When the statistical and systematic effects are taken into account the result of the transverse po-
larization is depicted in figure 8.25. This shows that NA57 is able to measure down to the region
0.1 < xF < 0.15. In this region the different semi-classical models predict different values: the
DeGrand-Mietinen model predicts a value of -7% for the transverse polarization in this region,
while the Turyin-Troshin model estimates it to be around -5%. The Berlin model predicts that the
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Figure 8.25: The transverse Λ polarization measured in this thesis compared with the results from
other experiments. The error given is the combined error, where the horizontal lines indicate the
statistical errors only.
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value of the transverse polarization is close to 0%. The measurement of NA57 atx F = 0.14 has
a value of +5.5+8.9

−7.4%. This result is compatible with zero polarization in this region and seems to
favor the Berlin model. However the error is unfortunately too large to exclude one of the models.
The available statistics for this region makes it also impossible to see a clear dependence onp T and
the centrality of the collisions. The latter study shows there is no dependence on the interaction
size of the collision. The zero polarization measured could in principle indicate the creation of a
QGP but the error is too large to exclude a small polarization at this region which could prove the
contrary. Also the longitudinal polarization of theΛ is dominated by systematic effects like drop-
ping chip efficiencies at the edges and theK0

S background. Therefore the longitudinal polarization
could not be determined with the method employed here.

The investigation of theK0
S false asymmetry shows that a study of polarization effects by the

NA57 is extremely sensitive to the uncertainty of the detector geometry. Despite the systematic
effects due to the detector geometry it was possible to measure the transverseΛ polarization with
a precision of about 9%. The contributions of the statistical and the systematic error to the total
error are of the same order. Since the NA57 experiment has taken a second data taking run in
2000 for Pb-Pb collisions at 158AGeV/c , it is possible to reduce the statistical error. Due to the
fact that the statistics of the Pb2000 run was the same as for the Pb1998 run this could reduce the
statistical error with a factor of

√
2. Furthermore it is interesting to see to what respect the detector

geometry contributes to the systematic error for this run.
In addition to the data taken at 158AGeV/c , also data have been taken at an energy of 40

AGeV/c . An investigation of the transverse polarization of theΛs produced in Pb-Pb collisions
at this energy not only would give results at the same values ofxF as for the higher energy runs,
it also would make it possible to measure up toxF ∼ 0.35. In this region the models predict the
polarization to be of the order of 10-15%. With a more precise determination of the alignment
of the detectors the dominant systematic errors due to detector geometry could be reduced and a
measurement in this region could yield a significant polarization result.

Furthermore the investigation of the transverse polarization ofΛ produced in p-Be collisions at
40AGeV/c would make it possible to compare results taken for different collision systems. In this
way the influence of the size of the system on the the transverse polarization could be investigated.
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Telescope configurations

In this thesis the data of three lead runs have been used. The detector configurations for all three
periods are shown in figures A.1- A.3. In the setup of Pb1998 there were 9 pixel planes in the
compact telescope and 4 pixel planes in the lever arm. Furthermore there were 4 double-sided
micro-strip detectors added to the lever arm (figure A.1). The compact telescope consisted of
alternating Y-and Z-pixel planes, i.e. planes with their best resolution in the Y respectively Z
direction (for a description see section 3.2.4).

For the Pb1999 setup an extra Y-plane had been added (figure A.2) at the end of the compact
telescope and the lever arm consisted only out of micro-strip detectors.

In 2000 again an extra Y-plane was added in the middle of the compact telescope and in the
middle of the lever arm two single-sided detectors were added (see figure A.3).

Chip efficiencies.

The efficiencies of the chips of the double sided micro-strip detectors have been determined with
the PLANEFF program. Only those tracks with at least one other hit in the lever arm were taken
into account. The efficiencies found are listed in table A.1.

6 cm

Pb1998 setup

Z−plane pixels

Y−plane pixels Double µ−strips

30 cm 30 cm 19 cm

Figure A.1: Configuration of the silicon telescope for the Pb1998 setup.
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12 cm

Z−plane pixels

Y−plane pixelsPb1999 setup Double µ−strips

32 cm 28 cm

Figure A.2: Configuration of the silicon telescope for the Pb1999 setup.

10 cm

Z−plane pixels

Y−plane pixelsPb2000 setup Double

Single

−stripsµ
−stripsµ

35 cm 25 cm

Figure A.3: Configuration of the silicon telescope for the Pb2000 setup.
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Table A.1: Chip efficiencies for the detectors used in the Pb2000 run. The errors on the efficiencies
listed are of the order of 0.2 %.

Detector number Eff. (%) Eff. (%) Eff. (%) Eff. (%) Eff. (%) Eff. (%)

(side) Chip 1 Chip 2 Chip 3 Chip 4 Chip 5 Chip 6

I (Front) 97.34 97.77 96.09 93.71 95.92 95.88

I (Back) 96.62 96.84 94.53 97.04 97.73 94.23

II (Front) 87.91 94.77 95.66 94.43 95.75 95.83

II (Back) 93.23 95.89 93.94 95.87 96.14 96.49

III (Front) 95.93 94.22 95.42 92.30 93.99 94.01

III (Back) 0.0 91.34 92.17 92.06 93.07 94.64
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Summary

In this thesis the production and polarization ofΛ particles produced in Pb-Pb collisions at a beam
energy of 158 GeV/c per nucleon are studied. In these collisions nuclear matter is compressed and
heated and under these conditions it is possible that a quark-gluon plasma (QGP) is created. In a
QGP the boundaries between individual particles disappear and the quarks and gluons can move
around freely. One of the probes to study the creation of the QGP is the so-calledStrangeness
Enhancement, which is the enhanced production of strange particles, with respect to the produc-
tion in proton-induced collisions. Another proposed signature of the QGP is the disappearance of
transverseΛ polarization around mid-rapidity. TransverseΛ polarization can occur when the spin
of the producedΛ has its preferred direction perpendicular to the production plane. In proton-
proton and proton-nucleus collisions a negative transverse polarization has been observed and its
magnitude was largest for theΛs produced in the direction of the beam (i.e. at highx F ). This is
an indication that the projectile plays an important role and in semi-classical models the following
picture is assumed: in the interaction region a spin-zero ud-diquark from the projectile recombines
with a negatively polarized s-quark from the sea. This s-quark also gives transverse momentum
(pT ) to theΛ and as a result the polarization is dependent onpT . Recently it has been shown
that also in nucleus-nucleus collisions a negative transverse polarization occurs, so even in large
interaction regions the information on the nature of the projectile is kept. In a QGP however this
information is lost and no production plane can be defined. This will cause the transverse polar-
ization of theΛs produced in this region to disappear.

The NA57 experiment at CERN has been designed to measure the production of strange particles
in Pb-Pb andp-Be collisions, at the beam energies of 40 and 158 GeV/c per nucleon (provided
by the SPS accelerator). In this way the evolution of the strangeness enhancement pattern as a
function of the beam energy can be studied. Furthermore the dependence of the enhancement
on the interaction volume is investigated by scanning thecentrality range. The wordcentrality
denotes a measure of the type of collision, which ranges from peripheral (glancing collisions) to
central (head-on collisions). This scan was already performed by the predecessor of NA57, the
WA97 experiment. In this experiment strangeness enhancement was seen in Pb-Pb collisions at
158AGeV/c, where only collisions with more than 80 participating nucleons were regarded. The
NA57 experiment can extend the centrality range by measuring collisions with as few as 40 par-
ticipating nucleons.

In the experiments performed in 1999 (Pb-Pb collisions at 40AGeV/c) and 2000 (Pb-Pb colli-
sions at 158AGeV/c) the experimental setup consisted of double-sided silicon micro-strip de-
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tectors, which were developed and built at the institute of Sub Atomic Physics at Utrecht Uni-
versity/NIKHEF. These detectors were prototypes for detectors which will be used in the ALICE
experiment. In this thesis the performance of the detectors in the experiments of 1999 and 2000
has been studied. The detectors are shown to have worked with an efficiency of 94-96% per side.
When information of the strips (which have a pitch of 95µm) on the sides is combined three-
dimensional points can be constructed and the track residuals of these points are shown for the
different detectors to have a resolution of 20 to 28µm in the bending direction of the particles.
The effect of the inclusion of the lever arm with micro-strip detectors in the data analysis causes
the resolution of the invariant mass distributions of strange particles with only two oppositely
charged decay tracks to improve with 15-20%.

Another study performed in this thesis is on the production of theΛ, Λ̄ andK0
S particles. This

is done by measuring the transverse mass distributions, which are fitted with an exponential func-
tion, in order to calculate the inverse slope parameters. However since the directly measured
transverse mass distributions are distorted, due to to the small acceptance of the Silicon Telescope
and selection cuts, they have to be corrected first. This is done by using a deconvolution method,
which also takes into account the limited resolution of the detectors. With this method the full
statistics was used and the inverse slope parameters as a function of centrality were calculated.
The results are compatible with earlier results of NA57, where the statistical error was a factor
of 10 larger. Furthermore particle yields are calculated by integrating the corrected momentum
distributions and the results for the yields presented in this thesis also show improved errors.

Finally the transverse polarization of the producedΛs has been measured, where also the de-
convolution method was applied. An analysis of the asymmetry of theK 0

S mesons shows that the
measurement of the transverse polarization is very sensitive to the geometry and the knowledge of
the detector setup, which hence is the dominant source of the systematic uncertainty. The trans-
verseΛ polarization has been determined around two values ofxF : for xF = 0.09 a value of
+0.6+7.4

−6.6% was found and atxF = 0.14 a value of +5.5+8.9
−7.4%, where the errors are the combined

statistical and systematic error. The latter result is compatible with zero polarization and it seems
to favor the Berlin Model. Unfortunately the error is too large to exclude other semi-classical
models (which predict a polarization of - 5 to -7%) or to make a statement about the creation of
a QGP. However this is the first time that a measurement was done in this region and with this
collision system. Keeping these results in mind it would be interesting to see what is the value
of the transverse polarization of theΛs measured by NA57 in Pb-Pb collisions at a lower beam
energy of 40AGeV/c . This would not only give results in the same region as measured in this
thesis, but it would enable a measurement up toxF ∼ 0.35, where polarizations of the order of
10-15% are expected.



Samenvatting

In dit proefschrift zijn de productie en polarisatie vanΛ deeltjes bestudeerd, die zijn geproduceerd
bij een bundelenergie van 158 GeV/c per nucleon. In deze botsingen wordt de nucleaire materie
samengedrukt en verwarmd, en onder deze omstandigheden is het mogelijk dat een Quark-Gluon
Plasma (QGP) gecreëerd wordt. In een QGP verdwijnen de grenzen tussen de individuele deel-
tjes waardoor de quarks en de gluonen dan vrij kunnen bewegen. Een van de peilers om de
creatie van het QGP te bestuderen is de zogenaamdeVreemdheidstoename, wat de toename in
de productie van vreemde deeltjes inhoudt, ten opzichte van de productie in proton-geïnduceerde
botsingen. Een andere voorgestelde aanwijzing voor de creatie van het QGP is de verdwijning van
transversaleΛ polarisatie rond midden-rapiditeit. TransversaleΛ polarisatie kan voorkomen als
de spin van de geproduceerdeΛ zijn voorkeursrichting loodrecht op het productievlak heeft. In
proton-proton en proton-nucleus botsingen is een negatieve transversale polarisatie gemeten, die
de grootste waarde had wanneer deΛ’s waren geproduceerd in de richting van de bundel (dat is bij
hogexF ). Dit is een indicatie dat het projectiel een grote rol speelt en in semi-klassieke modellen
wordt het volgende concept aangenomen: in het interactiegebied recombineert een spin-nul ud-
diquark van het projectiel met een negatief gepolariseerde s-quark van de zee. Dit s-quark geeft
deΛ tevens een transversale impulspT en dit resulteert in een polarisatie die afhankelijk is van
pT . Recentelijk is het aangetoond dat ook in nucleus-nucleus botsingen een negatieve transversale
polarisatie optreedt, wat impliceert dat zelfs in grote interactiegebieden de informatie aangaande
de aard van het projectiel behouden wordt. In een QGP gaat deze informatie echter verloren en
kan er geen productievlak gedefinieerd worden. Dit zorgt ervoor dat de transversale polarisatie
van deΛ’s, die in dit gebied geproduceerd zijn, verdwijnt.

Het NA57 experiment op CERN is ontworpen om de productie van vreemde deeltjes in Pb-Pb
en p-Be botsingen te meten, bij verschillende bundelenergieën van 40 en 158 GeV/c per nu-
cleon (geleverd door de SPS versneller). Op deze manier kan de evolutie van het vreemdheids-
toenamepatroon als functie van de bundelenergie bestudeerd worden. Verder wordt de afhankelijk-
heid van de toename van het interactievolume onderzocht door hetcentraliteitsgebied te scannen.
Het begrip centraliteit geeft een maat van de soort botsing, die kan variëren van perifeer (scham-
pende botsingen) tot centraal (frontale botsingen). Deze scan was al uitgevoerd door de voor-
ganger van NA57, het WA97 experiment. In dit experiment was vreemheidstoename gezien in
Pb-Pb botsingen bij 158AGeV/c waar alleen botsingen met meer dan 80 deelnemende nucleonen
beschouwd werden. Het NA57 experiment kan het centraliteitsgebied uitbreiden door botsingen
te meten met het kleinere aantal van 40 deelnemende nucleonen.
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In de experimenten gedaan in 1999 (Pb-Pb botsingen bij 40AGeV/c ) en 2000 (Pb-Pb bot-
singen bij 158AGeV/c ) zijn dubbelzijdige silicium detectoren aan de experimentele opstelling
toegevoegd, die ontwikkeld en gebouwd zijn op het Instituut voor Subatomaire Physica van de
Universiteit Utrecht/NIKHEF. In dit proefschrift zijn de verrichtingen van de detectoren in de
experimenten van 1999 en 2000 bestudeerd. Het is aangetoond dat deze detectoren hebben ge-
functioneerd met een efficiëntie van 94 tot 96% per kant. Als de informatie van de strips (met een
breedte van 95µm) van de beide zijden gecombineerd wordt, kunnen driedimensionale punten
gemaakt worden. Het is aangetoond, voor wat betreft de verschillende gebruikte detectoren, dat
de deeltjesbaanresiduen van deze punten een resolutie hebben van 20 tot 28µm in de buigrichting
van de deeltjes. De toevoeging van de lever arm met microstrip detectoren in de analyse zorgt voor
een verbetering van 15 tot 20% in de resolutie van de invariante massaverdelingen van vreemde
deeltjes met slechts twee tegenovergestelde deeltjesbanen.

Een andere studie, gepresenteerd in dit proefschrift, gaat over de productie vanΛ, Λ̄ enK0
S deel-

tjes. Deze productie wordt gemeten door de transversale massaverdelingen te bepalen, die gefit
worden met een exponentiële functie, waarmee de reciproke hellingswaarde (hellingsparameter)
berekend kan worden. Daar de direct gemeten transversale massaverdelingen echter veranderd
zijn door de kleine acceptantie van de Silicium Telescoop en selectiesnedes, zijn ze eerst gecor-
rigeerd. Dit is gedaan door een deconvolutiemethode te gebruiken, die ook rekening houdt met
de beperkte resolutie van de detectoren. Met deze methode zijn alle aanwezige data gebruikt en
de hellingsparameters als functie van de centraliteit zijn berekend. De resultaten zijn verenigbaar
met eerdere resultaten van NA57, die echter een statistische fout hadden van een factor 10 groter.
Tevens zijn deeltjesopbrengsten berekend door de gecorrigeerde transversale massaverdelingen te
integreren en ook de resultaten voor de deeltjesopbrengsten laten kleinere fouten zien.

Als laatste is de transversale polarisatie van de geproduceerdeΛ hyperonen bepaald, waarbij ook
de bovenstaande deconvolutiemethode werd toegepast. Een analyse van de asymmetrie van deK 0

S

mesonen laat zien dat de meting van de transversale polarisatie erg gevoelig is voor de geometrie
van de opstelling, die aldus de dominante oorsprong van de systematische onzekerheid is. De
transversale polarisatie is bepaald rond twee waardes vanxF : op xF = 0.09 werd een waarde
van +0.6+7.4

−6.6% gevonden en opxF = 0.14 een waarde van +5.5+8.9
−7.4%, waarin de statistische en

systematische fouten gecombineerd zijn. Het laatste resultaat is verenigbaar met een polarisatie
van nul en dit lijkt het Berlijn Model te begunstigen. Ongelukkigerwijs is de fout te groot om
andere semi-klassieke modellen (die een polarisatie van -5 en -7% voorspellen) uit te sluiten of
om een uitspraak te doen over de creatie van een QGP. Dit is echter de eerste keer dat een meting
in dit gebied en met dit botsingssysteem is gedaan. Met deze resultaten in gedachte zou het inte-
ressant zijn om te zien wat de transversale polarisatie van deΛ’s is, die gemeten zijn door NA57
in Pb-Pb botsingen bij een lagere bundelenergie van 40AGeV/c . Dit zou niet alleen resultaten
opleveren in hetzelfde gebied, als onderzocht in dit proefschrift, maar het zou ook mogelijk zijn
om totxF ∼ 0.35 te meten, alwaar polarisaties van de orde van 10-15% zijn gemeten.
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