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Introduction




2 Introduction

In 1976 a remarkable discovery was done at FNAL in the measurement on the production of
A particles. In p-Be reactions at a proton beam of 300 Ge¥/large polarization was found
perpendicular to the production plane for the produtéyyperons [1]. This effect, which is called
transverse\ polarization, was unexpected since it is reasonable to assume that in the collision of
two unpolarized objects, the produced particles originate from different inelastic channels, which
should have random magnitudes and signs. Consequently the inclusive reaction, a combination
of all channels summed, should give an average zero result. Because of this puzzling behavior,
the transversé polarization has been occupying experimentalists and theorists for the last two
decades. Nowadays a large amount of significant polarization data has been collected, as well in
meson induced reactions as in hadron and nucleus induced reactions. Nevertheless the origin of the
effect has not been uncovered. In this thesis the polarization df thygerons will be investigated

for a completely new type of reaction. This will be done by using the data of Pb-Pb collisions
at a beam energy of 158 GeV/c collected by the NA57 experiment. This experiment aims to
investigate the production of particles containing strange quarks (called hyperons) in heavy ion
collisions. In this chapter an overview of the characteristics ofAtmolarization will be given

in section 1.1 and furthermore the NA57 experiment will be introduced (section 1.2). Then the
purpose of this thesis will be given (section 1.3). The last section consists of the outline of this
thesis.

1.1 Transverse Hyperon Polarization

The transverse polarization of thehas been measured to be dependent on the transverse momen-
tum (pr) and theFeynman-x (x ) of the produced\. The latter kinematic variable is defined as

Tp = 2”5_"'3 wherep?™* is the momentum of tha in the direction of the projectile in the center

S

of mass of the collision system angds is the energy of a single nucleon in the beam. Hence this
guantity gives information about the fraction of the original momentum of the projectile which is
transferred to the produced

The dependence of the transvers@olarization on the transverse momentum can be seen in
figure 1.1. In this overview results for both p-p [2] and p-Be [3] collisions are depicted and
for each system thg,-dependence for different regions.of- are given. The polarization with
respect tgy can be characterized to show the following behavior:

e The transverse polarization is negative with respect to the production plane, i.e.
= ﬁbeam X ﬁ/\-

e Forpr < 1 GeVrk the polarization increases linearly with-. The slope is dependent on
TE.

e Forpr > 1 GeVk the polarization seems constant with and is only dependent ang.
The magnitude of the polarization is measured to be independgnt op to 3.5 GeV¢ [3].

As can be seen from the, dependence, ther of the A is also a relevant variable for the polar-
ization. When only the data are considered)fgr> 1 GeVk , which is the region where ther
dependence is flat, the dependence of the transverse polarizatign aiso has been determined.

In figure 1.2 part of the data shown before and also data from p-Pb [4], p-Be at another beam
energy of 800 Ge\¢/[3] and Au-Au collisions [5] are depicted.
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Figure 1.1: The dependence of the transverse A polarization on transverse momentum p . The
data shown arefrom[2] and [3].

The behavior of the polarization with respectitg has the following characteristics:

e The polarization increases almost linearly with.
e The polarization is almost independent on beam energy.
e The polarization is almost independent on the type of collision system.

The polarization effect is the largest at large and can reach values of 40% there. In exclusive
reactions likepp — p(AK™) the polarization has been measured to be even of the order of
-60% [6], which is an indication that spin effects are dominant in the production of particles in this
range. Also for other hyperons the polarization has been determined (for an extensive overview
of polarization effects for different hyperons and different collision systems see [7] and [8]): the
transverse polarization of* is of the same order but of opposite sign, while e and =
polarizations are of the same sign. In contrast to what is seen foy,thee polarization for the
T decreases with » while the polarization of th&’s is x - independent. The polarization of the
anti-particles of the\ and=° is zero which led to the belief that polarization only arises when a
hyperon is formed as a fragment of the incoming proton. However, for other anti-particles this is
not the caseP=+ ~ Pz andPy;— ~ Pz+. This behavior of hyperon polarization is very puzzling
and with the recent discovery of large polarization effects in heavy ion collisions [5] a new physics
window was opened to investigate this effect.
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Figure 1.2: The dependence of the transverse A polarization on z . The data shown are from

[2]-[3].

Relativistic heavy ion collisions are a good tool to investigate the creation of a new state of
matter: the Quark Gluon Plasma (QGP). This state can be created by a phase transition from
hadronic matter when this is heated and/or compressed. This process can be compared with phase
transitions like that from ice to water and water to steam. In normal hadronic matter quarks and
gluons are held together by the strong force, which becomes asymptotically large when quarks are
pulled away from each other. Only at conditions where large energy densities occur the boundaries
between individual particles may disappear and the quarks and gluons are expected to move around
freely. This condition is thought to be reached in the collision of two heavy ions, where at the
impact of the nucleons the matter is compressed and the kinetic energy is converted into heat.

One of the probes proposed for the investigation of the creation of the Q&Paigieness
Enhancement and the measurement of this effect is the main goal of the NA57 experiment. The

data of this experiment are analyzed in this thesis and therefore in the next section this experiment
is introduced.

1.2 Strangeness enhancement in the NA57 experiment

In the WA97 experiment, the predecessor of NA57, the production of strange and multi-strange
particles around mid-rapidity at a beam energy of 158 Gg)éf nucleon has been studied. The
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rapidity variabley is the longitudinal variable defined as:

1. E+p
inIHE—pl’ (1.2)
whereF is the energy ang; is the longitudinal component of the momentum. Mid-rapidity refers
to the rapidity region which corresponds to the center of mass of the system. It was measured that
the production of strange hadrons in Pb-Pb collisions was enhanced with respect to proton induced
reactions (p-Be and p-Pb) [9]. This effect is cal®dangeness Enhancement and was predicted
to be a signature of a QGP [10].
The NA57 experiment extends the scope of WA97 [11]. In order to study the evolution of the
strangeness enhancement pattern as a function of the beam energy NA57 has measured strangeness
production at both 48GeV/c and 158AGeV/c. Furthermore it aims to investigate the dependence
of the enhancement on the interaction volume by increasing the centrality range, resulting in a
lower limit of 50 wounded nucleons, while WA97 could only measure down to 100. The word
centrality denotes a measure of the type of collision, which ranges from peripheral (glancing col-
lisions) to central (head-on collisions). The wounded nucleons are those nucleons which undergo
at least one primary inelastic collision with another nucleon and they are a good reference for the
centrality of the collision. The determination of the number of wounded nucleons of the reaction
will be described in section 6.3.

The analysis of the first run taken in 1998, Pb-Pb collisions at&B8V/c, has confirmed the

o o
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Figure 1.3: Yield per event divided by (N ,,,unq) @nd relative to p-Beinteractions as a function of
the number of wounded nucleons. To the left the relative yields are the depicted for the particles
which have at least one valence quark in common with the incoming nucleons. The plot to the
right shows the particles which have no valence quark in common.
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results from WA97. In figure 1.3 the yield per event divided by the number of wounded nucleons
relative to the p-Be yield is plotted against the average number of wounded nu¢léQns,.q).

At the lower scale the relative yield for the proton induced reactions are depicted. The average
number of wounded nucleons in theBe andp-Pb systems are equal to 2.5 and 4.75 respectively.

At the higher scale the results from tRé-Pb are plotted and they are divided in five centrality
dependent samples: the most central events have an average of around 400 wounded nucleons
and the most peripheral events are characterized by around 60 wounded nucleons. The four most
central samples were also used in WA97, where the most peripheral sample is the new contribution
from NA57. The plot shows that the production of hyperons is enhanced with respect to the proton
induced reactions:

E(A) < E(E) < B(Q),

in which E is the value of the enhancement. The number of strange quarks contained by the
hyperons increases from one in theo three in the2. For the() the enhancement amounts to a
factor 15 with respect to the linearly scaling of the particle production with the number of wounded
nucleons. This linearly scaling is shown to occur for particles which contain no strange quarks like
pions [12]. The enhancements measured for the new centrality sample seem to be related to the
more central samples by a power law and only Fhesult shows a significant change. This kind

of threshold effect could be an indication that in the peripheral collision the interaction region is
too small to create a QGP. Since this threshold effect is not seen for the other particles it is difficult
to draw conclusions. Therefore it is interesting to see the results from tA&4V/c runs. At a

lower beam momentum the energy input could also be too small for the creation of a QGP. The
enhancement analysis at this lower energy is not yet completed.

1.3 Purpose of this thesis

In addition to looking at strangeness enhancement it is interesting to investigate for the 1998 data
another proposed signature of the QGP: the disappearance of trandvpodarization around
mid-rapidity [13]. This is because in a QGP the memory of the direction and polarization of quarks
is erased. By measuring at mid-rapidity only processes from the interaction region are considered
and no influence from the fragmentation region is expected. However, near mid-rapidity (which
correspondste » ~ 0) the polarization should vanish also for proton induced collisions. This can
be seen from the symmetry argument which states that the magnitude of the transverse polarization
isasymmetricincp: P(xp) = —P(—zr) and hencé’(0) = 0. Therefore it is more interesting to

do a measurement in the region between mid-rapidity and the fragmentation region ().15):

the polarization still has some (small) value and one can still hope to look directly at the interaction
region. The measurement of the transveYgmlarization in this intermediate region is the goal of

this thesis. Inthis way it can be investigated whether the system size, combined with the high beam
energy has an influence on the transverse polarization and whether information of the incoming
projectile is lost. Although the effect is small (of the order of 5%) this may be counterbalanced
by the large statistics of th& sample. Furthermore the division of the data in centrality samples
enables to look at the polarization as a function of centrality. In addition to the determination of
the transverse polarization also the longitudinal polarization will be looked at. A measurement of
the longitudinal polarization could say something about the feed-down of @sti)-our sample

of As.



1.4 Outline of this thesis 7

1.4 Outline of this thesis

This thesis is devoted to the determination of the transvenselarization around mid-rapidity in
Pb-Pb collisions at 158 GeV/c . In order to explain the transverse polarizatiomdfiyperons in
hadronic reactions several theoretical models have been proposed. In chapter 2 an overview of the
models is given. The data used in this thesis were taken with the NA57 experimental setup, which
is described in chapter 3. The event reconstruction is discussed in the next chapters. It is divided
in two parts: the track reconstruction (chapter 4) and the particle recognition (chapter 5). In these
chapters also the influence of the Silicon Strip detectors, developed by the institute of Subatomic
Physics at Utrecht University/NIKHEF, on the reconstruction results is shown. The data have to be
corrected for detector effects and in this thesis the deconvolution method described by Blobel [14]
is used. The description of this method is given in chapter 6. This method is first applied to the
determination of the inverse slopes and yields (chapter 7) and finally the results of the polarization
analysis are presented in chapter 8.
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Since the discovery of a large transvenspolarization in p-Be reactions at a proton beam energy
of 300 GeVE at FNAL in 1976 [1], many models have been proposed to explain this effect. Since
then the data set on hyperon polarization has been expanded seriously and in parallel also the
number of theoretical models has been increasing. From the semi-classical models, proposed
in the beginning, like the LUND model [25] and the Grand-Mietinen model [26], the focus has
changed to more complicated quantum mechanical models. This last shift has also been influenced
by the recent discovery of large left-right asymmetries in pion production in experiments with
polarized proton beams [15]. These large asymmetries found in meson and hyperon production
were thought to have a common origin and therefore new models have been put forward which
tried to explain all these effects together. Some good reviews of the currently available models
have been published recently [16,17,18,19].

In the next sections different models explaining the transvesaarization are described: first
the result from straightforward pQCD calculations is given (section 2.1) after which semi-classical
models are discussed (section 2.2). The influence of the creation of a QGP on the polarization is
discussed in section 2.3. Finally a summary of all the models and their relevance for the analysis
done here is given in section 2.4.

2.1 Perturbative QCD based model

In order to explain polarization effects in hyperon production, the most reasonable approach is
to make use of perturbative QCD calculations, which have been able to describe the unpolarized
cross-sections of meson and hyperon production in hadron-hadron collisions very well. It has been
shown in the past that for highy particles and jets the inclusive cross section for hadron produc-
tion can be factorized [20]. This results in a convolution of three components: the momentum
distribution functions of the constituents (quarks, anti-quarks, gluons) in the colliding hadrons;
the cross-section for the elementary hard scattering between the constituents of the two colliding
hadrons; and the fragmentation function of the scattered constituent. If one considers the process
A+ B — C + X, shown in figure 2.1, the cross section can be written schematically as

TarB-0 =Y basa(Ta) @ $p/5(21) @ Gatpca ® Demo(2), (2.1)
abed

where} , . represents the sum over the parton flavor of the quarks, anti-quarks and gluons
involved. The function®,, /4 (z.) and¢,, z(x;) are the parton distribution functions of the con-
stituenta in hadronA and that ofb in B, wherex, andz; are the momentum fractions of the
hadron carried by the constituents. The cross-seétion .. is the elementary scattering process
a+ b — ¢+ d, which can be calculated by perturbative QCD. FindMy_. - is the fragmentation
function which describes the fragmentation of par¢onto hadronC', wherez is the momentum
fraction ofc obtained byC'. One must take into account that pQCD calculations are only valid for
processes with a high momentum transfer and thus cover the region ob highr > 5 GeVk)

and in the following a large value of; is assumed.
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The transverse polarization of the final particle C can be calculated from the polarized cross
sectionsr 4, .1 ando 4 g1 by the following equation:

dol, — dot
Po=7¢ 200 2.2)
dog + dog
Using the general optical theorem this yields for the polarization [16]:
PC X %(anF}k) (2.3)

whereF,,; is the amplitude for the forward helicity non-flip procedg y — abey, with A = +
on both sides. The amplitud€; is the forward helicity flip amplitudebc, — abc_». To get a
non-zero polarization it is necessary that the helicity flip amplitude is non-zero and that the phases
of helicity flip £y and non-flipF, s are different. If the transverse spin asymmetry is related to the
initial spin of the particles A or B it is called the analyzing powery ).

For the explicit calculation of the polarization from the factorized cross sections the three fac-
tors, which have to be convoluted, must be taken into account. If one makes the following assump-
tions:

e the distribution functions of the constituents in the nucleon are assumed to be symmetric in
intrinsic transverse motion and not to be dependerit-pnand

¢ the fragmentation function is independent of the spin of the quarks,

the polarization can only originate from the elementary scattering process.

The effect of this process on the transverse polarization has been determined by Kane, Pumplin
and Repko [21] by the following argument. When the particles are massless, helicity is conserved
and the helicity flip amplitude must be zero. In the case the mass is non-zero the flip amplitude
is proportional to the mass and because in the Born approximation the amplitudes are real, the
imaginary part can only be produced by a one-loop diagram. This introduces the coupling constant
a, and results in the following relation for the polarization:

asmyg

P
c X N

(2.4)

A
a
= “
Figure 2.1: Schematic illustration of factorization theoremin A + B — C' + X. Thesguarein

the center of the figure represents the elementary process a + b — ¢ + d, which can be calculated
using perturbative QCD.

T

|
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Since we are considering hard processes which have a large valy&f@nd alsgpr ~ /s,
the small values for the current quark masg anda, result in a vanishing polarization. This
is in disagreement with the data, which show that the polarization persists ap higbee for
example [3]).

One of the problems arising from the approach used above is that it only can be applied for the
hard scattering region which encompasses the kinematical region ophiglmdxr ~ 0. The
variablexp = % is the fraction of the beam momentum carried by thim its center of mass
frame in the longitudinal direction. However, the highest polarization effects have been measured
in the beam fragmentation region:(= > 0.3 and moderate), which is connected with lower
momentum transfer and is dominated by 'soft’ processes. Therefore modifications to the hard
scattering scheme were proposed in order to be able to take into account the large asymmetries
found: higher twist parton distributions [22] and spin dependent fragmentation functions [23]. The
first modification shows no agreement with the data and the latter modification has to cope with
other problems: measurements of transvérgmlarization inc Te~ annihilation in hadrons have
shown that the polarization is consistent with zero [24]. In this case only fragmentation effects
contribute and this indicates that the spin dependence of fragmentation functions is weak.

Another argument against these modifications is that they are put in by hand, which is unsat-
isfactory for the physical understanding of the polarization effects. Therefore another approach
would be to consider more phenomenological models, which are described in the next section.

2.2 Semi-classical models

In all the following models the static quark model is used for explaining the transkepséar-

ization. This assumes thats are built up from the SU(6) wave function. It can be produced

by replacing an u-quark of the incoming proton with an s-quark from the sea of the target. The
remnant ud-diquark of the proton is assumed to be in the spin-zero state (I=S=0), which implies
that the spin of the\ is determined by the spin of the s-quark, which is also responsible for a large
transverse momentum contribution. One of the earliest models trying to explain the transverse
polarization with this assumption is the LUND model [25]. Here the s-quark of\thecomes
polarized by compensation for the orbital momentum ofsépair created by the breaking of the

string force field. This orbital momentum originates from the fact that the quark and anti-quark
have to be produced a certain distance from each other due to energy and momentum conservation.
The energy between them can be transformed in the transverse mass of the pair and it is assumed
that if the string has no transverse degrees of freedom, the pair will obtain an orbital momentum
perpendicular to the string. Although this model is qualitatively in agreement with the data, quan-
titatively the results are not correct. This is because it is assumed that therejisdependence of

the transverse polarization, which is not the case. In the next sections three semi-classical models
are given which give a reasonable description ofithedependence of the transverse polarization.

This makes it possible to compare the measurement presented in this thesis with the predictions of
these models.
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Figure 2.2: Left: Momentum vectors for the s quark in the scattering plane in the sea of the
proton (s/p) and in the A (§/A). The recombination force is along the beam direction and the
Thomas frequency & is out of the scattering plane. Right: the curved trajectory of the s-quark
due to the recombination force and the corresponding orbital momentum vector L. Also depicted
isthe normal of the production planei.

2.2.1 The Thomas Precession model

The model proposed by DeGrand and Mietinen [26], tries to explain the transvedarization

using the following argument. A fast ud-diquark from the proton recombines with a slow s-quark
from the sea, which consequently has to be accelerated in the longitudinal direction. At the same
time the s-quark carries transverse momentum: on avefagg, in proton)~ pp(s in A) ~
%pT(A). So the velocity vector of the s-quark is not parallel to the change in momentum induced
by recombination and the spin of the quark feels the effect of the Thomas precession given by [27]

—

__1 F
_fy+1mq

—

& X 7, (2.5)

whered is the Thomas frequency,is the velocity of the s-quark anf is the color force applied
by the attraction of the di-quark. The concept is depicted in the left picture of figure 2.2. The
Thomas frequency enters the effective Hamiltonian in combination with the spin of the s-§uark

— 16 = —
U=25- T:f——vaS', (2.6)
r or

&L

with L the s-quark’s orbital angular momentum in the poteritiat). If this potential is attractive
thenL - 7 < 0, whereii = Dream X Da 1S the normal to the production plane (see the right
side of figure 2.2). In order to minimize the energy &r, the condition - 7 < 0 must apply,
and consequently - S < 0. This explains the negative transverse polarization, observéd in
polarization so far. The value of the polarization is derived to be [26]:

3 (1-39) 1

Pa = Az [(1 + 36)/2]2 m2PT

2.7)
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Figure 2.3: Dependence of the polarization on p (left) and xr for pp > 1 GeV/c (right). The
predictions drawn are from the Thomas Precession model. With respect to the p --dependence the
predictions are given for the four x » values corresponding with the data. For the x »-dependence
the model is calculated at p = 1 GeV/e.

2 2 2.2 .
with M? = | “BHETD 4 ailTe — p3 — pﬂ , where D denotes the ud-diquark.

In the simplest parameterization the dependence can be characterized by %(1 —zp)+
0.1zp. Now the following values are setn, = 1 GeVic?, mp = 2 GeVic? and (p3.,) =
1% + (k2), with (k%) = 0.25 GeV2/c?. With this parameterization a fit to the data can be
made for the polarization verspg- at fixedzr (left plot of figure 2.3) and the -dependence
of the polarization fop, > 1 GeVk (right plot). This results in a normalization parameter given
by Azy = 5 GeV~!, which is a typical recombination scale. The model manages to reproduce
the shape of the-dependence for the lowerr region. For the high: » region the model is
inaccurate: the: p-dependence shows a saturation of the polarization atsjgtwvhich is not the
case for the data.

Other parameterizations fgfz ) by recombination functions have been proposed and their
xp-dependence have been considered for thezewdata (see figure 2.4) [29]. In this model,
however, the saturation occurs even at lower valuesggfwhich makes it more improbable.

Also the polarization of other hyperons and other types of collisions have been predicted [28].
The sign can be predicted in this model with the simple rule: slow partons preferentially recombine
with their spins down in the scattering plane while fast partons recombine with their spins up (this
is because now the parton is the attractive potential and hence the orbital momBmﬂummges
sign). The predicted sign is always correct, but unfortunately the magnitude cannot be predicted
correctly. For example, the model predicts the same polarizatignferA as forp — = ~, butin
real life the latter is two times smaller. Similarly, tfié—p — A has twice as large a polarization
as the procesp — A, while the same magnitude is predicted. Furthermore in this approach
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Figure 2.4: Polarization of A, Py, as a function of = for three p intervals. Data are taken
from[2,3,4], while the curves are from[29].

anti-hyperons should not be polarized in p-p collisions, because they are built up completely from
sea-quarks (and no acceleration will take place), which is true foAthmrit not for the=.

In conclusion, the Thomas Precession model seems to be able to predict many features of
hyperon polarizations and it manages to reproduce the data for loyeorrectly. Since this is
the region where our measurements are performed this model is an important reference.

2.2.2 The Berlin model

This model [30] states that a hadron is polarideshd only if its valence quarks are polarized, and
due to a significant surface effect only valence quarks retain information about the polarization. In
order to explain thé\ polarization the existence of a largey was assumed, where the analyzing
powerA y is defined as:
Ay = doaiyp.ct —doar1B ! 2.8)
doaripct Hdoaiip_cl

Itis shown that this large value of x is due to the orbital motion of valence quarks in the original
projectile and it can be described by the following points, where the subscripts v and s denote a
valence or a sea quark. Superscripts P and T refer to a quark from the projectile or the target:

(I) Mesons (M) and baryons (B) produced through+g” — M andgq? + (¢sqs)T — B have
a large probability to go left (w.r.t. the collision axis looking downstream)ifis upwards
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polarized (w.r.t. the production plane).

(1) Baryons produced througly,q.,) + ¢ — B are associated witfty®)” + ¢ — M and
have a large probability to move in the opposite transverse direction w.r.t. the collision axis

as M does. Heréq?)” is the remaining quark from the projectile not used in the baryon
production.

Accordingly theA can be produced in direct fusion by means of 3 processes:

(@) An (u,d,) diquark from the projectile P picks ups quark associated with the target T
and forms a\: (u,d,)" + sT — A.

(b) An u, valence quark from the projectile picks ug,s;) diquark from the targetu?’ +
(dsss)T — A.

(c) The same as process b but now a valence qdarkom the projectile is takend!’ +
(usss)T — A.

These processes have different regions where they dominate. In the lowest region @ <
0.3) the largest contribution to the cross-section is from non-direct formation, which comes from
the interactions of the seas of the colliding hadrons. In the largest regipr>(0.6) process
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Figure 2.5: The Berlin model prediction for the transverse A polarization as a function of « i for
pr > 1GeVie.
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(a) dominates and in the intermediate region the direct formation processes (b) and (c) are the
most important. So, for example, to explain the large left-right asymmetyyfound in polarized
proton beam experiments at large process (a) has to be looked at. If we now take the diquark
(uyd,) to have spin zero, the polarization of the proton has to be carried by the remaining valence
quarku?. When this fuses with a suitable anti-sea-quark of the target to form an associated meson
(I1), according to (1) it has a large probability to obtain an extra transverse momentum to the left.
Momentum conservation causes theto have a large probability to be produced to the right,
contributing negatively tol i

The explanation for the transver&golarization is similar. In this case the polarization of the
is provided by the s-quark which obtains a negative polarization through the following mechanism:
according to () an associatdd * is produced byu?)” + 57 — K*. Now if the A going to the
left is considered, the associatively produdéd has a large probability to go right, which implies
from (1), that it is most likely to be downward polarized. Since i€ is a pseudo-scalar its spin
should be zero, which demands that #{eis upward polarized. By assuming that the se@air
is not transversely polarized the correspondidgshould be downward polarized which finally
yields a negatively polarizetl. Note that if the left going\ is produced by process (b) or (c), the
valence quark used should have a large probability to be upwards polarized. This however says
nothing about the polarization of th, which is completely defined by process (a). Therefore,
also in this case the largest polarization is at the largeegion where this process dominates.

By making use of number density functions, which were shown to give a good description of
the cross-section [31], a quantitative estimation has been made. This can be seen in figure 2.5
where the dependence of the transvergmlarization one  is depicted. As explained above, in
this model only at large r the polarization is significant. Although the fit looks quite reasonable,
there are many properties of this model which are not attractive: there are many assumptions (like
associative production and transversely unpolarigegair). Moreover it provides no prediction
for apr dependence and there are no predictions for anti-hyperons.

2.2.3 The Troshin-Tyurin model

In this approach the transverse momentum of Ahis introduced by the orbital momentum of
quark-antiquark pairs inside the hadron [32]. Here the picture of hadrons consisting of constituent
guarks embedded in a cloud of sea-quarks is used. In a hadron-hadron collision overlapping
between peripheral clouds occurs at the first stage of the collision. Under these conditions the
cloud is excited and as a result quasi-particles (massive quarks) appear in the overlapping region.
Furthermore the constituent quarks located in the central part of the hadron are supposed to scatter
quasi-independent by the mean field generated by the appearance of the massive quarks. The
inclusive production ofA hyperons then results from two mechanisms:

(a) Recombination of constituent quarks with virtual massive strange quarks. These are soft
interactions which occur at loyy (saypr < 1.0 GeVE).

(b) Single or multiple scattering of the constituent quark in the generated mean field, excitation
of this constituent quark, the appearance of a strange quark as a result of the decay of
the constituent quark, and subsequent fragmentation of strange quarks into fhieis
mechanism is determined by the interactions at distances smaller than the constituent quark
radius, and is therefore associated with hard interactiops>(1.0 GeVE).
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Figure2.6: The prediction of the Troshin-Tyurin model for the polarization as function of p - (l€ft)
and z ¢ (right). The pr dependenceis given for the four =  values of the data.

The polarization now originates from the multiple scattering by the mean field of the parent con-
stituent quark. Since it has non-zero mass it becomes negatively polarized [33] and this polariza-
tion results in a polarization of produced strange quarks and the occurrence of the corresponding
angular momentum. An analytic expression for thpolarization is derived:

C(zr) exp(pr/ms)

P(xp,pr) = sin(Rz(wF)Oz<qu>)(p2T JrAi)Q - Clar) explpr fms)

(2.9)

In this derivation the average orbital moment(in,;) is the contribution of the quark-anti-quark
pairs to the spin of the proton. This is estimated to be 0.4 from DIS data [34,35]. The param-
etera is the fraction of the orbital momentum due to the strange quarks. FiRglly ) is the
polarization obtained by the constituent quark by the multiple scattering. In the simplest possible
parameterization the dependence of the polarization ois taken to be linear:

R](l‘F) = R;name’ (210)

whereP"** = —1. In thepr-dependence term the constdnt ~ 1 GeVk is the scale of spon-
taneous breaking of chiral symmetry [19]. Since the size of the constituent quark is determined
by this scale Rg ~ i , it defines the region where the (hard) interactions feel the presence of
internal momenta in the constituent quark and hence where the polarization is expected to be sig-
nificant. So apr > A, the polarization is independentpf and only ther » dependent term of
expression 2.9 has to be applied. The fit of this part to the data (which can be seen in the right plot
of figure 2.6) givesy = 0.8 and shows that the  dependence can be reproduced well. Now, if

pr < A, mechanism (a) mentioned above starts to dominate, and since this yields unpa\arized
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the polarization goes to zero fprr — 0. This can be seen in the fit on the left side of figure 2.6,
where the shape of the,-dependence is more or less reproduced. The prediction of the model
for variousz - values has been plotted with, = 0.2 GeV/e? andC(x ) = 0.2, where the last
parameter was determined from a fit to p-p data at= 0.44. For the lower twar ¢ values the
calculation seems to be good, but for higher values the model underestimates the data. Also
this model relies heavily on many assumptions like the linear dependence @md the occur-
rence of polarization due to multiple scattering. Finally the model gives no predictions for other
hyperons.

2.3 Polarization in Heavy lon collisions

If a QGP has been created, zero polarization is expectedidariginating from this region. In

the Troshin-Tyurin model this can occur by assuming that in a QGP chiral symmetry is restored,
while in the models exploiting confinement, like the LUND and Thomas Precession model the
reference production plane disappears. In a QGP the information on the direction of the incoming
projectile (and consequently the ud-diquark) is lost. The production of a particle is then similarly
to the production out of sea-quarks in p-p collisions. Hence\tipeoduction will be similar toA
production in hadron-hadron collisions, which are not polarized. Following this argument several
authors have proposed to use the vanishing of transvwepsgarization in heavy-ion collisions as

a signature of the creation of a QGP [13,36,19]. However, this does not always imply that in ex-
periments no polarization at all should be seen. This will be shown for the transverse polarization,
as well as for the longitudinal polarization in the next two subsections.

2.3.1 Transverse polarization

In nucleon-nucleon collisions there are three effects which can possibly introduce a diminishing
of the A polarization [13]:

(1) Secondary production by pion-nucleon scattering.
(2) A production from a QGP
(3) Secondary scattering of leadinghyperons with nucleons within the interaction zone.

The first effect should become important in collisions of large nuclei at high energy, because of
the increase of the pion production cross section under these conditions. Howevepttoeluced
in this process are usually confined within the non-free nucleon-nucleon phase space kinematical
limit and at low laboratory momenta. Therefore they can be excluded from the polarization anal-
ysis by applying kinematical cuts. The second effect should yield zero polarization as mentioned
before, while the third effect is estimated to be a small effect by Panagiotou [13]. Recently,
however, a new model has been proposed in which it is stated that secondary scattering (on the
contrary) even can enhance the polarization [36]. They argued that secondary elastic scattering of
A’s with nucleons can influence the final polarization measurements by producing

(a) a shiftin the longitudinah momentum

(b) a shiftin the transvers& momentum
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(c) aflip in the originalA spin direction.

For the first two effects they make a quantitative estimation, while they omit effect (c), because
no good estimate is possible for this effect due to lack of experimental data. The production of
hyperonsin Pb-Pb collisions is described, which is assumed to be driven by two contributions. The
first contribution is from\s produced in the interaction region where the density is not high enough

to deconfine quarks and gluons. This should occur in peripheral collisions (with high impact
parameter b). They use the recombination model of section 2.2.1 to account for the production of
As inthis domain. The second contribution is from the region where a QGP is created (supposedly
at small b), where coalescence of independent slow quarks takes place. These two contributions
thus depend on the type of collisions. This can be shown in an estimate of the dependence of the
cross section on the impact paramétéigure 2.7).

600 .
‘\\ Pb— Pb Collision
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N e Recombination
a \\\ ______ QGP
dﬁfﬂo N, — Total
d’b 300 \\_\
. ---.‘--_\:‘\'}“\
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Figure 2.7: A production as a function of the impact parameter in a QGP (dash-dotted line) and
in the periphery (dashed line). The solid line represents the total A production cross section.

With both contributions taken into account, th@olarization is calculated using thelependent
differential cross sections. The result of this can be seen in figure 2.8. Here the clear Thomas
Precession-liker dependence of the polarization can be seen. In this case however, it is shown
for different impact parameters, where the magnitude ofAtmolarization for the most central
collisions ¢ = 0 fm) and the most peripheral ¢ 9 fm) differ by a factor of 2.

In addition to this, also the effect on the polarization of secondary scattering of ithehe
nuclear medium is determined (figure 2.9). For the fowregion there is a significant increase
of the polarization, the largest a factor 5 for the clased fm. Furthermore the most centrally pro-
ducedAs show a larger increase of the polarization than the more peripheral ones. Unfortunately
only the lowerp region is shown in this figure taken from [36], so it is not clear whether at high
pr the values of the polarization with and without in-medium effects converge. It is interesting to
see the maximum value of the polarization caused by these effects.

A disadvantage of this model is, that the cross sections are only taken to be dependent on
impact parameter and not onz . In this way it is not clear what the polarization effects are at
mid-rapidity as opposed to the fragmentation region.
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Figure 2.8: Transverse A polarization as function of p for different impact parameters of the
collision.

2.3.2 Longitudinal polarization

The presence of longitudinal polarization in a samplé bfyperons could be due to thes that are
decay products of thg. If the = is unpolarized, the parity violation in tfe decay will induce a
non-vanishing longitudinal polarization in tie For theAs which are longitudinally polarized the
asymmetry found in the internal dec@yngle of the proton in the longitudinal direction amounts
to:

dN 1
- N - 2.11
dcost 4w [1 + anaz cosf] ( )
whereay = —0.642 andaz = —0.456 are theA and= decay parameters. The same relation is

valid for the anti-particles and because of the abundance of multi-strange anti-baryons in a QGP,
the longitudinal polarization of tha has been proposed as a probe for the creation of a QGP. The
longitudinal asymmetry is estimated to be of the order [37]:

Ny —N| 1[Nz
NT + Ni 9 N]\
whereN; andV, are the particles produced 'above’ and 'below’, with respect to the plane normal
to the A momentum. The term in the square brackets is the relative abundance of all polarized
hyperons to the total number measurkegarticles. This value is predicted to have a value to be

approximately%, which implies a longitudinal polarization of 7%. This is 5 times more than is
seen inpp interactions [38].

} apaE (2.12)

2.4 Summary

The transverse polarization determined from straightforward pQCD calculations shows that at high
pr itvanishes. This is in disagreement with the data. Because the polarization effect seems to arise



22 Theory

-

kel

°

N

2 C

5 008 [

o L

o r N S

< ol S e b=7fm
-0.12 |
014 b=0fm
;&T‘IG._lwlwlw\|||\|\\|\|||\|\\|\||

0 0.1 0.2 0.3 0.4 0.5
pr {Gev)

Figure 2.9: The influence of secondary scattering in the nuclear medium on the transverse A
polarization for two different values of the impact parameter. The straight line gives the result
without secondary scattering and the dashed lines give results, affected by the secondary scatter-
ing of the A in the medium.

from the non-perturbative region, modifications to the pQCD based models have been proposed.
Although these modifications manage to introduce polarization effects, there are some large dis-
advantages: for the higher twist effects the quantitative description is not yet accurate enough and
for the polarized fragmentation functions the contribution from the hadron fragmentation to the
polarization seems to be overestimated. Furthermore, both the modifications are put in by hand
and hence they lack physical rigour.

Alternatively semi-classical models are used, which all have some predictive power. In these
models thepr dependence of the polarization is explained by assuming that the polarization of
the A arises from the spin of the s-quark (in a SU(6) picture). This s-quark obtains transverse
momentum when it is created by breaking a color string, which results in a rotatipgir (Lund
model); it obtains transverse momentum by the orbital motion of valence quarks in the projec-
tile (Berlin model) or the orbital motion of quark-antiquark pairs in the hadron (Troshin-Tyurin
model). Thexr dependence is provided by the ud-diquark which creates the color string with
the target (LUND model), the di-quark that attracts the sea-quark, whose spin feels the influence
of the Thomas Precession (Thomas Precession model) and for the Berlin model the polarization
process dominates at large: with respect to the non-polarizing creation processes ofithin
the Troshin-Tyurin model the polarization is introduced by multiple scattering which will be larger
at hlgha?F

The LUND model does not predict a dependence:@gnand therefore is not considered here.
The Thomas Precession model and the Troshin-Tyurin model manage to give a good description
of thep-dependence for theg-region up to 0.5 and hence serve as a good reference for the data
investigated in this thesis, which are taken at this region. The Berlin model gives no quantitative
prediction for thep dependence, but itsp dependence is accurate and can also be used here.

Finally the transverse polarization in heavy ion collisions is predicted to be suppressed for
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central collisions (Ayala et al.) or even to vanish (Panagiotou). Since the NA57 experiment is able
to determine the centrality of the collision this dependence can be investigated. The longitudinal
polarization can give information on tf¥®production and hence can give additional information

on strangeness production in heavy ion collisions.
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The data analyzed in this thesis were collected at CERN (Centre Europeanne de Recherche Nu-
cleaire) laboratory in Geneva. In the SPS (Super Proton Synchrotron) accelerator protons and lead
ions were accelerated and collided on a fixed target. The particles coming out of the collision were
detected in the NA57 detector. In this chapter the SPS accelerator is described briefly, after which
the NA57 detector setup is described.

3.1 The SPS accelerator

In figure 3.1 a view of the CERN accelerator complex is given. The largest component is the
former LEP (Large Electron Positron collider) ring, currently being transformed to house the LHC
(Large Hadron Collider). The particles used in the LEP ring were injected by the SPS accelerator.
At the same time this accelerator was able to produce independent beams of protons and heavy
ions, which continued after the shutdown of LEP. The proton beam can have an energy of up to
450 GeV¢t , while the heavy ions can have an energy between 100 and 40Q GeNédccelerated
proton.

The heavy ions used for the collisions are first ionized in the Electron Cyclotron Resonance
(ECR) source and then selected®h?+ charge state only. These ions are then further stripped
by Strippers to the finaPb32+ state and in between accelerated in the LINAC (Linear Collider),
the Proton Synchrotron Booster (PSB) and the Proton Synchrotron (PS). The heavy ions provided
by the PS are delivered in four ion cycles of 1.2 s each within a supercycle of 19.2 s. They have
an energy of 4.251GeV/e and then are accelerated in the SPS to a maximum enertfj0of
82/208 = 158 AGeVlc . After the SPS has increased the beam energy to the required value, the
beam is delivered to the North Area target hall, where a splitter fills 6 beam-lines simultaneously.
Of these the H4 beam line is used by the NA57 experiment. The typical ion flux on the target is of
the order ofl x 10° ions per spill. A description of the NA57 experimental setup is given in the
next section.

3.2 The NA57 Experiment

The NA57 experiment has been designed to measure (multi)strange hatly&s @ndQ2~ hy-
perons and their anti-particles) for different collision systems at different beam energies. These
hadrons can be identified by recording the tracks of their (charged) decay particles. The reconstruc-
tion of the decay patrticles is troubled by the low production probabilities of the strange hadrons,
which asks for a high event rate. This can be obtained by a large acceptance and therefore detec-
tors have to be placed close to the target. This introduces a large number of background particles
and in order to be able to still reconstruct the decay particles of the original hadrons the two-track
resolution of the detectors has to be very good. The requirement of a good resolution (of the order
of tens of microns) and use at high event rate can be met by silicon pixel detectors.

In figure 3.2 an overview of the apparatus is shown. In the NA57 definition, the beam direction
is taken as the X-axis, while the Z-direction is taken in the direction of the magnetic field. The Y-
axis is then chosen to give an right-handed coordinate system. The whole setup is positioned in the
Goliath Magnet, which has a maximum magnetic field of 1.4 T along the vertical direction. In this
way the momentum of the particles produced in the reaction can be determined. In addition to the
tracking device, comprising of the silicon pixel detectors, also other elements are included. The
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Figure 3.2: Schematical view of the NA57 experiment setup (not drawn to scale) for the
158 A GeV/c data-taking period of 1998. The beam particles are coming fromthe left. The Slicon
Compact Telescope consists of Y and Z pixel planes alternately (see the end of subsection 3.2.4).

target region can consist of different targets. These are discussed in subsection 3.2.1 together with
the possible beams. A sample of scintillator detectors are placed in the beam line and positioned
behind the target for the trigger purposes. This is explained in subsection 3.2.2. Multiplicity Strip
Detectors (MSD) are placed behind the target to measure the number of particles produced in the
collision, which can be taken as a measurement of the centrality of the collision (section 3.2.3).
The silicon pixel detectors are grouped together in a central tracking devicalitioa Telescope

(section 3.2.4). The silicon telescope is suspended from the so €pteshl bench, from which

also theLever Arm is suspended. This lever arm can consist both of silicon pixel detectors and
silicon double-sided micro-strip detectors. This last type of detector was developed and maintained
by the University of Utrecht. Therefore more attention is paid to the description of this part of the
setup (section 3.2.4), especially as in the next chapter the performance of the lever arm with these
detectors included will be discussed.
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3.2.1 Collision systems

Table 3.1: Overview of the data runs taken by the NA57 experiment.

Data taking| System| Beam momentun| /s (AGeV/k) | Sample size (events)
1998 Pb-Pb 158 AGeVic 17.3 230 M
1999 p-Be 40 GeVE 8.8 60 M
1999 Pb-Pb 40 AGeVie 8.8 260M
2000 Pb-Pb 158 AGeVic 17.3 230 M
2001 p-Be 40 GeVE 8.8 100M

The physics goal of NA57 is to extend the scope of the WA97 experiment. This made the first
collision system studied at NA57 a 158GeV/c Pb beam on a Pb-target. In this way a cross
check of the results of WA97 could be obtained and an extra multiplicity bin could be added. This
measurement was repeated in 2000 in order to increase the statistits fand=~ hyperons in
the lowest multiplicity bin. Between these periods, in 1999, also measurements were done with
a beam energy of 48 GeV/e, both for a p-Be and a Pb-Pb system. At this energy the center of
mass energy for the Pb-Pb collision\j4 = 8.8 AGeV/c which is approximately half the center
of mass value of the system at 18&eV/c (/s = 17.3 AGeV/c). Considering the fact that the
value achieved at the Alternating Gradient Synchrotron (AGS) at BNL isA45&V/e, with the
40 AGeVle runs it is possible to measure in a new range and the dependence of the strangeness
production of the energy of the collision system can be investigated. The p-Be run at 40i§eV/
necessary to give reference data for a smaller collision system. Since the cross sectior3 for the
and=" are very low for this collision system, in 2001 the experiment for the p-Be system at 40
GeVl/c was repeated to increase statistics. Intable 3.1 an overview is given of the collision systems
together with the number of events collected. In order to enable different collision types the target
could be removed and changed. For the lead induced collisions a target with a thickness of 0.4 mm
was installed, which is 1% of the interaction length for Pb-Pb interactions. The number of particles
in the beam provided by the SPS amounts 010 ° ions/burst, giving arountl x 10# interactions
every 19.2 seconds. For the proton beam data a Beryllium target with an interaction length of
8% has been used. Furthermore during all periods runs were taken with the target removed to
determine the empty-target contamination. In the following the data samples will be indicated by
their year and their system: e.g the lead run in 1998 will be indicated by Pb1998, while the proton
run in 2001 is denoted as p2001.

In the chapters on the track recognition and the particle selection the data from the Pb1999 and
Pb2000 runs will be used. In the analysis of the yields and the polarization only the Pb1998 data
is considered in this thesis. Therefore in the next sections only the setup for the lead runs will be
discussed.
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Figure 3.3: Front view of a Multiplicity Strip Detector (MSD) station. The pitch of the strips is
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3.2.2 Trigger

The NA57 experiment has two kind of collision systems: the proton and the lead induced reactions.
This will give rise to two different multiplicities of particles which asks for a different trigger logic.

In the following only the setup used for the lead interactions is considered. The basic part of the
trigger is to check whether an interaction has taken place in the target. In order to determine
whether an interaction has occurred, beam counters have been placed in the beam line, as can be
seen in figure 3.2. Counter S2 is placed around 70 m upstream of the center of the magnet, which
is 60 cm from the target. This counter measures the passage of a beam particle. At 9 m behind the
target the VO counter is placed. This counter is used as a so called 'veto counter’. This means that
in case of an interaction in the target, it is assumed that no beam particle can be measured by VO.

BEAM = S2 - VO .

The S2 and VO counters consist of qua@erenkov detectors. In case the counter is passed
by two ions at the same time, the signal will be higher and because of this the trigger logic also
produces a second output for the S2 counsad. The trigger should reject these events and
therefore a veto is demanded. The lead trigger should select the 50 to 60% most central nucleus-
nucleus collisions and therefore a large number of particles will come out of the interaction region.
The petals, scintillators which are arranged around the beam line (at 2.4 cm) like their flower-
counterparts around the bud, provide a fast measure of the centrality of the collision. The Petals
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cover the pseudo-rapidity in the region< 1 < 2, where the pseudo-rapidity is defined as:
0
n = —Intan 3 (3.1)

in which @ is the angle between the momentum of the particle and the beam axis. The resultant
trigger can be defined to select on the most central events:

INT = BEAM- S2D - PT(5/5) .

where it is demanded that in addition to a BEAM event, also all (5 out of 5) petals have fired.
There are only 5 petals included because one petal scintillator detector was not functioning during
the Pb1998 period. Even when during the 1999 and 2000 data-taking this petal was repaired, the
requirement for 5 hits was kept for compatibility. When all the requirements are met, the trigger
signals for the detectors to be read out. During the readout a dead time signal is generated which
acts as a veto for following events. The length of the dead time signal is determined by the slowest
component in the readout, which was either the pixel or double-sided micro-strip detectors. This
dead time had a value of around 1 ms. For a more detailed description of the trigger logic see
[45,46].

3.2.3 Multiplicity Strip Detector

The Petals give a rough estimation of the event centrality and are ideal for trigger purposes because
of their fast response. In order to have a precise measurement for off-line analysis the Multiplicity
Strip Detector (MSD) is added. This MSD consists of two identical stations which are positioned
at 20 and 55 cm from the target. The front view of a station can be seen in figure 3.3. The station
consists of three independent arms which are positioned below and at both sides of the beam line
at a distance of 2 cm. Each arm is built of four parts, which are silicon micro-strip detectors with
different pitches for the strips. The first station measures the multiplicity of charged particles in the
pseudo-rapidity regioh.88 < n < 2.99, while the second measures in the rag& < n < 4.00.

This amounts to a total azimuthal coverage of 34%. Note that the MSD is only installed during
the lead data-taking.

3.2.4 Silicon Telescope

The tracking device of the setup consists of a spectrometesilthen Telescope, which is an array

of silicon detectors suspended from an optical bench. This bench points back at the target and is
placed completely inside the magnet. It can be inclined in order to measure hyperons around mid-
rapidity and at medium transverse momentum. The inclination angle of the bench and the distance
from the first detector to the target depend on the beam energy. For the case of a lead beam at
an energy of 1581 GeV/c the inclination angle is 41 mrad and the distance is 60 cm. For the 40
AGeV/e setup the angle and the distance amount to 72 mrad and 40 cm.

The detectors are suspended from the bench in such a way that their lower edge is on a straight
line pointing to the target and that they are placed symmetrically with respect to the beam. This
gives the same geometric acceptance for particles and anti-particles.

The silicon telescope can be divided in two parts: @oenpact Telescope and theLever Arm
(see figure 3.2). These are described in the following sections. A schematic overview of the precise
configuration of the telescope for each run period is given in appendix A.
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Compact Telescope

The compact part of the telescope is used for the track reconstruction and can be considered as a
vertex detector. Therefore it is placed close to the target. In order to make precise measurements
of the particle trajectories this part only consists of silicon pixel detectors, which have a high
granularity. The number of pixel detectors used during the data-taking periods has ranged from 9
to 11. The detectors are placed 2 cm from each other giving a total length of around 30 cm for the
whole compact part. In the following the silicon pixel detectors will be described in detail.

Silicon Pixel Detectors

The silicon pixel detectors have been developed by WA97 in collaboration with the CERN RD19
group. The NA57 experiment makes use of two different types of pixel planes: one based on
the Omega2 front-end chip [40,41,42] and one on the newer Omega3 chip [43]. The difference
between these types lies in the granularity, while their cross section is the same: they both have a
sensitive area of of 5% 55 mn?. The thickness of the planes is kept small to make the detector
transparent. This results in a layer of 3@ thickness.

The Omega?2 based planes are comprised of ladders, which are silicon wafers with an area of
54 x 6 mn?. Each ladder is built of 96 columns and 64 rows of rectangular diodes (pixels) which
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have a size of 50& 75 m?. Figure 3.4 gives an overview of a ladder. The pixels are read out
digitally by chips, each containing 16 times 64 read out cells, yielding 6 chips per ladder. Six
ladders are glued side by side on a ceramic support with an inter-spacing of a couple of mm’s
to create an array. The array consequently does not cover thé Bm? surface with sensitive
material and therefore an identical array is mounted behind it, but shifted by 4 mm (fig. 3.5). In this
way the whole area is completely covered and ladders even overlap, which is useful for alignment
purposes. The two planes together are considered to be one pixel detector and the total number of
pixels amounts t096 x 64 x 12 = 73728.

The Omega3 detectors have the same structure but instead of the pixels of sizg50m 2,
the new chips employ pixels of size 56050 ym?. Furthermore the chips contain 16 columns
by 127 rows, giving the equivalent of 4 ladders in one array. This improvement has the result
that the same sensitive area is now covered by 98 thousand pixels. Because of the fact that the
pixels are rectangular, they will give greater resolution along one direction than the other. In order
to have good resolution in both directions planes are rotated with respect to each other. The set
of detectors can be split up in Y- and Z-planes, with the better resolution in the corresponding
direction. In figure 3.2 the different detectors are denoted by different shades of grey. As can be
seen they alternate in the setup.

Lever Arm

The lever arm is installed to improve the momentum resolution of the high momentum charged
particles in the bending plane. Therefore the detectors used need to have a high resolution in the
Y-direction of the experiment. This requirement can be met by silicon micro-strip detectors. These
have been included in the lever arm in addition to pixel detectors for the Pb1998 run and from 1999
on were the only detectors in the lever arm. The lever arm was positioned around 30 cm from the
last pixel detector for all experiments.

Silicon Micro-strip Detectors

The silicon micro-strip detectors were developed and built at the institute of Sub Atomic Physics
at Utrecht University/NIKHEF, and they are prototypes for the detectors which will be used in the
ALICE experiment. In the period from 1998 to 2001 two different kinds of micro-strip detectors
have been employed: double- and single-sided detectors. Because the single sided detectors are
similar to the double sided detectors, but just have a more simple structure only a description of
the double sided detectors is given.

The micro-strip detectors are placed further away from the target than the compact tracker. Due
to the magnetic field particles have moved away from the beam line axis in the bending plane. In
order to have a reasonable acceptance for charged particles the micro-strip detectors are wider than
the pixel planes: the planes measure<xr82 mn¥, with an active area of 73 40 mn?.

The double sided micro strip detectors have a bulk of N-Bipeith a thickness of 30815 um
in which strips, which are 0.5m thin, are implanted on both sides. The strips have a pitch of
95um. In figure 3.6 the cross section of a double sided detector is shown. The strips implanted
on the junction side are made of P+ doped silicon and therefore this side will be referred to as the
P-side. These strips are covered ki@, dielectric with a thickness of 0.3m, which is spread
over the whole active surface. On this layer, which acts as a insulagam thick aluminum
strips are placed above the implanted strips. In this way for each strip a capacitor is formed, which
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are drawn as solid lines, while the strips on the P-side are indicated with dashed lines (the angle
isnot drawn to scale).

separates the leakage current of the strips from the input signals of the read-out chip. The capacitor
furthermore enables an AC coupling of the detector with the electronics. To protect the detector
against electrical, chemical and mechanical damage a passivation layer finally covers the complete
surface. The same structure is made at the Ohmic side (N-side). On this side though the strips
are N+ doped and they are insulated from each other by P+ doped stops. The active surface is
surrounded by two heavily doped implantates: the guard ring which separates the active area from
the edges of the detector, which might have been damaged by the cutting process, and the bias ring
which guides the operating voltage to the strips. This can be seen in the electrical diagram which
is shown in figure 3.7.

Each detector-side has 768 strips implanted and they are tilted by a small angle (see fig. 3.8).
By combining strips from both sides it is possible to extract two-dimensional information from
hits. In order to keep the resolution the best in the direction of the bending plane, the strips are
tilted with respect to the vertical direction by a small angle of only 17.5 mrad. This amounts to a
stereoscopic angle of 35 mrad between a strip from the P-side and one from the N-side and gives a
RMS resolution of at most 27 um in the horizontal direction. Due to the analogue readout this
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resolution is even better, since the charge distributed over different strips enables a more precise
hit reconstruction (see section 4.2.3). For the vertical direction this implies a resolution of about
1 mm. The values for the resolution in the Y-direction and Z-direction are set by the requirements
on the precision of the ALICE inner tracker [44]. The strips are numbered from left to right and
counted from 0 to 767. The seven strips on the left have a smaller length than the other, but are still
read out. This is not the case for the seven strips in the right lower corner (strip 768-774) which
can not be connected to the read-out chips.

The strips are readout by the Viking VA chips [47,48], whose working diagram is depicted in
figure 3.9. The VA consists of 128 identical parallel charge sensitive amplifiers. Each channel
will integrate the signal collected from the detector for abous1 After this period (the peaking
time), thehold signal is applied to sample the value. The output of each cannel then enters a
128 channel multiplexer, whose switches are controlled by a bit register which runs in parallel. A
shift-in activates the output bit register which is steered bydke clock signal. The output
of the multiplexer goes directly out of the chip via the output buffer: the signal is distributed
over a positive ¢ut +) and negativedut -) differential output. After all channels are readout a
shift-out is generated which stops the read-out process.

This process is repeated for all 6 chips of one side, wherelhe t - out of the preceding chip
is theshift-in of the new chip read out. The firshift-1in is provided by thesequencer,
which steers the whole readout of all detectors after it has received the trigger signal. After all
chips at one side have been read-out the final() and ut -) output signals are composed
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of the 768 sequential signals of one detector side. These two signals are sent to an Analogue to
Digital Converter (ADC), where they are combined. This is steered bydherert signal from
the sequencer.

The digital values from the ADCs are read out by a VME processor, which is controlled by the
central data-acquisition system. In order to limit the amount of data and to select only the most
interesting hits, a hardware threshold is set byrthe. This threshold is typical for each strip and
its determination is described in subsection 4.2.1.

In the next chapter it will be shown how the data collected from the silicon telescope will be
used to perform the off-line track reconstruction.
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The NA57 experimental setup has been designed to measure strange particles. In order to translate
the information extracted from the detectors to the characteristics of physical particles an off-line
reconstruction of the raw data has to be done. This is divided in two parts: first the hits recorded
in the detectors are translated to tracks of the particles and the momenta of these tracks are deter-
mined. This reconstruction part is performed by the program ORHIOM€&gaReconstruction

code forHeavyl ON experiments [52]). The information on the track momenta which is stored

by this program is then used in the second phase where the particle identification is done. This
analysis, which is done by the ANALYZE program, is discussed in the next chapter. In this chapter
the track reconstruction done by ORHION is described, which is the subject of section 4.1. The
micro-strip detectors (see section 3.2.4) were no part of the WA97 setup and since their charac-
teristics are different from the detectors used before the ORHION reconstruction code had to be
adapted. The implementation of the micro-strips in the ORHION code is described in section 4.2

4.1 Track reconstruction in ORHION

The tracking device in NA57 consists of the telescope, which is divided in two parts: the com-
pact part and the lever arm. The track recognition is performed only in the compact part of the
telescope. The lever arm is used to improve the momentum resolution of the higher momentum
tracks found by the compact telescope. The reconstruction program ORHION has been designed
to perform these two tasks. Its track finding algorithm is based on the following idea: because
it is not possible to detect the multi-strange particles themselves with tracking, it is easier to find
them indirectly i.e. to reconstruct them by finding their decay products. These decay products
are charged and therefore their momentum can be determined by applying a magnetic field over
the detector setup. When the charged particles traverse the detectors their curved trajectories can
be followed. An example of a hyperon decay can be seen in figure 4.1, where the decdy of an

in a magnetic field is rendered schematically. In order to reconstrué? tliest two oppositely
charged decay tracks of thlehave to be combined. This resultahthas to be recombined with

the K~ track to yield the2. The decay of thd in this picture is called & ° decay. There are two
possible decay topologies: the cowboy and the sailor topology which are schematically drawn in
figure 4.2. The case shown in tRedecay is the cowboy topology. In the case the decay particles

do not have their tracks pointed at each other one has a sailor topology. In these topologies the

® B
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Figure4.1: Decay of an Q2 into charged particlesinside a magnetic field. Thetracks of the charged
particles are crossing the silicon telescope.



4.1 Track reconstruction in ORHION 41

production decay production decay
vertex vertex vertex vertex

Cowboy topology Sailor topology

Figure4.2: The Cowboy and Sailor topology ofia® decay.

point of decay is called the decay vertex or secondary vertex, where the point of the production of
the main particle is the production vertex or primary vertex.

In the NA57 experiment only particles decaying in the cowboy topology are considered. This is
due to the small acceptance of the NA57 detectors. ORHION first reconstructs all the tracks in the
detectors from the hit information. Then all possible combinations of oppositely charged tracks
are matched. By applying some rough selection cuts, a first samplé céindidates is selected. In
order to handle these different tasks the ORHION program consists of different subroutines which
are referred to as processors. These processors are described briefly, after which the processors
which are necessary for the track reconstruction are described in more detail.

The processors are:

e OR: this is the main processor, which steers the program.

ST: this processor performs the track recognition in the compact telescope.

XC: here the tracks found in the ST processor are extrapolated to the lever arm which con-
tributes to the track fit.

e TF: this is used for track parameter fits and track extrapolations.
¢ VO: this performs the first selection & candidates.
e MD: multiplicity detector reconstruction.

Note that the TF processor is a service processor, which only provides utilities for other pro-
cessors. In order to understand how the track reconstruction is done, the ST and XC processor are
described in more detail. First the track recognition procedure in the ST processor is described
in section 4.1.1 after which the use of the lever arm is discussed in section 4.1.2. The selection
procedure of a first sample f° candidates will be explained in section 4.1.3. The MD processor
is responsible for the translation of the MSD detector hits (section 3.2.3) to information on the
centrality of the collision. This analysis is independent of the strange particle reconstruction and
therefore will not be presented in this chapter. The analysis of the MSD data is described in sec-
tion 6.3. The assignment algorithm developed to include the micro-strips in ORHION is discussed
in section 4.2.
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4.1.1 Track recognition: the ST-processor

In the NA57 experiment only the hit information from the compact part of the telescope is used for
track recognition. This part consists solely of silicon pixel detectors with a high granularity (see
section 3.2.4). In these detectors hits of tracks are reconstructed from the pixels, small patches
of silicon which are read out digitally. This means that only a hit is recorded when a signal
larger than the threshold is measured. ORHION translates these hit positions to three-dimensional
space points with a good resolution (in the order of tengnf and therefore a three-dimensional
track-finding procedure can be utilized for the recognition of tracks. This track-finding procedure
consists of a combinatorial approach: hits on the two outer planes of the compact telescope are
combined to make candidate tracks in the non-bending direction. The hits on the inner planes
are then used as a confirmation of the initially chosen pair of hits. Since most of the tracks come
out of the target region, this combinatorial approach can also be used with the hits on the first
plane replaced by the center of the target. By first searching for tracks with the center of target
as constraint, many ghost combinations can be avoided and consequently in the track finding is
started with this approach. In the following the track recognition will be described in more detail.
After the two starting points have been selected the track finding is done in three steps:

Step 1 Track recognition in the (X,Z) projection. Since this plane is parallel to the magnetic field
direction, the projection of the tracks on this plane should follow straight trajectories. Hence
the chosen hits are combined to define a straight line, which as a condition should have its
slope in the acceptance range. The intersection of this straight line with the other planes
is taken as a prediction and the closest hit on the pixel plane (i.e. within the resolution) is
then assigned to the track. When the total number of hits assigned to a track is higher than
a threshold the collection of points is accepted as a candidate track. This threshold is set at
roughly 50% of the number of planes used.

Step 2 Track recognitionin the (X,Y) projection. The same procedure as done in step 1 is repeated,
but since this projection is perpendicular to the magnetic field the tracks are curved. There-
fore instead of a straight line a parabola is defined and in order to get a good first choice
a third point is necessary. This point is chosen by drawing a straight line and then search-
ing for a hit on a middle plane within a large acceptance window. When a hit is found a
parabola is defined and with the predictions of this parabola on other planes matching hits
are selected and a track is built.

Step 3 Track matching. In the last step the track candidates in both projections are matched. This is
done by checking whether the hits which defined the separate track projections correspond.
When the number of shared points is larger than a threshold the track is accepted and a three
dimensional representation of a track is left with its hits stored in a track bank. The size
of the threshold is dependent on the number of planes in the Compact Telescope. For the
Pb1998 and Pb1999 runs respectively 9 and 10 planes were used for the track finding. The
minimum number of points for acceptance of a track was set to 7 for these runs. For the
Pb2000 data the compact telescope comprised of 11 planes and the threshold was set to 8
hits. The hits, which are assigned to a track, are marked not to be used again.

The track finding method described above has the disadvantage that inefficiency in the starting
planes (first, middle and last) can lead to the loss of good tracks. In order to recover the lost tracks,
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the definition of first, intermediate and last plane is varied. So for example in the reconstruction of
the Pb1998 data, besides the standard definition (1-5-9) for first, intermediate and last plane, also
other combinations are used for track finding, for example 1-4-9, 2-5-9, 1-4-8 and 2-5-8. After
the track finding has been completed, the collection of hits belonging to a track is fitted using a
Quintic Spline Fit [55], which is implemented in the TF processor. The resultant fit parameters are
also stored in the track bank.

4.1.2 The track improvement: the XC-processor

After the tracks have been reconstructed in the compact telescope they are extrapolated to the
lever arm where points are added to improve the fit. This is done by the XC processor. In the
Pb1998 experiment the lever arm consisted out of silicon pixel and micro-strip detectors. Because
the micro-strip detectors were only for the first time employed, only the pixel detectors were used
in the analysis of the 1998 data. In the following experiments only micro-strips were used in the
lever arm. The resolution of the micro-strips is worse than that of the pixel detectors, so that a
different extrapolation algorithm had to be used. In the following first the lever arm in the 1998
situation is described, after which the use of the micro-strips in the lever arm is explained.

The lever arm without micro-strips

In the 1998 data-analysis only pixel detectors were used for the lever arm. In order to assign hits
of the pixel planes in the lever arm to extrapolated tracks the following method was used:

1 The first track is extrapolated from the telescope to the first pixel plane.

2 The distances between the extrapolation point and all hits in that plane are calculated.

3 Allthe hits within 3 of the distribution of distances, calculated in the last step, are selected.
4

For each of the hits, selected in the last step, their space point is added to track bank, which
contains the points of the preceding detectors. With this new hit, a new track fit is performed.
The hit which gives the best fit (the smallgst value) is finally selected.

5 The selected hit is kept in the track bank and this best new fit is extrapolated again to the
next detector and the procedure described above is repeated again. Note that when no hit
matches the selection criteria, the track is extrapolated to the next detector available.

This hit attachment and new track fit procedure is done for each track. When the resultant
track fit satisfies the conditiop?/N DF < 2 the track is stored for later analysis purposes and its
characteristics are stored in the output DST-file.

The lever arm with micro-strips

During the data taking periods of 1999 till 2001 the micro-strips were functioning properly and
could be used in the lever arm. Due to the lack of good pixel planes the micro-strip planes were
the only planes used in the lever arm. Because of the fact that the micro-strips were a new type of
detectors in the NA57 setup, the ORHION software had to be adapted. First the decoding of the
raw data was added to the XC processor. For the pixel detectors this is done in the ST processor,
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but in order to keep the alterations in the software concentrated in the software design, it was
decided to implement all the micro-strip software in the XC part.

Furthermore because the micro-strip detectors give different hit information than the pixel de-
tectors (like a poor Z-resolution of space points, calculated by combining strips from both sides),
a direct cut on the distance between the extrapolation and hit candidate can give a problem at high
hit multiplicities. Therefore a new hit assignment algorithm was developed by Alain Michalon. In
the next sections all steps implemented for the use of the micro-strips are described in detail.

4.1.3 Reconstruction of VY candidates: the VO processor

After the track reconstruction has been completed, a sample of tracks for each event is available.
In order to find the decay of a neutral particle, a pair of two oppositely-charged particles has to be
reconstructed. This task is performed by the VO processor which uses the tracks stored in the track
banks to make a first rough selectioniof candidates. The VO processor sets some conditions
which have to be satisfied by a track pair to be selected.

The tracks from this pair should originate from the same positiondgbay vertex. By extrap-
olating the fitted tracks back to the target region it can be checked whether their closest approach
is not too far away. This constraint should deselect the many random combinations which can
be made by background tracks, like the ones originating from primary production vertex. The
requirement on this distance is put at 1 mm for the first selection. It is also required tdatalye
vertex lies only between the target and the first plane of the telescope.

TheV? candidates are stored again in ZEBRA banks [54]:Webanks, which are also copied
to the output DST. From the information in the DST-file a refined selectiovi btandidates is
done. This will be explained in the next chapter.

4.2 The micro-strips in the reconstruction software

4.2.1 Hit reconstruction

For the micro-strip detectors the hit information is stored as the strip number of the strip which is
traversed by the track and the charge deposited by the track, stored as an ADC value. As there are
two active sides per detector, for each track passing the detectors there are two strip numbers and
ADC values stored. In the following the extraction of the hits out of this information is described.

First the hardware thresholds of the strips have to be determined. This is done by taking data
during a period when there is no beam. In this way only noise will be measured. This noise
is sampled 1000 times for each strip and with this sample the average value an the variation are
calculated of the strip readout. The average value of the noise ofjstrigalled thepedestal P ; of
that strip, and this pedestal has to be subtracted from the measured ADC signals of that strip. The
variation of the pedestal is referred to as RS value of the noise V; and it gives an indication
of the noisiness of strip. Both P; andV; are expressed in ADC units.

The typical value for the noise is dependent on the type of detector and the readout chip. For
example for a detector with a VA2 chip the average value of the noise of a strip is 4 ADC units
for the P-side and 6 units for the N-side of a double sided detector, as can be seen in figure 4.3.
The fact that the noise of the N-side is higher than the P-side is characteristic for a detector with a
bulk of N-type silicon. For detectors with the VA1 chip the amplifying capacity is half that of the
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VA2 chip and thus all ADC values are decreased by a factor 2: for the P-side and N-side the RMS
values are 2 and 3 ADC units respectively.

For some strips in figure 4.3 the values of the noise are clearly lower than the average of the
distribution. These strips are not reading out a signal and thus are datiddtrips. The main
reason for this is failed bondings and because of this the charge deposited by a track is not recorded
by the traversed strip, but flows to neighboring strips. This means that the ADC information is not
lost and can be regained by clustering the hits, as will be explained later.

With these measured thresholds a hardware cut in the readout was made, in order to reduce the
number of noise hits in the data sample. This cut required that the measured ADC value of a strip
was above a thresholfl;, which was set to be equal to its pedestal plus a certain factor times the
RMS value of the noise?’; = P; + Crus - Nj. The factorCrars was dependent on the type
of the data taken. For p-Pb collisions the hit multiplicity was low, giving a small dead-time for
the strip detector readout. So less data had to be cut away resulting in a value of @ pfqr.

When the hit multiplicity in a collision was higher, like in Pb-Pb reactions this RMS cut was set
to 3.5 in order to keep the dead-time at an acceptable level. At a value of 25prs 95 %

of the noise-hits are cut away and for each strip a Landau distribution should be seen for the real
hits. In reality though, the tracks do not always traverse one single strip, but hit the detector in
between two adjacent strips. This results in the signal being shared between these two strips. In
order to determine the correct hit position and total signal, the information of adjacent strips has
to be combined. This is done by forming a cluster, which is a row of consecutive hits on a plane.
The positionz of the cluster is then determined by using the center-of-gravity algorithm [49]
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Figure 4.3: RMSvalue of the noise for strips on the P-side (left) and N-side (right) of a double-
sided micro-strip detector. The RMSis expressed in ADC units.
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where the sum runs over all stripshat are included in the cluster, with a cluster size equal to
The termz; is the position of thé&th strip in the cluster and; is the signal on that strip, which
is equal to the measured ADC signal minus the pedestal of that$tep ADC; — P;. The total
signal of the cluster is given by = " S;.

The presence of a dead strip in the sequence of strips belonging to a hit does not imply the
breaking of the cluster: the charge deposited in the dead strip flows to the neighboring strips,
which means that the ADC information is preserved. Due to the COG algorithm plosition
of the cluster is shifted, which means that some precision is lost. During a calibration performed
before the event reconstruction a list of candidate dead-strips is made, which is used in the cluster
algorithm: when both strips next to the dead strip match the selection criteria the dead strip is
included in the cluster.

Confining the selection criterium for the strip candidates for clustering to just the hardware
threshold, one can determine the total signal with the COG method. lIts distribution is depicted
in the left-hand plot of figure 4.4. It is clear that there is an abundance of clusters with a total
signal below 50 ADC units. This is an indication that there are still many noise hits in the sample.
In order to reduce the amount of noise further the selection criteria for the strips in clusters are
refined:

e At least one strip in the cluster is required to hav@gnal-to-Noise ratio S; /N; which is
larger than 5.0 for the P-side or larger than 4.0 for the N-side.

e The total noise and signal of the cluster is determined: the total noise of the hits is calculated
by adding quadratically the individual noise valuég:= +/( > (N;)?). The total signal of
the cluster is given again by = > S;.

e The resultant rati&d/N of the cluster is required to be larger than 10.0 for the P-side and
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Figure4.4: Total signal of the clustersin ADC units, before (left) and after (right) noise rejection,
for a detector with VA2 chips.
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Figure4.5: Cluster signal on the N-side versus cluster signal on the P-side of reconstructed hits
for a strip detector with VAL chips.

larger than 6.0 for the N-side.

After these requirements the noise hits are largely removed from the total signal distribution
(see the right-hand plot of figure 4.4). The distribution that is left resembles a Landau distribution
as expected and the peak value is around 200 ADC units. This is for a VA2 chip, while a similar
distribution is obtained for a detector with VA1 chips, but then the peak value is at around 100
ADC units. Now it seems that real hits are selected it is interesting to look at the other side of
the detector. The front and back of the detector measure the same signal deposited by a particle
and thus their signals should be similar. This is the case as can be seen in figure 4.5 where a clear
linear correlation is observed (note that this is for VA1 chips).

By combining the information of the two sides of the detector it is possible to reconstruct the
position where the charged particle traversed the detector. This position can be calculated by using
the measured strip numbers of the front (strip number F) and back (B):

w
2
whereF and B are integers in the range— 767. The valueN is the total number of strips per
side (768)w = 95 um is the pitch of the micro-strip detectors amd= 35/2 mrad is the angle of
the strips with respect to the vertical direction, also referred to as the stereo-angle. These detector

Ynit = (B*F) N Zhit — (N‘F].*F*B) ; (42)

2tan o
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related values are stored in a HEPDB [57] database and extracted by ORHION when starting the
reconstruction. The reconstructed hit positions are in the rari@¢2 mm and-+73/2 mm for
ynie @and0 to 40 mm for zy;;. Because in the formula the input are integer strip numbers the
steps inyy;y and zy;, are discrete, with steps equal oy = %w cosa ~ %w = 45 um and
Az = %w sina ~ 2.6 mm. When the charge is distributed over more strips and clusters are
formed, the input values are not discrete anymore and thus the hit positions are smeared. In the
following the position on the detector calculated from the strips of the front and the back are
referred to aspace points.

The disadvantage of this method is that when there are two hits, the2exa?e= 4 possible
hit positions, of which only two are the real hit positions. In order to reduce these ambiguities the
overlap between strips of the front- and the back-side has to be restricted. Therefore theiangle
chosen to be small, which causes the resolution in the Z-direction to have less precision than in the
Y-direction. In the case of the lever arm this is appropriate, considering that only an improvement
of the track momentum in the Y-direction is required. Another way to deal with the ambiguities is
to usecharge matching [50]. As showed earlier in figure 4.5 there is a linear correlation between
the front and back signal, so that demanding a signal of same magnitude for both sides will remove
some ghost hits.

4.2.2 The hit assignment algorithm

As mentioned before, the compact telescope is the main detector used for the track recognition,
performed by the ST processor. For every event all track candidates are stored in a track bank.
In order to add points from the lever arm each of the stored tracks is extrapolated to the lever

arm, where coincidences with the hits from the detectors have to be found. For the micro-strip

detectors the method of global minimization of distances was introduced for this hit assignment.

In the following all the steps in using the lever arm are described:

e Take the reconstructed space points of the first plane.

e Extrapolate all tracks to the plane (the first time from the compact telescope, the next times
from the previous track refinement).

e Compute the Y/Z distances from each space point to each track extrapolation. By using
the width of the distance distribution for the extrapolation of all tracks in one run ( 140M
events) the hits within@ are selected.

e Perform a global minimization of these distances (with a larger weight for Y).
o Attach the space points assigned to a track when a new fit of the trackygivesl6.
If there are some free tracks left and some free strips left:

e Compute the distance of each free strip to each track extrapolation. This distance is taken to
be the projection on the strip of the extrapolated point on the detector and is calculated by:
ay—z+b
(a2 1

tan o

A= (4.3)
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where for the front side for a cluster with strip number F:

-1 —w 1
- b= Fo=(N—1)]+H 4.4
= tena’ tana[ 2< N+ H, (4.4)

and for the back side for a cluster with strip number B:

1 —w 1
- b= B— —(N—1)]+H 45
“= fana’ tana[ 2( ) +H, (4.5)

In these isH the height of the detector, which amounts to 4 cm. Again the accepted hits
should lie within 3 of the distance distribution of all tracks in one run.

e Perform a global minimization of these distances.

e Attach strips assigned to a track if a new fit gives< 16.
o Refit tracks with a new point added.

e Go to the next plane and repeat the procedure.

This method has been tested by simulating different types of particle samples and collisions.
These simulations are performed using the GEANT program [56]. In this simulation package
all the experimental conditions are copied to resemble reality as closely as possible. In order to
achieve this, all information about the setup is extracted from the database. In these simulations the
setup of the p1999 data was taken. In this experiment there were 10 pixel planes in the telescope
and 4 double-sided micro strip planes in the lever arm (so a maximum of 8 hits per track for the
lever arm). In the simulations particles and their hits can be tagged, which means that it is possible
to recognize the original particles after the reconstruction and that their corresponding simulated
hits can be matched to the ones found. In this way the reconstruction efficiency of this method
can be tested. The results for different types of reactions are listed in tables 4.1 and 4.2. The first
table lists the results for the old method, while the second table reports the results for the newly
implemented method.

In the tables three possible reconstruction possibilities are given (only reconstruction is consid-
ered when the ST processor has identified a track):

Table 4.1: Percentage of hits assigned to simulated tracks for two different track samples, in case
the original method is used.

Detection systen ™ Pb-Pb
(one track) | (200 GeVE)

Hits OK [%] 93 59
Missed hits [%0] 2 30
Ghost hits [%] 5 11
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Table 4.2: Percentage of hits reconstructed from the original simulated tracks for different track
samples for the’ global minimization” method.

Detection systen ™ A p-Pb Pb-Pb
(one track) | (two tracks) | (40 GeVE) | (400 GeVE)

Hits OK [%)] 98 97 97 90
Missed hits [%0] 2 3 2 6
Ghost hits [%] 0 0 1 4

e Hits OK: these are the lever arm hits assigned which correspond to the GEANT track hits
e Hits missed: hits belonging to a track but which have not been recorded.

e Ghost hits: hits that have been attached but which do not match the GEANT track hits (like
noise or background).

The most simple track sample is the sample where only one track per event is generated
and it is required that this track reaches the first plane from the lever arm. For both methods the
reconstruction efficiency seems to be reasonably good. The old method gives a correct reconstruc-
tion of 93%, while for the new method 98% of the correct hits were added to the track fit, which
is somewhat better.

In the case of the Pb-Pb events at 200 Gaké old method gives considerable problems: only
59% of the hits are correctly attached and 11% is wrongly assigned. It is clear that the higher hit
multiplicity (on average 16 tracks per event in this case) causes the old hit assignment procedure
for lever arm data not to function well. In table 4.2 it can be seen that the global minimization
method yields better results. This is shown for gradually increasing the complexity of the system.
A more interesting case is that of thesample. Here events with one track in the first micro-strip
plane acceptance is required (2 tracks maximum). Furthermore an inefficiency of 1% and noise
hits are introduced in the detectors. For this sample 97% of the hits are assigned correctly and
this is still the case for the p-Pb collisions where some ghost hits start to be included (only 1%).
Finally a large collision system is created with 400 GeRb-Pb collisions to really put the test
to its limits. Even there the correct assignment is still 90%, and it gives an indication that for the
experimental situation (beam energies of 40 and A&xkV/c and thus lower hit multiplicities)
this method is reliable.

4.2.3 Track extrapolation results

In order to find hits in the lever arm belonging to a track, this track has to be extrapolated to
each lever arm plane. As mentioned in the last subsection only those tracks are accepted for the
global minimization procedure, that are within distance cuts. Hence before applying these cuts the
detectors have to be aligned properly with respect to the telescope.
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There are two ways to determine the alignment. The first is by using data from the so called
alignment data. These data are taken before the run to determine the configuration of the detectors
before the starting of the data taking. Furthermore extra data have been taken whenever a clear
change in the set up of the experiment occurred, for example after a magnet trip in which the
bench moved. These data can give precise information about the alignment because they were
taken with the magnetic field off. In this way straight tracks can be reconstructed and with these
the relative positions of the detectors in the telescope can be determined. After the tracks have been
determined in the pixel telescope the tracks are extrapolated to the lever arm and by centering the
distance of the closest hit distribution for each of the single detectors, the lever arm alignment is
determined. The results for this alignment determination for the Pb1999 data are described in [51].

There are some disadvantages to this method: the alignment data which are taken can have
low statistics (usually only some 100.000 events). In determining the tracks in the pixel telescope
very strict cuts have been applied in order to use only the tracks of the best quality. So in this
respect only a small sample of good tracks is selected. Because of the fact that these still have
to be extrapolated to the lever arm makes that not all of these are within the acceptance of the
micro-strips, so that not enough good tracks are left to obtain good alignment values. Furthermore
the alignment data were taken only when there was a suspicion that something had changed in
the setup. Unfortunately some changes in the setup occurred unnoticed so that no alignment data
were available. Therefore a second method was developed where the tracks found by ORHION
are used.

Here again the same procedure as in the first method is followed, only with the difference that
the tracks are reconstructed in a magnetic field. This could cause the alignment to lose some
precision, but comparing the alignment determined by the first method show that the alignment
values agree within microns. The alignment values are stored in the database, where the whole
run period was split into several alignment periods, because of some bench movements.

After the correction for the misalignment, the tracks are extrapolated again to the lever arm and
the distances of all hits to the extrapolation can be considered for different cases. In figure 4.6 the
distance of the extrapolated track to the reconstructed space points in the Y-direction is plotted. On
the left hand side the distance distribution for the first plane of the lever arm is shown, the right side
gives the results for the second plane after the first plane has changed the track. In order to make a
comparison between the two cases the same scale is kept for both distributions. When comparing
both plots, it becomes clear that the distribution for the first plane has a bigger width than the
second. This is due to the fact that the extrapolation error becomes bigger when the extrapolation
distance is bigger. In the extrapolation to the first plane the distance is around 30 cm, while to the
second plane this is only 2 cm. Furthermore, for the second extrapolation a hit is already attached
in the first plane and therefore the track-fit has been improved already. The extrapolation error
can be introduced by two reasons: the momentum of the fast tracks from the telescope can have
a large uncertainty, due to the fact that their curvature is not well determined in the telescope. It
is the task of the lever arm to improve these momenta. A second reason could be the fact that
the value of magnetic field near the lever arm is not determined as precisely as in the center of
the magnet (near the telescope). The complete ORHION extrapolation consists of parts of smaller
extrapolation steps where the local field values are used for every extrapolation step. Near the
lever arm the precision of the field could be less well known than the step size requires. The latter
effect will be seen when the residuals are determined. Because the extrapolation distribution is
much wider for the first plane the selection cuts for attachment of the strip is 2 mm for the first
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Figure 4.6: Distance between track extrapolation and reconstructed space point for the first lever
arm detector (left) and the second (right) in the Y-direction.
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plane and 20@m for subsequent planes.

The results in the Z-direction can be seen in figure 4.7. They do not differ much for the first
and second plane, but the width is greater than for the Y-direction due to the poorer Z-resolution.
For both planes the acceptance cut was put at 3 mm.

When no space points could be attached coincidences with the clusters on the single sides of
a detector are used. The extrapolation distances are shown in the plots in figure 4.8. The plot
on the left hand side gives the distribution of the front side of the first detector. Two side peaks
can be seen next to the central peak. These peaks can be explained by the fact that the cut for
the space point acceptance was at 2 mm for the Y-direction and all strips of the hits which were
not accepted are again matched for the incoming tracks not adapted. Since the inclination of the
strips is almost vertical, the Y-distance of the projection of the point on the strip must be almost
equal to the Y-distance of the space points. Therefore these must be cut out again and therefore
the cut for acceptance is set at the same value as for the space point attachment. It is also clear
that the width of this peak is larger than for the space points. Because there is no Z-information it
is possible to accept a background or noise hit which is at the same Y-coordinate but in a different
Z-region. Therefore the background in the distribution is higher and this method is less reliable.
For the next plane in the lever arm the distribution is nicely peaked so for this case the acceptance
cut is put also at 20@m. The background seems also higher here than for the case of the space
points so also here the Z-uncertainty has some effect. Still the 'global minimization’ method is
able to reject many background hits. During the lead runs many delta rays were detected by the
micro-strip detectors. These rays consist of electrons knocked out of the air molecules by the
heavy ions of the beam. The negative charge of the electrons makes that they all are bent to one
side of the detector by the electric field. Their presence in the overview of the total number of hits
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Figure 4.8: Distance between track extrapolation and the strip hits on the front side for the first
lever arm detector (left) and the second (right).
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each strip for only those hits assigned to tracks (right).

per strip can be seen in the left plot of figure 4.9. In the right plot the number of hits per strip is
given again, but now only for the hits which are attached to the tracks. As expected an almost flat
distribution can be seen.

After the hit assignment procedure has been done for all planes in the lever arm and all new
added hits are stored in the track bank, a final track fit is made. If this track fit has aydood
(i.e. x? < 16), it is selected and written to the output DST. With the new fit-information the
trajectory of the track can again be followed trough all detectors and the distance of the final
track to the points added in the track bank can be calculated again. In this way a check can be
made to which amount the attached hits match the tracks. These distances are called 'residuals’.
When the Y-residuals are plotted though, there seems to be a problem: there are two peaks shifted
away from each other with respect to the center of the plot. When the residual for a track is
plotted versus the track momentum it becomes clear that the residuals are split up in a residual
distribution for the negative tracks and one for the positive tracks, which are shifted with respect
to each other. This can be seen in figure 4.10. This effect is calledsteering and could be
due to the problem mentioned earlier that the field is known with less precision in the off-center
region. Another reason could be that the uncertainty in the position of the detectors is such that
misalignments occur in the reconstruction. In order to correct for this effect we have to shift the
detector positions artificially in the beam direction by applying a shift, a so called X-alignment.
The detectors have to be shifted such that the positive and negative tracks intersect at the same
position. For the Pb1999 data the first detector had to be moved 7 mm towards the target, while
the shift done for the second and third detector was about 5 mm.

After the X-alignment correction for all detectors the residuals give a nicely peaked distribu-
tion (see fig. 4.11). By applying a Gaussian fit to these residual distributions their width could
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be determined. The results of the fits are listed in table 4.3 for all the assignment options. For
the Pb1999 data the space point resolutions are as expected. For a digital readout of the strips the
resolution should bé/ /12 = 27.4um, whered is the pitch of the strips. For the analogue readout

the precision should be better, but due to noise, precision loss due to dead strips and some small
uncorrected over-steering effects, this resolution can become worse. In the light of this, the mea-
sured values of 28 and 20m, for the first and the second plane respectively, for the Y-resolution

of the space point residuals is as expected. For the single side residuals the resolution is worse:
the precision is deteriorated because not the Y-distance is taken but the projected distance on the
strip. Furthermore more noise and background hits are selected due to the larger extrapolation
uncertainty, which also blurs the distribution. This can be seen the left hand side of figure 4.12,
where clearly more background is accepted. For the second plane the background is still higher
than for the space point residuals but is already much better because the track extrapolation uncer-
tainty has decreased considerably. For the backside of the second detector the resolution is larger
than for the front. This is due to the fact that the this side has a blind spot, caused by a too low bias
voltage applied to the detector. By keeping the bias voltage too low, no complete depletion could
be established in the detector and therefore a part in the middle of the p-side gave no signals.
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Figure 4.11: Track residuals of reconstructed space points for the first lever arm detector (left)
and the second (right) in the Y-direction.
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Figure 4.13: Track residuals of reconstructed space points for the first lever arm detector (left)
and the second (right) in the Z-direction.

For the Z-residuals results are shown in figure 4.13. There is not much difference between
these residual distributions, mainly because the Z-information is used for hit selection purposes,
but does not contribute to the improvement of the fit.

In table 4.3 the results for the Pb2000 data are also given. Here three double-sided micro-strip
detectors are used for the lever arm analysis. Before discussing the results listed in the table it
must be mentioned that the distance from the telescope to the lever arm is almost the same in the

Table 4.3: Values of the width obtained by a Gaussian fit of the residual s for space points (o ,, and
o) and for single strips (¢ front and opacr). Both the results for the Pb1999 and Pb2000 runs
have been given.

Lever arm detector (Run) o, [pm] | o [#m] | & ¢ront [pM] | Oback [pm]

1 (Pb 1999) 22 984 41 44
2 (Pb 1999) 20 1013 24 43
1 (Pb 2000) 25 902 62 69
2 (Pb 2000) 23 826 59 65

3 (Pb 2000) 27 896 45 54
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Figure 4.14: The distance between the track extrapolation and the strip hit at the front side of
the first detector in the lever arm (left) and the resultant residual (right). These are distributions
determined for the Pb2000 reference run.
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Figure 4.15: Number of measured tracks in the telescope per event for the reference run of the
Pb1999 data (left) and Pb2000 data (right).
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Figure 4.16: The distance between the track extrapolation and the strip hit at the front side of
the first detector in the lever arm (left) and the resultant residual (right). These are distributions
determined from the data of the Pb2000 reference run.

Pb1999 and Pb2000 (ca. 30 cm) setup. Surprisingly the width of the distribution of the distance
extrapolation to the first plane is smaller than for the Pb1999 case. A reason could be that the
performance of the telescope for the Pb2000 run is better than for the Pb1999 data, due to the
fact that for the former 11 pixel planes were used, while for the latter only 10 were placed in the
compact telescope (see appendix A). Therefore the momentum resolution was determined more
accurately, due to the addition of an extra Y-plane. The width of the distribution for the Pb2000
data is almost twice as small as for 1999 (see figure 4.14). Therefore the cut on the first plane is
put at only 1 mm (which is about:d. The distance between the detectors themselves is somewhat
different: 4 cm for the Pb1999 setup, 2 cm for Pb2000, but it is too small to give very different
extrapolation results. What can also affect the hit assignment is a different number of tracks
reaching the NA57 detectors, due to different beam energies. This can be seen in figure 4.15. On
the left hand side the number of tracks measured in the telescope per event for the Pb1999 run is
displayed giving an average of 4.1, at the right side for the Pb2000 run which has an average of
10.4 tracks per event.

As was seen in the discussion on the simulation tests of the 'global minimization’ method, the
number of correct hits attached decreases with the increase of the collision system and energy.
So it is expected that the increase of number of incoming tracks decreases the hit assignment
efficiency. This results in a large number of background hits to be added and this should be
seen in the residuals. For the space point residuals this is not observed: the residuals have the
same width as for the Pb1999 case. For the strip residuals though the widths are larger by 50%.
Because no Z-information is available, these distributions are sensitive to the background and
thus are influenced more for the 2000 data. This is shown in figure 4.16, where the plot of the
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distance between extrapolation position and strip hit is shown (left) next to the plot of the resultant
residual distribution (right). These effects therefore also should influence the track improvement
efficiencies. The results for the efficiencies of the detectors for the two lead runs are described in
the next paragraph.

4.2.4 Reconstruction efficiencies

The list of the hit attachment results are given in table 4.4. The percentages shown are calculated
for the reference run. In the first column the percentage of hits, which are assigned to a track for
the space points is given. The tracks which are selected for the hit assignment are not only the
ones which fall within the first plane acceptance, but there is an extra tolerance of 0.3 mm in the
Z-direction because of the poor resolution, and a tolerance pf®h the Y-direction because of
the extrapolation uncertainty. So it is possible that some tracks are assigned by this which give no
hits.

In the first plane the percentage of space point hits attached4s\8Bile in the second this is
only 65%. The reason for the lower hit attachment of the second plane is because the bias voltage
was not high enough. This caused a part of the silicon not to be depleted, resulting in a dead region
at the front side of the silicon. No space points could be formed there. The absence of space points
in that region can be compensated by looking at the strip hits. In the second column it can be seen
that the front side assigns more hits to incoming tracks than the back, therefore compensating the
loss of space points. When the reconstruction efficiencies are added for all possibilities the total
percentage of hits which have been assigneds #r the first plane and 88 for the second. Itis
important to realize that it is possible for a track to have two hits assigned at the single sides, while
there is no space point reconstructed there. For example a space point which was within the Y-
direction cut, but which did not lie within the tolerated Z-cut, gives for the strip assignment method
two possible candidates. Therefore the addition of the efficiencies of all assignment possibilities
can give an overestimation of correctly attached hits. Whenever the new fit of the track/Ras a

Table 4.4: Percentage of hits assigned to incoming tracks reconstructed in the compact telescope
for the space points and the strips for each side (F/B). Also listed is the total percentage of tracks,
in the acceptance of the lever arm detectors, adapted by the lever arm.

Lever arm detector (Run) Space point Strip hit Total tracks

efficiency [%] | efficiency [%] | adapted [%0]

1 (Pb 1999) 83 717 94
2 (Pb 1999) 65 17/6

1 (Pb 2000) 83 - 92
2 (Pb 2000) 75 -

3 (Pb 2000) 63 -
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which is too high the track will not be changed. Taking into account the arguments mentioned
above the total percentage of adapted tracks &f 9dems reasonable.

For the Pb2000 data, the attachment of strips to tracks gives problems, as was shown already
in discussing the track extrapolation results. Therefore only the constructed space-points were
matched to the incoming tracks. The attachment efficiencies for the Pb2000 data are also listed in
table 4.4. The first two detectors listed correspond to the detectors used for Pb1999. The attach-
ment efficiency of the first detector is the same for both run periods: 83%. The second detector
shows a larger efficiency of 75%. This is due to the fact that the bias voltage was increased, which
caused the dead-region to disappear. The last detector has attached hits to only 63% of the in-
coming tracks. This is due to the absence of a readout chip in the back-side of the last detector,
which decreases the number of space pointslgbyorresponding to 18. The total percentage
of adapted tracks here corresponds to 92%, which is about the same as for Pb1999. Since for
the Pb2000 run only the space points were used, the argument of hits assigned wrongly by single
strips is not valid anymore. The tracks not adapted then only could be ghost tracks, which do not
have hits in the lever arm and hence can not be found back in the detectors. In order to check what
the intrinsic efficiency of the detectors is another method has been applied. This method is used
by the PLANEFF program which is designed to measure the chip efficiencies of the pixel and strip
planes.

Plane efficiencies from the PLANEFF program

In the PLANEFF program the efficiencies are determined in the following way: in order to find
the efficiencies of a detector the track reconstruction in ORHION is repeated but now with the
plane, which is under investigation, left out. After the tracks have been reconstructed they are
extrapolated to the plane left out and with this prediction the closest hit within the same cuts as
for the reconstruction is looked for. In case the plane looked for was a micro-strip detector an
extra demand was made: only those tracks were considered which had at least one hit in one of the
other detectors of the lever arm. In this way the ghost tracks could be discarded. The efficiencies
of the separate chips of the detectors determined by the PLANEFF program for the Pb2000 data
are listed in Appendix A. The global efficiency of the planes ranges from 94-96%. These results
are in agreement with the performance of the micro-strip detectors for the Pb1999 data [51], where
alignment data were used for determining the detection efficiencies of the micro-strip detectors.
With these alignment data, a selection of qualitatively good tracks was used and efficiencies of 96-
98% were found for the single sides of the detectors. It must be stressed that because of the demand
of qualitatively very good tracks only parts of the silicon telescope were used and hence only a
part of the micro-strip detectors was probed. These values for the efficiencies are an indication
that the micro-strips detectors have worked well during the data taking and that they manage to
correct almost all incoming tracks. In the next section the effect of the improvement of the track
momentum will be investigated by looking at the invariant mass distributions of the reconstructed
particles.
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5.1 VY selection procedure

The particle selection in the analysis is performed by taking a second look at &l tteandi-

dates stored in th&® banks of the ORHION output. This sample still consists of many random
combinations of oppositely charged tracks and in order to get rid of this backgrourid aan-

didates have to satisfy tighter decay variable cuts. These decay variables will be introduced in
section 5.1.1. In section 5.1.2 it will be shown that different particle types can be selected by
applying kinematical cuts. Finally in section 5.2 for the three lead data taking periods the final
particle samples will be presented and for the Pb1999 and Pb2000 data samples the results of the
addition of the micro-strip lever arm will be shown.

5.1.1 Variables of a V" decay

In figure 5.1 a schematic view ofia® decay is shown. Keep in mind that in the NA57 definition,
the beam direction is taken as the X-axis, while the Z-direction is taken in the direction of the
magnetic field. The Y-axis is then chosen to give an right-handed coordinate system.

Combining the momenta of track 1 and track 2 the origindlmomentum can be reconstructed.
This momentum is indicated by the large dark arr@i% ) = (p,, py, p-). The position of the
closest approach between the two tracks is taken as the decay position and is called the secondary
decay vertext(V° ) = (v;,v,,v.). The distance of the closest approach between the tracks is
referred to byA. The back extrapolation of tHé® momentum to the target plane gives the impact
parameters, andb. (indicated by the dashed line), which are the distances between the impact
position of thel’? and the beam impact position. The beam impact position, which is referred to
as the primary vertex position, can be determined in different ways:

Track 1

—~ 0 Track 2
p(V")

Figure5.1: Schematic drawing of a V' ° decay, indicating the impact parameters and the line-of-
flight.
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e Survey vertex position: This is a general position which is the same for the whole set of data
of one period. Itis measured mechanically for the X-position and the Y- and Z-positions are
taken as the nominal position.

o V0 vertex position: This is the beam position determined by extrapolating’all candidates
of one run back to the target plane and taking the average position.

e Event-by-event vertex position: This position is determined by taking all tracks from one
event and removing all tracks belonging td’dcandidate. All remaining tracks are then
extrapolated back to the target plane and after rejecting the tracks which fall to far away
from the central cluster, a final distribution of the impacts on the target plane is made. This
distribution has in approximation a Gaussian shape and by performing a fit the mean and a
variance can be determined. This method is the most accurate, but has the disadvantage that
the method does not work for events with low multiplicity.

e Run-by-run or Off-line vertex position: This method follows the same procedure as for the
event-by-event vertex, but in order to get rid of the low multiplicity events all tracks from
all events of one run are considered. The resulting Gaussian fit gives the mean beam impact
position and its variance.

Other variables which are useful to look at are the internal decay angles (see figure 5.2). In
order to calculate these variables, the proton and pion momentum have to be transformed back
to the center of mass frame of thle In this system then the X’-axis is defined as the original
direction of theA and the Y’-axis is chosen such that the (X’,Y’)-plane is parallel to the original
(X,Y)-plane. The Z'-axis then is chosen to give an right-handed coordinate system. The angle
of the proton in the (Y’,Z’)-projection is called and its projection on the X'-axis is defined as
cos 0.

Figure 5.2: Definition of the internal decay angle ¢ in case of the decay of a A. In the left the
NA57 labarotory system is drawn, to the right the center of mass system of the A with X' in the
direction of its original direction of flight and the Y'-axis chosen such that the (X',Y')-planeis
parallel to the original (X,Y)-plane.
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5.1.2 Particle identification

NA57 has no means to determine the particle type directly and therefore another method has to be
used to perform the particle identification. This method makes use of the Podalanski-Armenteros
variablea. In fig 5.3 the decay of th&° candidate is depicted again. This time only the longi-
tudinal and transverse componenisandqr of the decay momenta with respect to the direction
oftheV® momentum are indicated. With the longitudinal components of both the decay particles
the variablex is defined:

+

=524 (5.1)
q; +q

whereg" andg, are the longitudinal momentum componentgodfandp . In a two body decay

this variablea and the transverse momentuyii can be used to distinguish between different

hadrons [58]. When plotted versus each other ellipses can be seen in different regions, each typical

for a hadronic type (see figure 5.4). In order to get an indication of where different particles can

be found in the Podalanski-Armenteros plot, the 3 typelg bidecays, looked for by NA57, have

been simulated. The sample &$ gives an ellipse at negative valuesxgfwhile the A sample is

depicted, mirrored with respect to zero. Due to the Lorentz boost, the momentum of the decay

proton of theA, will always be larger than the decaymomentum. This will cause to be positive

for the A, while the A represents the opposite case, yielding a negative valuefdr theK 2 the

case is different: it decays in two pions and on the average there is no preference for one of the

pions to have a higher momentum. Therefore the average valuevdf be zero and the particle

ellipse will be formed around zero. For a large valuexpfone of the decay particles needs to

have a large longitudinal momentum, resulting in a small valug;of The maximumy can be

reached if all the energy of the decay goes to the transverse momenta of the decay particles: e.qg.

the maximum for th&$ is given byg™®* = [1mZ — m2]Y/? = 206 MeV/c?, as can be seen in

Figure 5.3: Transverse (¢..) and longitudinal (¢, ) momentum components of the positively and
negatively-charged track, with respect to the direction of the reconstructed V *momentum (V).
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Figure5.4: Simulated Podolanski-Armenteros plot with ellipses frai? andA particles.

the Podalanski-Armenteros plot.

Unfortunately the Podalanski-Armenteros plot is not decisive of a particle type in some regions,
because an overlap of particle ellipses occurs. In order to select only one particle type, for example
the A, the overlap region with th&$ has to be excluded for selection. This can be done by
calculating two invariant masses for edéH candidate:M (7 +,7~) andM (p, 7~ ) in case of a
K¢ and aA respectively. This can be calculated by assuming the masses of the decay products to
be that of the particle looked for:

M(V?) = [(By + E2)* = (1 +F2)?] " (5.2)

whereFE; andp, are the energy and momentum of the two decay produets], 2.

Then by imposing a cut on the value of the} invariant mass it is possible to remove the
K¢ ellipse. This can be seen in the left-hand plot of figure 5.5 which shows the Podolanski-
Armenteros plot of thé/“candidates. In the right hand plot tfi&} ellipse has been removed.
Although this decreases the statistics of theample, the purity is enhanced greatly. This demand
for high purity is required by the further analysis in NA57. The experimental setup has a distorted
acceptance, which has to be corrected for by weighting particles or deconvolution (see chapter 6).
Therefore since there is corrected for the limited acceptance and efficiency by these methods it is
more important to achieve a high purity. In this way you will not correct the background.

In the next section the cuts, applied for the selection of different particle types are given for
the different data taking periods. Since in this thesis only the lead runs are considered only these
will be considered. The resultant invariant mass distributions will be shown and for the Pb1999
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Figure 5.5: Podolanski-Armenteros plot: ¢.. versus «, before (left) and after (right) the cut on
M (7, 7~) and the cut on ¢, (in order to remove v conversion background) have been applied.

and Pb2000 periods the influence of the addition of the micro-strip lever arm on the results will be
given.

5.2 Final selection results

5.2.1 The Pb-Pb data at 158 AGeV/c taken in 1998.

The Pb1998 data are used for the analysis of the inverse slopes and yields (chapter 7) and the
transverse polarization (chapter 8). For the analysis three typg< afecays were studied: the
decays form the\, A andK? particles. The final particle samples used were found by applying
strict selection criteria on the kinematical characteristics bf?awhich have been described in

the previous section. These cuts aim to have a pure sample and not to have a high efficiency and
were taken to be the same as the cuts used for the determination of the inverse slopes and yields
used for the weighting analysis [60]. In table 5.1 an overview of the selection criteria is given for
the A andA.

The variabler is the position of the decay vertex in the direction parallel to the beam. This
position is given with respect to the center of the magnet, where the first detector of the telescope
is positioned. The target has the position coordinates:—61.2cm;y = 0.0cm;z = —17.5cm.
The cut set on the position of the decay vertex requiress that the acdépteandidates have to
decay at least 31 cm downstream from the target but before the telescope. In the left Podalanski-
Armenteros plot of figure 5.5 background at Igw can be seen. This is due to theconversion
process{ — ete™) [59] and in order to remove this contamination a a cugof> 0.02 Gevk
has been set.

For theV? selection of the 1998 data, then-by-run vertex position has been used to calculate
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Table5.1: Selection criteria for thé, A for the Pb1998 data.

Cut AIA
Secondary vertex -30.cm<x<0.5¢cm
qr 0.02 GeVt < qr < 0.4 GeVE

Closest approach

A <0.03cm

Beam position

2 2
b b,
(2.5?:7?,) + (3.002) <1

Podalanski-Armenteros

0.45<a (A) OR 0.45>a (A)

K¢ mass cut

34 MeVic? < M(nt,7n7) — mgo OR
26 MeVic? < mgo — M(n,77)

Transverse internal decay ang

le |¢| >0.157 rad

A mass cut

|M(p,7~) — ma| < 10. MeVi? (A)

Table5.2: Selection criteria foK§ for the Pb1998 data.

Cut Kg
Secondary vertex -42.cm<x<0.5cm
qr 0.125 GeV¢ < qr < 0.6 GeVE

Closest approach (cm)

A <0.035

Beam position

2 2
b, b.
() + (%) <1

Podalanski-Armenteros

K¢ mass cut

20.6 MeVE2 > M (n+,7) — myo AND
16.6 MeVE? > mgo — M(mt,77)

Transverse internal decay angle

|¢| >0.157 rad
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b, andb,. The spread of the beam impaet, ando ., determined as described in section 5.1.1, is
then used to define an elliptical cut. Because of the fact thdthevariant mass distribution is

not symmetrical, an assymetrical cut has been defined: the upper limit is put at 34 Me\d/ the
lower at 26 MeV¢? with respect to the PDG mass. The mass cut set for the selection dfathe

A are set to abowt.50 of their invariant mass distribution. The cut set on the internal decay angle
¢ is motivated by the fact that the combinatorial background formed from random combinations
with primary tracks from the target can be found mostly at very small angle of

This is due to the following reason: the geometrical acceptanck fadecays is largest in the
plane around)> = 0 (for a plot of theg-distribution see figure 6.4). This is because the magnetic
field is perpendicular to the (X',Y’) plane (for a definition of the coordinates see figure 5.2) and
due to the fact that the tracks are pointed towards each other. In the (X’,Z’) plane this effect is less
pronounced and tracks have a larger probabilty to escape the telescope. In addition also primary
tracks from the target also have a large probablity to be contained in the (X’,Y’) direction. This
increases the probability to make random combinations and to have a value of a closest approach
which is within the selection cut. By applying a cut for a minimal value afmost all background
can be removed [60].

The selection cuts for thE? are also taken from [60] (see table 5.2), except for the selection
cut on the invariant mass and the cut @a. In order to remove the background afand A
particles a cut on the value @fr was set:0.125 < ¢p. This cut will influence thng invariant
mass distribution in the tails, but since the invariant mass distribution is not the subject of the
investigations presented here this bias is tolerable. Instead of the 2utar the value of the
invariant mass applied in [60], which seemed to be too small, it was chosen to have the cut at
2.50. Finally because thE2 has a shorter decay length than th¢he secondary decay vertex
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Figure 5.6: The invariant mass distributions for the final selection of particle samples for the A
(Ieft) and the A (right).



5.2 Final selection results 71

2000
1800 [

1600 [

Events/2MeV/c

=

N

o

o
T

1200 ;
1000 ;
800 ;
600 ;
400 ;

200 [

0.4 0.425 0.45 0.475 0.5 0.525 0.55 0.575
M(x'T) (GeVic?)

Figure 5.7: The invariant mass distribution for the final selection of the particle sample of the
K¢ .

is allowed to be closer to the target. The other cuts resemble the cuts fdr @inel A. The

final selected particle samples are shown in figures 5.6 and 5.7. The results of the Gaussian fit
of the invariant mass distributions are listed in table 5.3. It can be seen that the mean values
of the invariant mass distributions are shifted with respect to the PDG values. This shift is the
most pronounced for thi€ § mesons. The acceptance of these particlesandp is depicted in

figure 5.8, where only tha andK ¢ acceptance window is shown. Due to the small acceptance
the NA57 experiment measures in a banana-shape acceptance window.

Table5.3: Results of the Gaussian fit of the invariant mass distributions for the Pb1998 data. Also
the PDG values for the mass are given.

Particle | 1 (MeV/c?) | PDG value (MeVé?) | o (MeV/c?)
A 1116.4+ 0.1 1115.7 4.334+ 0.03

A 1116.5+ 0.1 1115.7 4.45+ 0.09
K¢ 500.0+ 0.1 497.6 8.01+ 0.07
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Figure5.8: The acceptance window ipnandp for the As andK? .

5.2.2 The Pb-Pb data at 40 AGeV/c taken in 1999.

In this section the results are given of the lambda reconstruction for the Pb1999 period with the
micro-strips included in the lever arm compared to that without the use of the lever arm . First the
selection criteria are defined after which the effect of the implementation of the micro-strip lever
arm is investigated.

Selection cuts

The cuts applied for the 1999 (see table 5.4) differ from the 1998 case because the experimental
setup was not the same. Also the analysis has not yet advanced enough to put tight cuts on the
beam impact position and the particle masses. Note that the cut on the beam impact position is
taken to be th& © vertex position and the impact cut is just rectangular. With these cuts the particle
samples have been determined. In the next sections the resultant invariant mass distributions will
be given for both the inclusion of the micro-strip lever arm and the case no lever arm is used in the
analysis. First the results of simulations will be shown, after which the comparison with the data
will be made.

Simulations study

In order to investigate the effect on the resolution of the invariant mass spectra GEANT simulations
were run. The simulated particles are all in the acceptance of the lever arm, i.e. at least one track
of the decay products is detected in the lever arm. Furthermore the background, the efficiency
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Figure5.9: Gaussian fit of the invariant mass distribution of the A for simulations in the Pb-Pb
40 AGeVl/c setup with the use of the micro-strips lever arm (left) and without (right).
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Figure5.10: Gaussian fit of theinvariant mass distribution of the K & for simulationsin the Pb-Pb
40 A GeV/c setup with the use of the micro-strips lever arm (left) and without (right).
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Table 5.4: Selection criteria for tha, A andK$ for the Pb1999 data.
Cut A/A K$
Secondary vertex -35. cm <z <-20.cm -45. cm <z <-20.cm
qr 0.02 GeVt < gr < 0.4 GeVE 0.06 GeVt < gr < 0.4 GeVE
Closest approach A <0.03cm A <0.03cm
Y beam position |by| <0.12 cm |by| <0.12 cm
Z beam position |b.| <0.12 cm [b.] <0.3cm
Pod.-Arm. 0.45<a (A) OR -0.45 >a (A) -0.45 <a < 0.45
K¢ mass cut |M (7 F,77) —mgo| >30. MeVk? | |M(r+,77) — mgo| < 30. MeVic?
Transverse internal |¢| >0.1rad |¢| >0.1rad
decay angle
A mass cut M (p, 7)) — ma| <17. MeVi? |M (p, 7)) — ma| > 17. MeVk?

Longitudinal internal |cos63]<0.9 |cos 03| <0.75

decay angle

of the detectors and noise are simulated in accordance with the experimental conditions. This
information and the setup definition was taken from the HEPDB database. For Pb1998'6000
andK? were simulated. After the reconstruction in ORHION and the selection in ANALYZE
the resulting distributions were fitted. The invariant mass distributions of the particles analysed
with the micro-strips and without are plotted in figures 5.9 and 5.10. They were fitted with a

Table 5.5: Results of the Gaussian fit of the invariant mass distributions with the use of the micro-
strip lever arm and without for Pb1999 simulations.

Particle | Lever Arm | u(MeV/c?) | o(MeV/c?)
A On 11157+ 0.1 | 4.15+0.12
A Off 1116.2+£ 0.1 | 5.46+0.17
K? On 498.1+ 0.3 | 8.66+0.24
K? Off 497.0+ 0.4 | 11.79+ 0.39
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Gaussian, the results of which are listed in table 5.5. An improvement from 5.5 to 4.:Rieev/
the resolution of the\ distribution can be found and an improvement of 11.8 to 8.7 MéVor
theKg . This amounts to an improvement of 25% of the resolution.

Data study

In the reconstruction software for the analysis of the pb1999 data, the micro-strips have been
added. However, since the reconstruction of all data was started before the part adapted for the
micro-strips was finished, only a small sample of data was analyzed with the new software. This
same sample was analyzed without the use of the lever arm. In this way the track momentum
improvement with the inclusion of the micro-strip lever arm could be looked at.

A sample of 11 runs around the reference run 11000 was chosen, an equivalent to 2.5 million
events. The first selection 6f° candidates of the ORHION output DST was analyzed with the
selection cuts listed in table 5.4 for both the lever arm included and excluded. The invariant mass
plots of theA andK?$ are plotted in figures 5.11- 5.12. For thdnsufficient statistics was available
to do the same analysis.

In the plots on the left of these figures first the invariant mass distribution of the selétteah-
didates are shown for the reconstruction with only the compact telescope (hatched histogram) and
with the use of the micro-strip lever arm (white histogram). The same distributions are given in
the right hand plots, but now the addition of a lever arm hit to at least one track Bfthes been
required.
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Figure 5.11: Invariant mass distribution of the A for the Pb-Pb 40 AGeV/c data with the use
of the micro-strips lever arm (white) and without (shaded) on the left. The same distribution is
plotted to the right, but now at least one of the decay tracks of the A is required to have a hit
attached in one of the lever arm detectors.
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Figure 5.12: Invariant mass distribution of the K§ for the Pb-Pb 40 AGeV/c data with the use
of the micro-strips lever arm (white) and without (hatched) on the left. The same distribution is
plotted to the right, but now at least one of the decay tracks of the K is required to have a hit
attached in the one of the lever arm detectors.

The improvement of the width of the distribution can already be seen in the comparison for all
selected/? candidates, but the requirment of one lever arm track gives a good indication of the
lever arm effect. Considering the fact that the simulated data also have one track in the lever arm,
these invariant mass distributions can be compared. In table 5.6 the resolution of the three particle
types is given when at least one hit has been added in the lever arm. Farsigeal not enough
statistics were available to get a good estimation, but forttend K § the improvement of the
signal is about 15%. This is less than for the simulations. This is due to a worse resolution in the
simulations for the signal analysed with the lever arm off. The signal retrieved with the micro-strip
lever arm included has the same absolute value. The percentage of particles which have at least
one hit in the lever arm is 49 for the A and 684 for the K¢ so the improvement for the total
sample is less pronounced. The total sample resolutions are listed in table 5.7.

5.2.3 The Pb-Pb data at 158 AGeV/c taken in 2000.

For the Pb2000 data the same analysis was done as for the Pb1999 sample, explained in the
previous section. Since the beam energy is higher, the number of particles reaching the lever arm
should be greater. It is expected that the lever arm improvement of the invariant mass resolution
should be more pronounced in the total sample.
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Table5.6: Results of the Gaussian fit of the invariant mass distributionswith the use of the micro-
strip lever arm and without for Pb1999 data. The particles selected have at least one track inside
the lever arm.

Particle | Lever Arm | u (MeV/c?) | o (MeVl/c?)
A On 1115.3+ 0.1 | 4.23+0.12
A Off 1115.7£0.1 | 5.00+0.14
Kg On 493.9+ 0.3 | 8.41+0.31
Kg Off 493.1+ 0.4 | 10.22+ 0.35

Table 5.7: Results of the Gaussian fit of the invariant mass distributions with the use of the micro-
strip lever arm and without for Pb1999 data. The whole selected sample is considered. The
percentage of particles which have at least one hit in the lever armis given for each particle type.

Particle | Lever Arm | u (MeV/c?) | o (MeVic?) | Percentage (%
A On 1115.2+ 0.1 | 4.59+ 0.09 49
A Off 1115.4+ 0.1 | 5.08+0.10
K‘S) On 493.9+ 0.3 | 8.84+0.25 68
K‘S) Off 4929+ 0.2 | 10.10+ 0.28




78

Reconstructionof A, A and K3 particles

Table 5.8: Selection criteria for tha, A andK$ for the Pb2000 data.

Cut A/A K$
Secondary vertex -32.cm<x<2.cm -35. cm <x <-20. cm
qr 0.02 GeVE< gr < 0.4 GeVE 0.06 GeVE < gr < 0.4 GeVE
Closest approach A <0.025cm A <0.02cm
Y beam position |by| <0.12 cm |by| <0.12 cm
Z beam position |b.] <0.1cm b.| <0.1cm
Pod.-Arm. 0.45<a (A) OR -0.45>a (A) -0.45<0<0.45
K9 mass cut |M (7, 77) — myo| >30. MeVk2 | |M(x,77) — myo| < 30. MeVk2
Transverse internal |¢| >0.1rad |¢| >0.1rad
decay angle
A mass cut

|M(p,7~) — ma| < 17. MeVk?

|M (p, =) — ma| > 17. MeVk?

Longitudinal internal

decay angle

|cos7%| < 0.9

’cos 9}}0’ <0.75
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Table 5.9: Results of the Gaussian fit of the invariant mass distributions with the use of the micro-
strip lever arm and without for Pb2000 simulations.

Particle | Lever Arm | p (MeV/c?) | o (MeV/c?)
A On 1116.0£0.1 | 3.914+0.12
A Off 1116.3+£ 0.1 | 5.194+0.14

Selection cuts

Although the position of the telescope was the same for the Pb1998 as for the Pb2000 run, the
silicon telescope consisted of 2 more pixel planes. Furthermore the lever arm consisted of 5
planes, 3 double-sided and two single-sided. For the final analysis only the 3 double-side planes
were used, as motivated in section 4.2.4. Also for this sample the analysis was not sufficiently
advanced to have a precise primary vertex position. Therefore for this samplé‘thertex
position was used and a rectangular cut was applied. The list of selection cuts for the Pb2000 data
is given in table 5.8.

Simulations

For the Pb2000 data only 50Q00patrticles were simulated and reconstructed. The results of the
reconstruction are given in table 5.9. In this case the invariant mass resolution improves from 5.19
to 3.9 Mevt2.

Data

The data sample with at least one hit in the lever arm consists of one run: the reference run 13250.
The unbiased sample consists of 10 runs which were taken around the reference run. The result
of the simulations can again be compared with Msefrom the data with at least one hit in the

Table 5.10: Results of the Gaussian fit of the invariant mass distributions with the use of the
micro-strip lever arm and without for Pb2000 data. The particles selected have at least one track
inside the lever arm.

Particle | Lever Arm | u (MeV/c?) | o (MeV/c?)
A On 1116.1+ 0.2 | 4.224+ 0.23
A Off 1116.3+ 0.3 | 5.05+ 0.27
K9 on 4943+ 0.5 | 8.09+ 0.51
K(S) Off 494.2+ 0.6 | 9.19+ 0.55
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Figure 5.13: Invariant mass distribution of the unbiased A (left) and K2 (right) sample for the
Pb-Pb 158 A GeV/c data taken in 2000. The distribution of the data taken with the the micro-strips
lever isrendered by a white histogram, the distribution of the data taken without the lever arm by

the hatched histogram.

Table 5.11: Results of the Gaussian fit of the invariant mass distributions with the use of the
micro-strip lever armand without for Pb2000 data. The whole selected sampleis considered. The
percentage of particles which have at least one hit in the lever armis given for each particle type.

Particle | Lever Arm | p (MeV/c?) | o (MeV/c?) | Percentage (%
A On 1115.8+ 0.1 | 4.244+ 0.08 88.5
A Off 1116.0+£ 0.1 | 5.21+0.11
Kg On 495.0+ 0.1 | 8.40+0.14 93.9
Kg Off 495.1+ 0.1 | 9.81+0.14
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lever arm. The results of the fit of the invariant mass distributions are listed in table 5.10. The
improvement of the\ signal is from 5.05 to 4.22 which is compatible with the result from the
simulations. The same ¥%improvement can be seen for the} while for the A the statistics was

too low.

The beam energy of the Pb2000 run was higher than the energy of the Pb1999 run, which
implies that a larger percentage of particles reach the lever arm. Fastthés percentage amounts
to 89% where for theK} it even reaches 94. The improvement of the resolution of the unbiased
sample is expected to be dominated by the lever arm sample. This is shown in table 5.11 where the
improvement of the unbiased sample due to the lever arm influence is given. The improvement of
the invariant mass resolution of theamounts to 2% and for theK 2 to about 15¢. The influence
on the invariant mass spectra due to the inclusion of the micro-strip lever arm farahe K &
can be seenin figure 5.13.

These results imply that the micro-strip lever arm has functioned well during the Pb2000 period
and that it has been able to improve the invariant mass distributions. This allows tighter mass cuts
to be set and reduces the amount of background. Furthermore the analysis performed in the chapter
on the track reconstruction shows that the micro-strip detectors employed in the lever arm have
reached high reconstruction efficiencies (94496 In addition a good position resolution in the
bending direction was achieved, which ranged from 20 tp/28 Since these detectors are proto-
types for the ones which will be used in the ALICE inner tracker, the results presented here are an
indication that the ALICE detectors will function well and they give confidence for the future.
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In the previous chapter the reconstruction of the measured particles has been discussed. Unfortu-
nately the distribution of the measured particles is not a description of the real distribution of the
particles coming out of the collision. The measured distributions of physical variables; like
spectra or decay particle momenta spectra, are distorted due to the imperfection of the detectors
and analysis cuts. There are different effects to take into account:

e Limited acceptance: this implies that the probability to observe a given event is less than 1.
In NA57 this limited acceptance is mainly due to the small size of the detector. Furthermore
inefficient regions in the silicon planes contribute to the loss of events.

e Limited resolution: this is due to the fact that a quantitin a given event cannot be de-
termined exactly, but only can be measured with a certain measurement error. In NA57
for example the resolution is influenced by the resolution of the silicon detectors and the
precision of the magnetic field determination.

There are different methods to correct for these effects. In the NA57 experiment usually the
method ofparticle-weighting is used to reconstruct the r-spectra and to determine the raw
yields. A short description of this method is given in section 6.1. This procedure is relatively
simple and straightforward, but has the limitation that it is very CPU-time consuming. Therefore
only a small sample of statistics can be used. Another, more complicated, method, which enables
the use of a large sample of statistics is tieeonvolution method, which has been proposed by
Blobel [14]. This method performs an unfolding of the data by making use of the information on
the transformation of MC events due to the experimental setup. Besides the possibility of handling
larger data samples it also takes into account the smearing between bins of a distribution while the
weighting method only corrects for the loss of events in one bin. In section 6.2 the principle of
this method will be explained and practical guidelines are provided for the use on the NA57 data.
In section 6.3 the determination of the centrality of the collision will be discussed.

Finally in section 6.4, the generation of the Monte Carlo information used as input for the
deconvolution method will be described.

6.1 Weighting procedure

The weighting procedure intends to determine for each measured particle a detection probability.
The inverse of this probability is calledright. By summing the weights of all measured particles
the original distribution can be recovered.

The weights are obtained by performing a sequence of steps. For each measured particle a
number of particles with the same- and rapidity are generated in GEANT simulations, which
comprise of a complete and precise description of the experimental setup. This simulation includes
the geometrical description of the detectors and their response to particles. By incorporating the
detector efficiencies, determined for the relevant run period, a realistic simulation of the efficien-
cies is obtained. The particles which fulfill the constraints set in the data reconstruction (e.g. 7 hits
out of 9 planes for the 1998 data) are selected for further processing and in casa afithé for
each original particle a total of 2500 simulated and accepted particles are used. The total number
of generated particled’,.,, (so also the ones who gave not a good enough signal in the detector)
is saved.
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The selected particles are then embedded in the data, providing events with the expected back-
ground in the raw data format. These events are subsequently processed in the same way as the
data which means that ORHION and ANALYZE are run on them. The number of particles recov-
ered after this procedure is used to determine the weight of the particle:

2 1 2 Ngen

W) = 55X P T 86 N ¢

where the multiplicative factoﬁl indicates that particles were only generated in a region where
there was some chance of detectidf,,,, is the number of generated particles retrieved by AN-
ALYZE. The weights found in this way for thd are in the range from 455 tb x 106, with

an average of 1891 (see [39]). The largest weights are found for the events near the edge of the
acceptance region.

6.2 Deconvolution

When considering a setof measured physical variables, they can be regarded as a random sample
drawn from a distributiorf (). Data analysis intends to reconstruct this original distribution from
the measured set Due to the limited detector acceptance and resolution mentioned before, this
quantityz and the distributionf(z) cannot be measured directly. Instead a variabbnd its
distributiong(y) are measured. The distributiofiéz) andg(y) are related by the convolution
integral [14]:

ﬂw=/AWMﬂmw, (6.2)

which is a so called Fredholm integral equation of the first kind. The ketitgl«) describes

the response of the detector and also encompasses the transformatitmpf The measured
distributiong(y) usually is represented in a histogrgmvith m bins. Correspondingly the true
distribution f can be represented by a histogram with n bins. The discrete approximation of 6.2
can then be expressed in the matrix equation:

g=Af, (6.3)

whereA(y, ) is represented by the m-by-n matex The matrix element ;; then yields the
probability to measure an event from true inin bin g; .

In order to solve this equation the response matrikas to be well known. Precise Monte
Carlo events can provide information on the detector response: events, generated according to the
distribution fa;¢, will yield the measurementy;¢. Out of fi;c andgysc the response matrix
can be calculated. A detailed description of the simulations and the input for the deconvolution
calculation will be given in the next chapter.

In case the limited acceptance is the dominant effect, the solution of equation 6.3 is easy. In this
case all elementd;; are zero foi # j (taken that: = m) and only the elementd ;; are relevant.

The correction for the limited acceptance can than be calculated by multiplying the measured bin
contentsy; by a correction factor defined by the Monte Carlo acceptance probability:

ﬁmc@ﬁ). (6.4)

gimcC
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This method is called th&actor method and gives no difficulties, except for a rapid change
in the acceptance probability in a few bins. This method corresponds to the weighting method
described above in case one takes each weighted particle to correspond to one diagonal element
A“

In the case a correction is needed for the limited resolution, the matrix elementsre not
equal to zero and must be taken into account. When the méatisxssquare, equation 6.3 has the
straightforward solution:

f=A4"yg, (6.5)
and the variance matrix of the solution can be calculated by error propagation:

V(f)=ATHV(gA™)T, (6.6)

g 0 0 0
0 go O 0
V=] 9 o ’
0 0 0 gn

This method is called thenversion method and seems to be easy to handle. Unfortunately the
result can be very disappointing, because it tends to show an oscillating behavior. This is due
to the fact that the covariance matrix of the solution is not diagonal and shows large negative
correlations. These correlations make that the statistical fluctuationgénerate oscillations in
f- Inthe next sections this will be explained in more detail and a tool will be described which can
prevent the oscillations in the final solution: regularization.

When looking at the case whem # n, A is not invertible and another method has to be chosen
to get the solution. This can be obtained by using the least squares method in the matrix notation:

X>=(g—Af)"W(g— Af), (6.7)

where we define the weight matriX = V' ~1(g). In order to transform the distributiorf§z) and
g(y) into vectors a discretization will be done. This will be shown in the next section.

6.2.1 Discretization

The first step in the understanding of the problems is by a discretization of the fuyiciinrThis
discretization can be achieved by first representing the fung¢tiohwith a finite set of coefficients
ap,az, ... aam:

m

f(z) = Zajpj (z), (6.8)

where the basis functions (z) will be specified later. With this parameterization the integral
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in 6.2 can be calculated:

b m
| Awa)f@iz =

m

=>4 4;() (6.9)

j=1

b
with 4;() = [ Aly.)p;(w)da.

b
/ Aly, z)pj(z)dx

So this yields the expected distribution:
9(y) =Y a;4;(y), (6.10)
j=1

which is expressed as a superposition of functidnéy), each representing one tegm(x) in the
representation 6.8.

The second step is to representgalilependent functions in 6.10 by histograms, assuming a
certain set of bin-limitgo, y1, . . ., Yn:

Yi Yi
g = / o)y, Ay = / A;(y)dy, (6.11)
Yi—1 Yi—1

which gives the equivalent matrix representation of 6.3
g = Aa, (6.12)

with g again a n-vector and A a n-by-m matrix of elemewrts;. These elements can now be
determined from the Monte Carlo events. Each MC event with true waliseadded to histogram
A, (y) with a weight proportional tp;(x). In order to have a proper normalization and to avoid
negative weights the conditions:

m

pi() >0, Y pi(z)=1, (6.13)
j=1

have to be met. Furthermore an overall weight for the MC-events has to be defined such that
the resulting distributiory () is correctly normalized. In the following the distributignand
coefficientsa; are Monte Carlo variables, while data variables will be denoted by adding a hat.
6.2.2 Unfolding without regularization

Now that the deconvolution equation is expressed in coefficigrtte coefficients for the solution
a can be found by a2 fit to the the measured distributign(given in the matrix notation):

S(a) =x? = (g — Aa)TW (g — Aa) (6.14)
=gg—2a" ATWg+a” ATW Aa. (6.15)

Minimizing x? by setting the conditio.S = 0 will then yield the solution:

—ATWg+ ATW Aa = 0. (6.16)
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This can be written as:

a=H"h, (6.17)
where the negative gradient h and the Hessian H are defined by the elements:
2
hj = 8%5;’ ik = afj(ffaka (6.18)
The full solution can be expressed in the following form
a=H 'h=(ATWA)tATWyg, (6.19)
and this yields the covariance matrix as given by error propagation
V(a) = (ATWA)TTATWWWAATWA) ™ = (ATWA) L =H L (6.20)
Since matrixH is symmetric it can be transformed to a diagonal matrix
D =Ul'HU, (6.21)

where the matrix/; is an orthogonal matrix with the propeity U; = U; U = 1. The columns
u; are the eigenvectors corresponding to the (real) eigenvalyes its column. These eigenval-
ues may be arranged in decreasing odey > Dos > ... > D,,,,. Another vectosi; can now
be constructed

ay = DV2UTa, (6.22)

which has the corresponding covariance matrix
V(a) = D~YV2Ul'vV(a)U,DY/2 = D7V2Ul HU, D2 = 1. (6.23)

The fact that the covariance matrix is the unity matrix implies that the components arfe
uncorrelated and hence statistically independent. Their variance of 1 makes it easy to see which of
these components are statistical significant. When we use a confidence level of 95% this will make
all components with (a;)? < 3.85 compatible with zero (when assuming that the coefficients
(a1)? follow a 2 distribution). If all values(ay); with i > mg are compatible with zero they are
not statistical significant and they will provide no information for the result. Ironically they are
the components which spoil the solutiGn This can be seen when formula 6.22 is rewritten and

the solution vectod is expressed as a linear combination of the eigenvectors:

a=> (DL> ’ (a1)ju;. (6.24)

j=1 77

1
The smallest of the factoréﬁ * are the ones which are connected to the insignificant compo-

nents and because of their lJJJnit variance they get a large weight factor in the full solution. This
will cause the full solution to have fluctuations. One way to prevent this is to use only the first
mg amplitudes, but this also can introduce some fluctuations in the solution, known as 'Gibbs
phenomenon’ in the theory of Fourier analysis. A better way is to accomplish a smooth cut-off.
This can be established by the concept of regularization.
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6.2.3 Unfolding with regularization

The magnitude of the fluctuations mentioned in the last section can be measured by looking at the
total curvature of the solutiofi(x). This can be rendered quantitatively by:

r(a) :/f”(m)de. (6.25)

For a strongly fluctuating solution this value will have large values and can be an indication of
the correction needed to remove the oscillations. To the expressiéfidpthen an extra term is

added )
R(a) = S(a) + §Tr(d), (6.26)
where the factor% is introduced for convenience later. The factois called the regularization
parameter.
An example for a good choice of base elements for parameterization of the fufi¢tipare
Quintic Splines. These are smooth and therefore their curvature is well defined. This has the

advantage that(a) can be represented by the quadratic expression:
r(a) = a’ Ca, (6.27)

where the matrix C is symmetric and semi positive-definite. Apart from some factor which can be
absorbed in- the matrixC' is constant and has the form:

2 -3 0 1 0 O
-3 8 -6 0 1 0
1
0

0 -6 14 -9 0
C = 1 0 -9 16 -9 (6.28)
0 1 0 -9 16 -9
0 0 1 0 -9 16
The equation to minimize then becomes:
An AT Lo 1 oo
S(a)=gg—a"h+ 5d Ha+ 5T Ca, (6.29)
which gives:
(H+7C)a = h. (6.30)

This can be treated the same way as for the unregularized solution. First the transformation
a = U, D~/24; will yield:

a, +rD-YV2ulcu, D=Y%4, = D~Y2Ulh. (6.31)
where now the regularization term can be written as:

7-alCra, (6.32)
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with ¢, = D~Y2UTCcU, D~'/? The matrixC, can again be diagonalized &= U] C,U>,
which gives the equation:
ay + 1U8U  ay = D7Y2UT k. (6.33)

Defining the rotatior’ = U] a, gives
o/ +78a’ =Uf ' DV2Ulh, (6.34)
which can be rewritten to give the final solutiah

A 1 T nH—1
[ D /2 Th
“ (I+TS)U2 i
1
1 —/

= .

(I+75)

The final result implies that the regularized solution is just the unregularized () solution
multiplied by a factor, which depends on the eigenvalfigs introduced by the regularization
term. The coefficienta’ are the coefficients of the unregularized solutiorotated byU . Be-
cause this matrix is orthogonal the covariance matria'Y{s still the unit matrix. The original
parameterization 6.8 can be expressed in the new coefficients:

flw) =Y (), (6.36)
j=1

where the functiong’,(z) are linear combinations of the original basis functigngz) (in this
case the quintic-spline functio; (x)). In this parameterization the curvature is given by

m

/ f(@)Pde = (a))S,;. (6.37)

—1

Because the eigenvalues of matfixan be arranged in increasing order; < Dip < ... < 55,
the contribution to the curvature rises rapidly with increasing indel we rewrite 6.35 in the
vector components

i =

T (L4TSy)

it becomes clear that the coefficietsare damped for the higher indices j. This means that the
statistically insignificant coefficients which cause the oscillations in the final solution are given a
very low weight. By this smooth cut-off the 'Gibbs Phenomenon’ can be avoided and the number
of independent contributions to the solution, should be almost equal to the sum of all factors.
Whenmy is specified, the regularization parameter can be calculated from:

(6.38)

m 1
me=> — . (6.39)
; (]. + TSjj)
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A lower limit for m can be determined by looking at the statistical significance of the coefficients
of the unregularized solution. Whenever the value &f determined the regularized solution can

be calculated. Its covariance matrix then will be:
V(d/) = (I+TSjj)72. (640)

The final result will be obtained by transforming the coefficients back to data points, represent-
ing average values for the unfoldg¢dx) in small regions. Blobel proposes to define the limits
of the data point regions by using the functigrfs ,,(z). Since this function has:, zeros it
seems optimal to define the data points around these zeros. In this way the contribution of the term
a’p’i(x), which is attenuated by a factor 1/2, is suppressed and the statistical precision and the
resolution ofz is taken into account. The limits of the data points are then taken to be the extrema
of the functionp;,, . (z).

Now that the concepts of deconvolution have been described, the next step in the analysis of the
data is to develop the tools to define the response of the detector: the simulations. Since these have
to be the best possible representation of the data it was decided to simulate particles in the same
centrality classes, as have been defined in the analysis of the yields (see figure 1.3). Therefore first

the definition of the centrality classes will be described.

6.3 Determination of the centrality
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Figure 6.1: Distribution of the charged-particle multiplicity (left) and distribution of the number
of wounded nucleons (right) for the five centrality bins of the NA57 experiment. The centrality

bins range from peripheral (0) to central (1V).

The centrality of the nucleus-nucleus collisions can be determined by the MSD detectors (see 3.2.3).
These measure the number of charged particles produced in the pseudo-rapidity region of 1.88 <
1 < 4.0. By using Monte Carlo simulations corrections can be made for geometrical acceptance
and detector inefficiencies. The corrected distribution of charged particles can be seen in the left
plot of figure 6.1 [63]. The distribution shows a drop at lower multiplicities. This is due to the
centrality trigger, which suppresses the low multiplicity events. In the figure also the division of
the distribution into subsamples, which correspond to different centrality classes, is indicated. The
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last four of these so called centrality bindd 1V) are equivalent to the bins defined in WA97. Bin

(0) is only measured by NA57. This bin does not extend to the lower limit of the distribution.
This is because at these low multiplicities the background from the empty-target contamination
is substantial. This empty-target contamination consists of events caused by an interaction with
the beam-pipe or the air. By taking runs with the target removed this background could be es-
timated and the lower limit of bif0) was chosen to reduce the empty-target background. The
background in bir(0) is nevertheless about %2and therefore this amount has to be subtracted
from the measured cross section.

The cross section can be calculated directly from the total beam luminosity, which is also
measured by NA57 [64]. In table 6.1 the cross sections for interactions in the five centrality
classes are given next to the definitions of each bin. In this table also the average number of
wounded nucleonsN,) and the impact parameter for each multiplicity class are given. These
can be calculated by means of BEuber model [65], which uses the measured cross section. In
this model the number of wounded nucleons are the nucleons which have interacted inelastically at
least once with another nucleon. In the right-hand plot of figure 6.1 the distributions of the number
of wounded nucleons calculated in the Glauber model are plotted for each multiplicity bin. The
values of the average number of nucleons correspond to the values found by WA97, which used
the Wbunded Nucleon Model [66]. In this model the average number of charged partiglés,) is
proportional to the averageimber of wounded nucleons in the collisions. Note that bifl is not
measured in WA97.

exp

Table 6.1: Range for number of charged particles V., and experimental cross section o ;. after
empty-target subtraction for the five centrality classes of the NA57 experiment. For each class
the cal culated average number of wounded nucleons (N, ) and average impact parameter (b) are
given. For the N, distribution is indicated the FWHM, with respect to the value of (N, ). The
centrality classes are peripheral (0) up to central (IV).

Centr. class Nen Toig 0am] | (Ny)  FWHM (b) [fm]
0 96.0 < Ny < 206.6 | 0.95+0.03 | 62+4 32 | 10.43+0.14
| 206.6 < Nep< 419.8 | 1.23+0.03 | 121+£4 37 8.57 £0.12
I 419.8 < Ngy< 664.0 | 0.88+0.02 | 209+3 42 6.30 + 0.09
1] 664.0 < Ny < 857.1 | 0.494+0.01 | 2900+2 35 4.22 +0.06
\Y 857.1 < Nop< 1191.7 | 0.33£0.01 | 349£1  *+3] 2.46 £ 0.02

6.4 Monte Carlo input for the unfolding

In section 6.2 the methods for the unfolding of data have been discussed. For these methods MC
events were used for the determination of the response matiherefore the transformation of
the true value of a physical variahldo the reconstructed valuehad to be known. In this section
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it will be shown how a value: of a generated Monte Carlo distributigiiz) is propagated through
the reconstruction process to yield a final vajuend a resultant distributiof(y).

In order to get a value of which is as realistic as possible, the simulated events have to be
processed in the same way as the data. Therefore a reconstruction chain was set up, which is
comparable with the weighting chain, described in section 6.1. This chain will be described in
detail by describing the separate steps.

Step 1: Simulation of particles and detector hits

The particles were simulated in the simulation package GEANT. In this package a precise descrip-
tion of the detectors is given and also the performance and the efficiencies of the separate detector
components are stored. The performance of the compact telescope was not constant during the
run, but tended to change due to growing noise in the pixel detectors and a varying beam size.
In order to use the complete statistics of the experiment it was chosen to perform simulations, in
which each run was regarded separately. This means that for every run out of the data period sim-
ulations were done with the same efficiencies of the telescope detectors in that run. Furthermore
therun-by-run vertex and its spread (as defined in section 5.1.1), was used in order to get a good
estimate of the beam impact. In this way a realistic simulation of the primary vertex could be es-
tablished. It was decided to tune the simulation statistics to have an output (after the reconstruction
chain was finished) which amounts to about three times the events found for the data.

In order to have a realistic distribution of generated particles, they are generated with a flat
rapidity-distribution and a distribution, which is given by an exponential:

—mr

f(mp)=mgp-e T, (6.41)

wheremy = /(p% + m?) is the transverse mass afitis the inverse slope parameter. These
inverse slopes have been measured in the WA97 experiment for the (multi-)strange hadrons. The
inverse slope parameter reflects both the temperature of the fireball, created in the collision and the
expansion velocity of this fireball. It was shown that the inverse slope parameters are dependent
on the centrality of the collision. NA57 uses the same centrality classes as WA97 and therefore
the particles were generated in these classes. The particles in the separate classes were generated
according to the number of particles found in these classes in the data. NA57 has extended the
centrality range and an extra multiplicity b{8) was added. At the time the simulations were
performed, the preliminary weighting results for the were known [61], and these were taken
as the inverse slope input for tileand A simulations. The NA5KY slopes however were not
yet determined and therefore the WA97 slopes [67] were used and the value of the slope for bin
(0) was taken the same as the value for the second bin. In table 6.2 the inverse slopes used in the
simulations, together with the fraction of generated events per class are shown.

Dividing the generated sample into multiplicity bins, makes it possible to mix the particles
with events from the data of the same multiplicity class. The mixing of simulated events with data
events is the next step.

Step 2: Mixing

In order to get a realistic background of tracks and noise the simulated particles have been mixed
with events from the data. The particles generatestign 1 yield hits in the detectors according to
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Table6.2: Valuesfor theinverse slope parameters used and fraction of eventsfor each multiplicity
class generated in the GEANT simulations.

Particle 0 I Il I v
AA Slope (Mev) | 258 | 261 | 276 | 313 | 310
Fraction () | 6.9 | 21.6 | 29.4 | 23.1 | 19.0
K? Slope (Mev) | 224 | 224 | 231 | 232 | 232
Fraction () | 7.0 | 22.0| 29.3 | 23.0 | 18.7

the efficiencies determined by the PLANEFF program. These hits are then embedded in the data.
For this purpose background files have been created. In these files runs from a specific run period
are clustered together and every 200th event from this period is written away to the background
file. In this way the simulated event from a certain run can be mixed with an event from the same
run period. Another demand on the event to be mixed is that it is from the same centrality class as
the simulated event.

Step 3: Particle selection

This step runs the reconstruction program ORHION, as described in section 4.1, and obtains a
first selection ofi’® candidates. This sample is then analyzed by the program ANALYZE with
exactly the same selection criteria as used for the data (see section 5.2.1). The resultant sample
then consists of two types of particles: the data particles and the simulated particles embedded in
the events. In the next step the simulated particles will be extracted.

Step 4: V° matching

In this step the program WGTCAL checks for each selebtéaandidate whether it matches with
the characteristics (i.e. detector hits) generated by GEANT in the same event.

When a match occurs the information about the characteristics of the generated and the recon-
structed particle (like transverse mass, rapidity and internal decay angles) is stored. This output
will yield the g(y) distribution of the reconstructed physical variable as well as the transformation
froma — y. The distribution generated step 1 will give f(x).

6.4.1 Simulation results

In order to check the accuracy of the simulations for different characteristics of the particles a
comparison is made between the data distribution and the simulated distribution. These compar-
isons are given in figures 6.2- 6.4. Note that the number of simulated events is about three times as
large as the data sample. Therefore the distributions regarded are normalized with respect to each
other.
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In figure 6.2 the comparison is plotted between the charged-particle distribution of the data and
the distribution of the data events which have been mixed with the simulated data. The compar-
ison shows that the charged-particle distribution from the mixed events is clearly divided in the
multiplicity bins and that in each bin it is peaked towards the lowest multiplicities in the bin. This
is because the distribution of the number of charged particles is rapidly increasing towards lower
multiplicities (see figure 6.1) and in the mixing all events are used (and not only those Wjth a
Still the events generated in different classes are mixed accordingly with the background events
and the relations between the bins are kept.

In figure 6.3 the kinematical characteristics of the are compared. As can be seen the mo-
mentum distributions agree very well. The only discrepancy between the data and the simulations
can be seen when the distributions for #i& decay parameters are plotted (see figure 6.4). The
distribution of the beam impact position in the Y-direction is smaller for the data than for the sim-
ulations. This is because in the generation of the particles a Gaussian is assumed. However for the
data the shape is not Gaussian and because it is asymmetric for positive valyaheflistribu-
tions disagree. However this discrepancy does not seem to affect other distributions critically.

Since the deconvolution method intends to correct for detector effects like limited acceptance
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Figure 6.2: Comparison between the data charged-particle distribution (data points) and the
relative distribution of the events used for mixing (histogram).
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Figure 6.5: Comparison between data acceptance regions (left) and the regions of simulated data
(right) for the A. The top pictures represent the p — y acceptance. The bottom plots show the
acceptance of the compact tel escope.

and detector efficiency it is interesting to look at the comparison of these. In figure 6.5 on the top
the pr — y acceptance of the NA57 setup is depicted for data and simulations. The simulations
manage to reproduce the acceptance shape down to a value of the rapidity of 2. This is because
in the simulations only particles have been generated with this value as lower limit. In the bottom
plots the scatter-plots are shown for the acceptance of the momenta in the Y- and Z-digegtion,
andp., relative to the total momentup{v?). In this way an approximation of the detector accep-
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tance in the Y-Z plane can be made and hence indirectly the efficiency of the compact telescope
can be rendered. During the Pb1995 run of WA97 some of the pixel detectors were damaged near
the beam (i.e. the bottom part of the detectors). This radiation damage can be seen at the bot-
tom in the scatter-plot, where a hole is visible. This hole is reproduced in the scatter-plot of the
simulation.

In conclusion, the simulations seem to reproduce the data distributions accurately. The simula-
tions for theA are equivalent to the simulations for theand hence are not shown here.

For theK$ the comparison between data and simulations can be seen in figures 6.6- 6.7. Sim-
ilarly to the A the b, distribution is not reproduced correctly. Furthermore the mean oKtfe
invariant mass distribution is shifted to a higher value.



100 Data Analysis

2000
81500 F 8 600 }
‘S1600 £ = !
81400 F GC_, 500
51200 £ S 400 [
%1000 [ =
(] (5] L
D a0 b o 300
g 600 F g 200 F
Z a0 | pd
100 |
200 F
0 L L L L L L L 0 S
0.4 0.425 0.45 0.475 0.5 0.525 0.55 0.575 0 5 10 15 20 25 30 35 40
+ - 2
M(n",m) (GeV/c?) P,0 (GeV/c)
» o 69 [
2 2
=] S 500 [
c c
(M) (M)
— u— 400 [
o o
o S
) @ 300 [
Ko} Ko}
g g 200 [
pd pd
100 | \
‘ 0
26 28 3 32 34 36 38 4 0 02505075 1 12515175 2 22525
0 0
Y as(VY) P.(V") (GeVic)
(%] (%]
@ 600 [ b & 700 |
€ o b = 600 |
(M) ()
y— . 500 |
O 400 [ o
E E 400 -
300 F
'g 'g 300 |
= 200 S 200 £
P P 4
100 | 100 £
0 - 0
1 08-06-04-02 0 02 04 0.6 08 1 0o 05 1 15 2 25 3
0 0
Py(V ) (GeV/c) P,(V") (GeVic)

Figure6.6: Comparison between data kinematical distributions (data points) and therelative sim-
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The main goal of the NA57 experiment is to look at the production of (multi-)strange particles
at mid-rapidity. The yields of the particles determined in chapter 5 are raw yields and they have
to be corrected for detector and reconstruction effects. The method which will be used for this
correction, the deconvolution of data, has been introduced in the previous chapter. In this chapter
the transverse mass distributions and the yields will be retrieved by using the deconvoluted data for
the A, A andK{ particles. The yields will be deduced by using the rapidity and transverse mass
distributions. Therefore first the deconvolution procedure will be described for the unfolding of
the raw rapidity and transverse mass distributions in section 7.1. The results of this deconvolution
procedure will then be used to calculate the inverse slope parameters of the produced particles
(section 7.2), which then will be used finally to produce the particle yields (section 7.3).

7.1 Deconvolution procedure

The inverse slope parameters can be found by fitting the following double differential to the cor-
rected data:

d*N
dy dm.,

= f(gm,) = Af(y) my exp{ -T2} | (7.1)

where it is assumed that the rapidity distributifty) is flat in the region of acceptance and

A is a normalization factor. The trug — m distribution used for the fit will be extracted by
deconvolution, which implies that a two-dimensional deconvolution procedure has to be used.
In the WA97 experiment the deconvolution method has been successful in determining inverse
slopes and yields [67]. Therefore the deconvolution method used by WA97 will also be applied
to the NA57 data. In the following the procedure developed by WA97 will be explained and its
application to the NA57 will be described.

7.1.1 Discretization

In the last chapter it was shown that the original distributfaran be retrieved from the measured
distributiong by the equation:

f(a) = / Al y)g(y)dy. (7.2)

In this equation the distributionf(x) andg(y) are taken as one-dimensional. When a two-
dimensional distribution has to be unfolded, this first has to be transformed into a vector. This
transformation can be obtained by starting from the matrix equation:

g=Af, (7.3)

whereg and f are vectors and A is a matrix. The discretization of the two-dimensional dis-
tribution can now be done by first representing it by a two-dimensional histogram, which is then
transformed to a vector. The concept of this transformation is rendered in figure 7.1, where the
acceptance region of the NA57 experiment Aaris depicted. The boundaries of the acceptance
region are indicated by the two lines. The two-dimensignaln  space is divided in bins, which
is shown as a grid in the plot. It can be seen that some bins lie on the edge of the acceptance
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Figure 7.1: Discretization of the two-dimensiongl— m 1 distribution.

region. This can cause the bin to have low statistics. These bins have a great statistical uncer-
tainty and could introduce oscillations in the deconvolution solution (see section 6.2.2). In order
to remove the bins which have very few entries, their average bin content is determined. When a
histogram bin has less than a twentieth of this average it is left out. In the plot some of the bins
which are on the boundary have less than a twentieth of the average and are not used. After only
the statistical significant entries are left, these are reordered: starting left under, the contents of the
entry belonging to the firsta 7 bin and the correspondingbins are copied to the vectgr this is
done for each bin, until the wholge— m  range has been covered. This sequence of reordering
is shown in figure 7.1 by plotting the numbers of the corresponding vector entry into the selected
bins. From the possible 64 bins only 35 are significant.

This discretization procedure yields an expansion of the form of equation 6.8 where the eigen-
vectors are now the step functions (which are not normalized):

N 1 fortj,1 §x<tj
pj(r) = { 0 otherwise ’ (7.4)

where the node&), t1, 12 . . . t,, are defined by the histogram bin limits and the coefficients
are given by the number of entries in the bin. Note that the step functions of equation 7.4 are B-
splines of the zeroth order. The discretization of the two-dimensional distribution to a vector with
the step function causes the represented histogrémrhave discontinuities. In order to prevent
a loss of accuracy the number of bins used for the discretization should be as large as possible.
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Here problems can occur; in the previous chapter it was shown that the limited resolution of an
experiment is a serious parameter in the deconvolution of distributions. The bin sizes have to be
chosen such as to prevent large correlations between data points. Furthermore it was shown that
this limited resolution will be taken into account by a regularization procedure. This will result in
optimization of the bin size of the histogram (see section 6.2.3). However one can also argue the
other way around: by choosing the bin limits in such a way that it takes into account the limited
resolution of the variables used, regularization is not necessary. This will be explained in the next
section.

7.1.2 Bin definition

In order to achieve the best possible binning it is important to look at the resolution of the variables.
In figure 7.2 the correlation between the generated and reconstructed rapidity and transverse
mass are shown. In figure 7.3 the difference between generated and reconstructed values are
plotted. From these plots it can be seen that the resolution in these variables is good and that
it is possible to perform a discretization in which not too much information on the shape of the
original distribution is lost. For the deconvolution of the data of the WA97 experiment it was
shown that it was possible to chose the binning such that the inversion performed was stable and
no regularization was necessary [67]. Therefore to obtain a good binning the following procedure
was done; first soma priori binning was taken, which was assumed to be reasonable. Then the
value for the standard deviation was calculated for this bin by using all events generated within
this bin:

N . .
Z (x;en - x;‘ec)2

_ 4 li=1
g = ~ , (7.5)

whereg is the standard deviation for a specific hirj,,,, is the generated and.,, is the recon-
structed value of the variable and N is the number of events wiih,.,, within bin limits. Now
the size of the bin can be expressed in the number of standard deviations:

t
o

wheret is the bin width and; is the number of standard deviations for that bin, which will be
referred to as thbin resolution coefficient. Considering the fact that the bins are two-dimensional
there are two bin resolution coefficients which have to be determined. In figure 7.4 the bin resolu-
tion coefficients of the rapidity and transverse mass are plotted for each bin.

The vertical axis is displayed in a logarithmic scale which implies that a value of less thgn 1 of
has a negative value. In this case the bin width is less than one standard deviation of the resolution
defined by the events which it encompasses. In this case data correlations could occur. This will
make the inversion of the matrix unstable and therefore a value bigger than one is preferred for
7. For this analysis it was chosen to tune the bin widths such that an average valug \&&sr
achieved for both the rapidity and the transverse mass bin size. This means that the probability to
find an event in the right bin after the deconvolution is aboyt §5ee [14]). With this criterium
the number of used bins is still large enough to achieve a accurate solution for the deconvoluted
result. The figure shows that most bins have a good resolution and only some border bins, where
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statistics is limited, have a value smaller than 1:foiThe effect of these bins on the stability of
the inversion seems to be small.
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Figure 7.4: Binresolution coefficientsin the rapidity range (left) and in the transverse mass range
(right) for each bin. The coefficients are plotted on a log scale.

After the optimization of the bin widths it is now possible to determine from the simulations
the matrixA. When on the right side of equation 7.3 the veetet [1,0, ..., 0] is substituted, the
first column ofA is obtained:A,, = [A11, 421, ..., An1]. Thisis equal tgjy, ¢, the reconstructed
distribution of all generated MC events in the first bin. By repeating this for all bins of the vector
f, the matrixA can be constructed from all resultant columns. Once maitrix determined, its
inversion will result in solving equation 6.5.

7.1.3 Stability check

The result of the deconvolution in the— m ¢ space is shown in figure 7.5. The plot shows a
nice two-dimensional distribution and no oscillations seem to have occurred. In order to check
whether the result is stable also the rotated coefficientsvhich are defined by equation 6.22) of

the solution are plotted. Since their corresponding covariance matrix is equal to unity (see section
6.2.2), their values should be bigger than one in order to avoid oscillations. The values of the
coefficientsi; are plotted in figure 7.6.

The vertical axis is rendered in logarithmic scale which implies that negative entries could give
rise to oscillations. There is no coefficient which is smaller than 1, so it is safe to assume that
the unfolding has been successful and that no regularization is necessary. In the next section the
deconvolution result will be used to determine the inverse slopes.

7.2 Inverse slopes

The deconvoluted distribution obtained is now fitted using the expression 7.1, where a flat rapidity
region is assumed and the inverse slope was left as a free parameter of the fit. This was done by a
x? fit. For the weighting procedure usually the maximum likelihood method is used. In order to
make a comparison with the results found by the weighting method the same region of acceptance
was used for the fit of the deconvolution data. The binning used for the unfolding was chosen such
that the border bins of the deconvolution region fall outside of the weighting acceptance region.
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Figure7.5: Result of the deconvolution of the measured y —m - distribution for thetotal A sample.

Figure7.6: The values of the rotated coefficients of the unfolded solution.
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When applying the fit, the border bins of the deconvolution result are left out. The values chosen
for the region-of-good-acceptance in the weighting forAhend A [61] are:

e 0.41 GeVE<pr <3.0Gevt
e 2.4<y<3.48
e 51 mrad <¥ <92 mrad

and for theK? [60]:
e 0.55GeVE<pr < 2.7 Gevt
e 293<y<3.7
e 49 mrad <9 <92 mrad,

where@ is the polar angle between the and the beam axis. It must be stressed that for the
deconvolution the cut oAl has not been applied, since the choice of binning already makes a
selection of the acceptance window equivalent toftat.

7.2.1 Inverse slope parameters as function of centrality

In order to investigate the dependence of the inverse slopes on the centrality, the data sample has
been divided into centrality classes (see section 6.3). For each centrality class the data have been
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Figure 7.7: Transverse mass distributions for the A (left) and the A (right). The results for all
centrality classes are plotted in one plot, where the lower centrality bins are scaled for visual
convenience



7.2 Inverse slopes 111

S
£
S -Af
% 10 3
g 2
-~ 10 ¢
- E
-3
10 \Y
4 B
10 ¢ Il x 10
5
10 I1x10?
8
10 1x10°
7
10 ¢ ox 10"
&
10 T T T S T T T T S B

0.5 1 1.5 2 2.5 3 35
Transverse mass (GeV/c 2)

Figure7.8: Transverse mass distribution of tHé, .

deconvoluted and the resulting spectra have been fitted (figures 7.7-7.8). For each particle type the
my spectra of each multiplicity class have been plotted, where for visual convenience the spectra
of lower centrality classes have been scaled. Furthermore the data points are put at the average
of the bin and its width gives the error. The errors on the slopes are only statistical and consist
of two contributions: the statistical error due to the data statistics and the error introduced due to
the statistical uncertainty of the response mattixin the case this matrix would be determined
with an infinite number of events, the response would be defined completely. The statistics used,
however, is not infinite and therefore the error in the result due to the statistical uncertainty in the
contents ofd has to be estimated. This has been done by sampling from a Poisson distribution for
each entry of the matrix and then calculating the slope again. This procedure has been repeated
100 times and the spread in the distribution of slopes found is taken as the deconvolution error.
This error is about a factor 0.75 of the statistical error from the data. This is reasonable since the
simulation sample is roughly 3 times larger than the data sample.

The found inverse slope parameters forahand A are also plotted as a function of the number
of wounded nucleons (fig. 7.9- 7.10). In the same plots also the slopes calculated with the weight-
ing method are depicted [61]. The results for the deconvolution method and the weighting method
agree within errors. As can be seen from the comparison, the slopes determined by the weighting
have substantially larger errors. This is because the statistics used for the deconvolution method
covers all data, while the weighting only has used 1/200th of the statistics farane 1/10th of
the A sample.
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Figure 7.9: Inverse slope parametersfor A (left) and A (right) particles as a function of the num-
ber of wounded nucleons. The results found by using deconvolution (open squares) are compared
to those found by using the weighting method (closed squares).

The results shown in the plots are listed in tables 7.1- 7.3. Here also the results from the
deconvolution of the WA97 data are shown [67]. Although for the WA97 experiment only the four
most central multiplicity classes were looked at, the results for these classes agree also with the
results presented in this thesis for thand A.

The slopes for th& ¢ however do not agree very well with the results from WA97. There is
a systematic 3 difference between the slopes found by NA57 and those found by WA97. The
reasons for this could be located in the fact that at high valups - dér theKg systematic effects
tend to dominate, which causes the slopes to be overestimated. The nature of these systematic
effects will be looked into in more detail in the next chapter.

Table 7.1: Valuesfor the inverse slope parameters T (in MeV) of the A for WA97 and for the two
correction methods used in NA57.

0-1v 0 | I Il \%
NA57 (D) | 288.0+ 0.5 | 254.2+ 1.7 | 273.5+£1.0 | 289.4+0.9| 2944+ 1.1| 301.1+1.1
NA57 (W) 284+ 6 258+ 19 261+ 11 276+ 11 313+ 13 310+ 15
WA97 (D) 289+ 3 - 271.3+3.1 | 286.2+3.1 | 302.0£ 4.0 | 295.6+ 4.2
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Figure 7.10: Inverse slope parameters for K& particles as a function of the number of wounded
nucleons. Theresults found by using deconvolutionin NA57 (open squares) are compared to those
measured in WA97 with the deconvol ution method (closed squares).

Table 7.2: Valuesfor the inverse sope parameters T (in MeV) of the A for WA97 and for the two
correction methods used in NA57.

0-1v 0 | I Il \%
NA57 (D) | 289.94+ 1.3 | 247.6+ 4.4 | 2785+ 3.0 | 293.0+ 2.7 | 306.4+3.2| 307.4+ 3.4
NA57 (W) 286+ 6 274+ 18 258+ 10 279+ 10 307+ 13 309+ 14
WA97 (D) 287+ 4 - 268.0+ 4.2 | 279.8+4.2 | 299.6£5.0 | 304.2+ 6.4
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Table 7.3: Values for the inverse slope parameters T (in MeV) of the K for WA97 and for the
two correction methods used in NA57.

0-1v 0 | I Il \%
NA57 (D) | 233.5+0.4 | 2240+ 1.2 | 2325+ 0.7 | 239.6+ 0.7 | 2429+ 0.7 | 244+0.8

NA57 (W) | 235+8 - - - - -
WA97 (D) | 23042 - 2244437 | 230.7+£3.1 | 231.8+ 35| 2325+ 4.1

7.3 Yields

The absolute yields of the strange particles have been determined in the WA97 and NA57 experi-
ment by extrapolating the measured particle yield to the complete region defited by | < 0.5
andp, > 0 GeVle

[e's) y*+0.5 d2N
Y:/ me/ dy , (7.7)
ma y*—0.5 dyme

wherey* is the value ofy at mid-rapidity andY” is the total particle yield for one unit around
mid-rapidity.
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Figure 7.11: Yield per event for A (left) and A (right) particles as a function of the number of
wounded nucleons. The results found by using deconvolution (open sguares) are compared to
those found by using the weighting method (closed squares).
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Figure 7.12: Yield per event for K2 particles as a function of the number of wounded nucleons.
Theresults found by using deconvolution (open squares) are compared to those found by using the
weighting method (closed squares).

The extrapolation has made use of the inverse slope parameters found by the transverse mass
fit, described in the last section. The assumption of a flat rapidity distribution is a good estimate
but is not completely correct. This introduces a systematic error for the particle yields which
is less than & for A and 3% for A [62]. The extrapolation can be done in two ways: by first
extrapolating over rapidity and then the transverse mass, second by going the other way around.
This consistency check gives similar results and the final result is taken as the average with the
corresponding error. The value calculated from equation 7.7 is the absolute yield and in order to

Table 7.4: Valuesfor theyields per event for the different centrality classes of the A for WA97 and
for the two correction methods used in NA57.

0 I Il 1l v
NA57 (W) | 2.37£0.22 | 545+ 0.3 | 9.68+ 0.5 | 14.7+0.74 | 18.2+1.0
NA57 (D) | 2.06+ 0.03 | 5.024+ 0.03 | 9.77+ 0.04 | 14.08+ 0.06 | 18.22+ 0.10
WA97 (D) - 441+ 0.08 | 8.73+0.15 | 11.52+ 0.22 | 15.22+ 0.35
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get the yield per event, it has to be divided by the number of events taken by the experiment. An
overview for all particles yields are given in tables 7.4- 7.6.

In figures 7.11-7.12 the yields per event for each multiplicity class calculated for the deconvo-
luted data are shown. Again the results found by using the weighting method are also depicted.
In this case the preliminary weighted yields of NA57 for i€ were available [60]. Also for the
yields the results for both methods are compatible in case ofitaed A. For theK? however
also here the results do not agree. This could be a direct consequencédf thlepe results. If
these are overestimated the extrapolation will result in an underestimation of the yields.

Strangeness enhancement usually is measured by looking at the yield per event with respect to
the yields found for p-Be interactions. This can be pictured best by dividing the yields per event
of the Pb-Pb collisions, by the values found for p-Be. The resulting relative yield is divided again
by the average number of wounded nucleons in the centrality bin. The final result can be seen
in figure 7.13. For comparison the same measurements found by WA97 are also plotted. The
results for theA and theA are the results of the analysis presented here. Ayeelds show a
small increase with respect to the number of wounded nucleons, whilé tietative yields are
flat. The results for thé\ do not show a significant drop in the lowest centrality bin, which was
seen for theE. In the common centrality range the results from NA57 and WA97 agree within
20%. The difference has been extensively investigated [70] and it has been understood as due to a
bias introduced by the uncertainty in the position of the primary vertex in WA97 [71].

Table 7.5: Valuesfor theyields per event for the different centrality classes of the A for WA97 and
for the two correction methods used in NA57.

0 I Il [l A
NA57 (W) | 0.424+ 0.03 | 0.88+ 0.04 | 1.60+ 0.07 | 1.76+ 0.09 | 2.39+ 0.13
NA57 (D) | 0.40+ 0.03 | 0.804+0.03 | 1.41+0.02 | 1.79+ 0.02 | 2.24+ 0.03
WA97 (D) - 0.61+£0.02 | 1.20+0.04 | 1.71+0.08 | 2.04+ 0.09

Table 7.6: Values for the yields per event for the different centrality classes of the K& for WA97

and for the two correction methods used in NA57.

0 I Il [l v
NA57 (W) | 296+ 0.54 | 7.17+0.85| 152+ 2.4 19.6t24 253+ 3.5
NA57 (D) | 2.394+ 0.02 | 5.64+ 0.03 | 10.63+ 0.04 | 15.394+ 0.05 | 19.60+ 0.05
WA97 (D) - 7.0£0.17 | 13.6+£0.26 | 20.8+0.5 22.3£ 0.7
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The results presented in this chapter show that the deconvolution method is able to determine
the inverse slope parameters and yields and that it furthermore enables the use of the full statistics.
This results in smaller statistical errors than obtained for the weighting method.
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Figure 7.13: Theyield per event divided by (/Vyy) and relative to p-Be interactions. The values
(open circles) of A and A are the results presented in this thesis, the WA97 results are indicated
with closed circles.
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Recently for the first time a significant transverse polarization has been measured in high energy
heavy ion collisions [5]. This measurement, where the transverse polarization was observed to
increase withr , showed that even in central Au-Au collisions information of the incoming pro-
jectile was retained. It is interesting to investigate whether this is still the case in atgwange

for Pb-Pb collisions at 158 GeV/c . In this region models, which assume no QGP formation,

still predict some polarization, while the creation of a QGP could cause the transverse polarization
to be reduced. In this chapter the transverse polarization akshmeasured in Pb-Pb collisions

in the NA57 experiment will be investigated. The polarization can be determined by a study of
the angular distributions of the decay products of AheDue to the limited acceptance of NA57,

the measured angular distributions are changed and have to be corrected. Analogously to the pre-
vious chapter this correction will be applied by deconvoluting the data. The conditions for the
deconvolution procedure will be discussed in section 8.1, where only the case foiliebe
described. Then first the transverse polarization will be determinel forin section 8.2, since

this particle has no polarization. This analysis gives a rough measure of the false asymmetry due
to the geometry of the setup. Then the transverse polarization aféimel A will be determined in
section 8.3. Parallel to the measurement of the transverse polarization the longitudinal polarization
will be derived and systematic effects will be investigated for Ahe=inally a discussion of the
results is given in section 8.4.

8.1 Deconvolution procedure

In this section the conditions for deconvoluting the angular distributions of the decay products will
be described. This will be done in the same manner as described in chapter 7, where the conditions
for the m-y deconvolution were discussed. Since the study ofAtfp®larization is the purpose

of this chapter, emphasis will be on this particle.

8.1.1 Angular distributions

The NA57 experiment measurdsproduction in the channél — p + 7 by detecting the proton

and the pion. Parity violation in this weak decay channel can introduce an asymmetry in the
decay angles [73]. The angular distribution of the decay proton in the center of mass frame of a
completely polarized is given by [72]:

AN 1

ot E[lJracose], (8.1)

whereq is the decay asymmetry parameter for this decay channel (=8-@4@13 [73]) and) is
the angle between the proton of the decayinand theA polarization axis. This is schematically
shown in figure 8.1. Here the projectile from the beam hits a nucleon in the target and produces a
A. The production plane is spanned by the beam and taed its normal is defined by:

7= Zibsam X ]iA ) (82)
‘pbeam X PA‘

When the decay of thd in its center of mass system is considered, the following coordinate
system will be defined: the z-axis is taken in the original direction of Ahend the y-axis is
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Figure 8.1: Momentum Vector diagram of the production of the A and its decay. The decay is
shown in the center of mass of the A. The y-axis is taken to be parallel to the normal of the
production plane.

taken to be parallel to the normal of the production plane. The angle between the proton and
the above defined axes is calleéd for i = x,y,z. The polarization vecto® then consists of

the following componentsP, corresponds to the left-right asymmet#), corresponds to the
up-down (transverse) asymmetry aRd to the forward-backward (longitudinal) asymmetry. The
measurement of the transverse polarization and the longitudinal polarizations are the subject of
this chapter. Angular momentum conservation inAtgecay requires the distribution of the decay
angled to be linear incos #. However due to detector effects the measured angular distribution
can be changed. The angular distribution then will be of the form:

dj(j:(gi = %A(COS 0:;)[1 + aP; cos 0], (8.3)

in which A(cos 6;) is the acceptance of the detector @ds the polarization in direction

The acceptance will have a large influence on the angular distributions, which can be seen for
the NA57 data. Furthermore selection cuts will distort the distributions even more. The measured
angular distributions with respect to the polarization axes for the period with the magnetic field up
(negative polarity) are depicted in figure 8.2. Tdwe @, distribution shows a drop around zero,
which is due to the cut on the internal decay angjkes explained in section 5.1.1. The transverse
angular distributiondos 6, is restricted to the negative region. This is due to the fact that in
the V° selection only the cowboy decays are selected (see section 4.1). Most of these cowboy
decays lie in a plane perpendicular to the magnetic field and since only the positive particle and
one field polarity are regarded, this positive particle dominantly points in one direction. The area
of the NA57 setup is only small and this implies thak avhich is measured is always produced
in a small polar angular range between of 48 and 97 mrad. This will define the production plane
and its normal to have almost always the same orientation, with the normal perpendicular to the
magnetic field. This makes that all protons are detected at one side of the angular spectrum for
cos 6. Accordingly for the positive polarity this distribution is mirrored.

In the longitudinal distribution a gap arounds ¢, ~ 0.25 can be seen. This is due to the cut
on theK? mass, applied in th&° selection (section 5.1.2). In the Podalanski-Armenteros plot
this is roughly represented as a cut the Podalanski-Armenteros vatigltgch is equivalent to
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Figure 8.2: The measured angular distributionsin all directions of the proton decaying from the
A wir.t. the three axes defined in figure 8.1.

acutincosd, (see figure 5.5).

The measured angular distributions for thare identical to thé\ spectra, except for thes 6,
distribution which is mirrored, due to the measurement of the anti-proton instead of the proton.
The K¥ mesons have about the same decay topology as thad therefore they also have a
similar shape in theos 6, andcos 0, distributions. Foros 6, however, it is different. The region,
in which theK$ mesons overlap with th& and A in the Podalanski-Armenteros plot, is near the
edge of the distribution and the removal of thend A background causes it to be empty there.

In order to correct for these distortions a deconvolution of the angular distributions is carried
out. This is discussed in the next section.

8.1.2 Deconvolution

In this section the procedure used for deconvoluting the angular distributions is described. The
description will be focussed on theparticles. However the conditions used for & particles
are determined in a similar way.

Bin sizes

In section 7.1 the conditions for a deconvolutionin: andy were described. It was seen that
the bin size of the input distributions was determined by the resolution of the detectors and the
statistics of the sample. In figure 8.3 the correlation between the generated and reconstructed
angular distribution for all three coordinate directions is given for the genefated

The average resolution for all three directions is of the order of 0.1 i6. cBaking as the bin
size about two times the resolution of the entries in the bin, this should give around 10 bins for
each distribution. For the distorteds ¢, andcos 6, angular distributions of the experimental
data unfortunately some parts of the range are empty, due to the selection cuts. This asks for the
clustering of bins there. So for the deconvolutiorcas ¢, only 5 bins are used and feps 6,
6. This decreases the number of bins, but this number should still be large enough to be able to
reproduce the original distribution. Since the original angular distributions are linear the number
of bins chosen is not critical and no loss of accuracy occurs.
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Figure 8.3: The correlation (top) and difference (bottom) between the generated and recon-
structed values for the angular distributions of the decay proton.

A good choice of binning removes statistically insignificant contributions from the solution and
oscillations can be avoided. In order to check this for each deconvolution solution the coefficients,
rotated to the solution which has a covariance matrix equal to unity, should be larger than one. For
each of the following results this check was made and all solutions were stable.

In section 8.3 the transverse and longitudinal polarizations are determined forathe A parti-

cles. However, first the asymmetry of thé, decay measured by NA57 will be determined. Since

no polarization is expected in the decay of tg to two pions, this will determine the false asym-
metry due to the geometry and knowledge of the detector setup, which is the dominant source of
the systematic uncertainty.

8.2 K polarization

The K2 mesons are spin-less and have about the same decay topology/asTherefore they

are a good tool to check biases introduced by detector effects and the reconstruction. First the
transverse decay asymmetry is determined, whereafter the asymmetry in the longitudinal direction
is investigated as well.
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Figure 8.4: Comparison of the cos ¢, distribution for data (solid circles) and simulations (his-
togram) (left) and the result of the deconvolution (right) for the K2 . The deconvolution bin
selectedis: 1.1 < mp < 1.25 GeV/ec.

8.2.1 Transverse polarization

The transversa polarization is known to be dependent;op andz . As a check the dependence
of the transversK{ polarization orpr has been determined. In order to investigate the polariza-
tion as function opr, a two-dimensional deconvolutionin  andcos ,, was done. For the bin-
ning inmy the binning used in thew -y deconvolution of last chapter was used. Only for values
of highm, where the statistics is not large enough, some of the bins in that region have been com-
bined. In figure 8.4 an example of the deconvolution for ong bin (1.1 < my < 1.25 GeV/c)
is depicted for the negative field polarity sample. To the left the (scaled) comparison between data
(solid circles) and the simulations (histogram) is plotted and to the right the resultant deconvo-
luted distribution is given. It can be seen that the latter is asymmetric. The result for the whole
pr range is shown in figure 8.5, where the polarization as functignyaf depicted for both field
polarities. It can be seen that the polarization reaches large values for the low apd-trigdion.
Furthermore the asymmetries seen are seen to be opposite for the different field polarities. Such
an asymmetry is also observed for the two other directions as can be seen in figure 8.6. In the left
plot the longitudinal asymmetry and in the right-hand plot the left-right asymmetry are depicted.
In both other directions asymmetries are found for the two magnetic field polarities, although for
the left-right asymmetry direction this is less pronounced. These asymmetries could be due to the
uncertainty of the position of the detectors in the experimental setup. This uncertainty could cause
misalignments to occur in the reconstruction of the data, which could lead to over-steering effects
seen already in section 4.2.3.

Therefore the transverse asymmetries found fod€lje are considered as a systematic effect,
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which must be taken into account when determining the transverse polarizationof the

8.2.2 Longitudinal polarization

When the longitudinal polarization is determined for both field polarities combined, the result
of the one-dimensionalosf, deconvolution is plotted in figure 8.7. Also here an asymmetry
is observed for th&$ . The value found for the corresponding longitudifa$ polarization
parameteP, from ax? fit of equation 8.3 amounts ta®,=1.6+ 0.44%. Also here this value is
taken as a systematic error in the calculation of the longitudinadlarization.

8.3 A and A polarization

In the introduction (chapter 1) it was seen that the transverse polarization &fftas been mea-
sured to be dependent gi- andz . In this section the dependence of the transvergmo-
larization onpr andzr will be investigated for the NA57 experiment. The dependence gn
will be studied further by considering the influence of systematic effects on the result. Also the
longitudinal polarization will be determined.

It was also seen that the transverse polarization ofitias been measured to be zero. In this
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Figure 8.7: The result of the one-dimensional deconvolution in cosf , for the K¢ . The data of
both field polarity samples are used.
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polarities.
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thesis the dependence of thepolarization onz » will be determined as well. A more detailed
study was not possible due to the lower statistics.

8.3.1 Transverse polarization
Pr-dependence

In the study of thé mesons, large polarization asymmetries were found as functips oThe

same investigation has been done for theln figure 8.8 the result of the deconvolution is plot-
ted for the variousn-bins. For each bin deconvoluted result is shown for both field polarities,
together with the results of the fit. An overview of the values found for each bin is given in fig-
ure 8.9, where the transverse polarization as a functipn-dfas been plotted for the different field
polarities. Analogously to th&{ the polarization for different field polarities diverges towards
lower pr. However, at highpr the measurements for the positive and negative field polarities
agree within statistical errors. When considering the other angular distributions (longitudinal and
left-right) no divergence between the field polarities occur (see figure 8.10). In order to get an
indication of the influence of the uncertainty of the position of the detectors the following exercise
has been considered. Simulations were run for both field polarities in which a misalignment of 2
cm was introduced for the lever arm. These simulations were then taken as input for the decon-
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Figure 8.9: The dependence of the transverse polarization on p 1 for the A. The results for both
the positive and negative field polarity are depicted.
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Figure 8.10: The longitudinal (left) and left-right (right) asymmetry versus for the A.

volution. The result of this exercise is shown in figure 8.11. As for the data the results for both
field polarities diverge, reaching asymmetries of about 30%. Considering the fact that these results
are obtained with a shift of 2 cm on an extrapolation distance of 30 cm, a rough estimation of the
value of the misalignment in the compact telescope, where the extrapolation distance is around 2
cm, would be of the order of hundreds of micron. This is indeed the uncertainty in the position of
the pixel detectors. The influence of the detector geometry will be examined further in the section
on the systematic errors.
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Xp-dependence

In the introduction of this thesis it was seen that in p-p, p-A and A-A collisions for the region
> 1 GeVk the transverse polarization only dependsign The set of measured data shows that
the transverse polarization increases almost linearly wijth At low z z, in the region 0.1 < 5
< 0.2, no data are available and a small value for the transverse polarization is predicted by semi-
classical models. However on the magnitude of this value they disagree: the Berlin Model (section
2.2.2) predicts it to be as small ags2while the Thomas Precession model and the Troshin-Tyurin
model predict the transverse polarization to reach a value of -5 &hdegpectively. NA57 is able
to measure in this  range and therefore it is interesting to study the dependence of the transverse
A polarization one

Thezr dependence of the transverse polarization has been determined by doing a deconvolu-
tioniny andcos #,. The choice for the deconvolution in rapidity and not directly in is because
the generation o\ hyperons in a flat distribution has been successful for data correction, e.g. for
determining the inverse slopes. Therefore it is convenient also in the bin size definition to start
from the binning used in thge-m deconvolution. Since the transverse polarization reaches its
maximum value fop > 1 GeVk, it is interesting to consider only this region. This also makes
it possible to compare the results with the world data (shown in fig 1.3). The results ¢f the
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Figure 8.11: The dependence of the transverse polarization on p for simulations in which the

lever arm has been shifted 2 cm. The results for both the positive and negative field polarity are
depicted.
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Figure 8.12: The results of the y-cos#,, deconvolution for four rapidity bins. The corresponding
average x value is given in the plot together with the results of the fit for the different field
polarities.
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andcos ¢, deconvolution with the requiremeptr > 1 GeVk for four rapidity bins is shown in
figure 8.12, where the values for- are taken to be the average in the corresponding rapidity
bin. The results of the fit are depicted in figure 8.13, where the polarization as a functignisf

Table 8.1: Values of the transverse A polarization for « » >0. The results for the positive and
negative field polarity are given separately. The errors are only statistical where the first is the
statistical error introduced by the data the second by the response matrix uncertainty.

Polarity | Na | (zr) | {(pr) | Transverse polarizatiof

Negative| 19984 | 0.09 | 1.49 25+4.4+22
6251 | 0.14 | 1.70 7.9+7.3+32

Positive | 22202 | 0.09 | 1.49 -1.0+4.3+1.9
7175 | 0.14 | 1.70 3.0+7.7£3.9

1
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plotted. There still exists some asymmetrycat < 0, due to the contribution from the lowe¥,
As. However the effect is already suppressed and the asymmetry only reaches values of around
10%. At positivexr the results for positive and negative polarity converge and therefore only
these points will be considered further on. The transverse polarization found for the two positive
values ofz  for this region are given in table 8.1.

For the measurementsaat = 0.09 and0.14 also thepy dependence can be considered. This is
shown in the left plot of figure 8.14. There is no significant polarization with respect tddence
there is no indication that the polarization is increased atdgvdue to the transverse momentum
shift introduced by multiple scattering in the nuclear medium [36]. In the right side of plot 8.14
also the dependence on the centrality of the sample is shown, where the sample is divided in two
subsamples:

1 Central: 0-15 % most central collisions. This sample corresponds t@Ihiand (1V) of
centrality definition used in NA57.

2 Peripheral: 16-60 % most central collisions. This sample corresponds (@) iih).

A division in the 5 bins defined by NA57 was not possible due the the limited statistics for de-
convolution. Also here no significant difference in polarization for the different centrality samples
can be seen.

A polarization

The analysis of thé polarization is identical to tha analysis. The transverse asymmetries seen
for the A are also seen here. The dependence piis plotted in figure 8.15 together with data for
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Figure 8.14: Dependence of the transverse A polarization on p ¢ for the two different = ; data
points (left) and centrality (right)
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Figure8.15: Transversé\ polarization compared with results for p-Be collisions at 400’/ c

p-Be collisions of 400 GeV/ The values of the\ polarization are consistent with zero. This is
expected in the scope of the semi-classical models where the remnants of the incoming projectile
are crucial for the transverse polarization. Thés created from quarks from the sea and therefore
there is no production plane with respect to which thean be polarized. Since the statistics is
lower for theA a more detailed study has not been performed.
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Figure 8.16: Dependence of transverse K2 polarization on p for the negative polarity sample
(Ieft) and the positive sample (right) for the case cos#, > 0.5. The dashed line gives the value
found for the combined region of p; > 1.0 GeV/c and the shaded error isits statistical error.

8.3.2 Systematic effects

In this section the influence of systematic effects on the transverse polarization\oigtive/esti-
gated. This will be done for the regian- > 0. Systematic effects have been estimated to occur
for the following cases:

e Error estimated from th&2 asymmetry.

Definition of the Region-of-good-acceptance.

Dependence of run period

Selection cuts

e Chip efficiency
e Feed down

These effects will be described sequentially and their influence is shown. Finally an estimation
of the size of these effects on the final result is given.

Error estimated from K¢ asymmetry

It was shown that the divergence of the transverse polarization atjowas also seen for tHe? .
Contrary to the\ at highp the transverse polarization for both field polarities diverged again but
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in the opposite direction as for lopy. This is an important measure of the limitations of the NA57
experiment to determine the transverse polarization. This behavior is considered as a systematic
effect due to the uncertainty of the position of the detectors and the resulting misalignments in
the reconstruction. In order to take the effect into account forAth# is important to keep in
mind that the decay of th&2 is different from theA. The A decays in a proton and a pion
where the proton gets the largest momentum with an average value of 11.4. G&¥/pion has

a lower average momentum of 2.5 GeVTheK¢ decay is symmetric, where each pion has an
average of around 6.2 Ge)/In order to have the same acceptance forite and theA, those
decays of theéK¥ where the positive pion is faster than the negative pion have to be selected.
Therefore the criteriumos 6, > 0.5 has been set. This gives a samplédf where the positive

pion has an average momentum of 9.5 Ge&fd where the negative pion momentum average
is 3.0 GeVt. These values are compatible with thedecay momentum values. Furthermore a
similar region-of-good-acceptance used for this taken for theK & . Theps dependence of the
transverse polarization of tH€ for cos6, > 0.5 is shown in figure 8.16. In this figure on the
left only the case for the positive polarity data is shown and on the right the negative polarity plot
is given. By selecting only thK 2 with the decay characteristics comparable with zhalso the

pr distributions are similar. Since for the measurements done fother » > 0 are taken in

the regionpr > 1 GeVk, this same region has to be considered forKi{e. When the transverse
asymmetry of theé<? in the regionpr > 1 GeVk is determined the values are +%6or the
negative field polarity and +1% for the positive field polarity. These errors estimated from the
K¢ asymmetry are depicted in figure 8.16 by the dashed line and its error by the shaded area.

Region-of-good-acceptance

In the above the error estimated from th¢ false asymmetry was studied. This error deter-
mines the systematic error due the sensitivity of ke polarization on the detector geometry

and accordingly about the sensitivity of the transvetggolarization on this geometry. In order

to prevent geometry related effects a region-of-good-acceptance was defined. Therefore it is also
important to check the influence of the definition of this region-of-good-acceptance (as defined in
section 7.2) on the transverse polarization for she

The first effect which has been studied is the definition of the last rapidity bin. Since it is intended
to measure up to the highest possible value, the upper limit of the highest rapidity bin has not
been chosen to be the same as the limit taken in the definition of the region-of-good acceptance
for the inverse slopes and yields. In figure 8.17 this upper limit has been varied in order to check
whether this introduces a systematic effect. In the plot the dependence of the transverse polariza-
tion on the variation of the upper limit measured for both field polarities is shown. The vertical
dashed line indicates the default value of the variable investigated. The horizontal line is the value
of the transverse polarization found for this default choice while the shaded band indicates the
statistical error contributed by the data. Just as for the error derived frorhfalse asymmetry,

the systematic errors found for the different field polarities are regarded as independent contribu-
tions to the total systematic error. It can be seen that the variation of the highest bin limit does not
introduce large systematics effects. Only for the positive field polarity the lowest chosen upper
limit seems to deviate. It is important to keep in mind that by lowering the upper limit the bin size

is also decreased. This implies that the sample used has smaller statistics and is only a subset of
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the sample used as default. Therefore the result can show a statistical deviation with respect to
the larger statistics sample result. This has to be keptin mind when estimating the systematic error.

The next cut used in the definition of the region of good acceptance is the quiorSince

the mr distribution is asymmetric the minimum and maximum allowed valugs;ohave been
varied individually. Since the transverse polarization has been measured to be independent on
in the intervalp > 1 GeVk it is interesting to see how the variation of the minimum valug of
affects the transverse polarization (see figure 8.18). On the left the result-£0.09 is depicted
where on the right the variation farr=0.14 is plotted. Note that it is assumed in the following
that forpy > 1 GeVk the transverse polarization does not depengpnit is interesting to see that

the transverse polarization determined with the negative field polarity is more sensitive to this cut
than the positive field polarity result. This is the most pronounced for the lowepoint, where

the transverse polarization reaches a value of-20p """ =1.6 GeVL. However, this value is
obtained with a smaller subset of the default sample and therefore it could be a statistical fluctu-
ation. Therefore the statistical error of the point has been taken into account in determining the
systematic error, which is hence estimated to b 1@mounting to a % error on the combined
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Figure 8.17: Transverse A polarization as function of the cut on the upper limit of the highest
rapidity bin. The dashed vertical line shows the cut which has been used and the horizontal line
renders the value found for this case. The shaded band indicates the statistical error (from the
data contribution only.
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result. The variation of the maximum valueof shows no systematic effect.

The variation of the cut o was done by changing the window at both sides simultaneously
with 2 mrad. This is depicted in figure 8.19. For the lower point the effect is marginal while

for the higher point only the smallest window shows a large deviation, which however has a large
statistical error and is consistent with the default result.

Dependence on run period

During data taking experimental conditions can change and this can influence the measurements.
In order to study this effect the run period was divided in 9 periods. These periods were defined
by considering the runs of two consecutive background files. In this way periods with a different
detector performance could be selected. The dependence of the transverse polarization on the run
period can be seen in figure 8.20. For bethpoints the dependence follows statistical fluctuations

and no systematic effect can be seen.

K¢ mass cut

The largest part of the background Kf2 in the A sample has been removed by applying an
asymmetric cut on the invariant mass of the reconstruited In figure 8.21 the influence of this

mass cut on the transverse polarization has been investigated. In this plot the variation of the mass
cut is denoted by the upper boundary of the asymmetric mass cut: the value used in the analysis is
34 MeV/c? and this is changed by 7 Me¥ for each step. For the lower boundary the default value
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Figure 8.20: Transversé\ polarization as function of run-period
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Figure8.21: Transversé\ polarization as function dk 2 invariant mass cut

was 26 MeV{? and the step size was 5 Me¥/which was changed simultaneously with the upper
boundary variation. In this way the numberf mesons in the sample is increased gradually

and its effect on the transverse polarization can be studied. It can be seen that the dependence
of the transverse polarization on the mass cut is not insignificant. For the:gase 0.09 both
polarities show a systematic effect to the positive side of around3fdr the combined result.

Forxr = 0.14 also some clear systematics effects can be seen when increasing the mass cut to
70 MeV/c? or when applying no mass cut at all. These are estimated at most to be of the order of
-3% for negative polarity and 3 for the positive polarity.

Chip efficiency

The A decaying from theE has a longitudinal polarization of around24see section 2.3.2). It
was shown that this value could be retrieved in the NA57 experiment but only when applying the
cutcosfd, > —0.5 [74]. This cut was introduced because for the protons, pointing backward in
the decay, the detection efficiency is different between simulations and data. This is due to the fact
that in the simulations efficiencies of a chip are stored globally, while in the experimental setup the
efficiencies of the chip are lower at the edge of the chip. In case the proton is directed backward in
the center of mass of thk, the opening angle between proton and pion in the laboratory frame is
small. ThisV? decay then has the probability to have both the decay products reaching one chip
and to be both hitting the chips at the edge. This will reduce the detection probability for the data
A with respect to the simulations. Since this introduces an error of aliown3he yields this is
considered as a small effect for which no correction is made.

In order to investigate the influence of this effect on the transverse polarization measurement,
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a variation of the cut oros 6, has been checked. For = 0.09 no large effect is visible and
the positive polarity sample is estimated to show a systematic shift ¢f-ITe results for both
polarities tend to diverge a little farr = 0.14 and this has to be taken into account%-for the
negative polarity sample and -¥&or the positive polarity.

Feed-down

In NA57 the sample of\s measured is not corrected for the feed-down from decays of heavier
hyperons like th&, Q2 andX. The WA97 experiment, which has measured for the same energy and
system, has shown that the effect of the feed-down is less tlidorihe= andf2. Since the setup

of NA57 is similar it is reasonable to assume the same influence of the feed-down here. The effect
of this on the transverse polarization then would also be of the ordék affhe measured value

of the polarization, which is negligible with respect to the statistical and systematic error. The
situation is different for th& which has been measured to have a positive transverse polarization
of the same order as for the[8]. This would decrease the transverse polarization by the fraction
of As coming from th&: decay. The feed-down originating from this decay is not known in NA57,
but it is estimated to be of the order of 2098(03]. For the case: » = 0.09 this effect is only 0.3

%, while for z - = 0.14 this then would yield a increase of the value of the transverse polarization
of about 2.3%.
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Overview of the systematic errors

In the study above the following systematic effects have been investigation: the influence of the
definition of the region-of-good-acceptance, th& mass cut, the dependence of the data taking
period, the chip efficiency discrepancy between simulations and data, the feed-down from other
particles and the error estimated due to Kigfalse asymmetry. The estimation of the total sys-
tematic error has been done in the following way: the error introduced iy théalse asymmetry
gives the influence of the detector geometry. The same influence however is studied by the vari-
ation of the definition of the region-of-good-acceptance. Hence it is expected that the systematic
errors found for these studies are correlated. Therefore the largest error from these two contri-
butions is taken. The resulting error is then added quadratically to the other errors, where the
contributions of the different field polarities have been considered as separate entries.

The estimation of the errors introduced by these systematic effects’% for the data point
atzy = 0.09 and*5-% for z = 0.14. The breakdown of these errors for the different effects is
given in table 8.2.

Table 8.2: Systematic errors of the transverse A polarization for the positive and negative field
polarity separately. The sources of the systematics errors are the K false asymmetry error
(Exy ), the definition of the region-of-good-acceptance (Ay, Ap min - Ag), K& mass cut AMyo ,
chip efficiency influence Acos6, and ¥ feed-down (X F-D). Also the result for the transverse
polarization with the total statistical and systematic error is given.

(xp) | Polarity | Exo || Ay | ApP™ | A0 || AMyo | Acosh, | £ F-D Pirans

0.09 | Negative | +4.6 - oo o0 3 o +0.3 | 0.6+3.44 %8
Positive | +1.2 - R e e -0.0

0.14 | Negative| +4.6 || ©59 | *0:5 | #10 | +13 01 423 | 554604+ 106
Positive | +1.2 || 95 | i | 05 | o | IS | 00

8.3.3 Longitudinal polarization

The longitudinal polarization has been determined by doing a one-dimenesisrial deconvolu-

tion, where the sample used was the combined statistics of the positive and negative field polarity.
The corrected angular distributions for theand A are depicted in figure 8.23. It can be seen that
the shape is the same for theand A distributions. For both in the region where th¢ back-
ground has been removed still a peak can be seen. Since the simulated sample cohtdirthiso
could be due to experimentally unremov€d mesons. In order to determine the influence of the
cut on theK¢ invariant mass, this cut has been varied and the resultant longitudinal polarization
has been determined. This is seen in the right plot of figure 8.24, where on the left-hand plot the
corrected distribution with no invariai¥? mass cut is rendered. It is clear that the choice of the
mass cut is critical for the obtained result. Next to this also the chip efficiency effect mentioned
in the study of systematic effect of the last section must be taken into account. The drop of the
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Figure 8.23: Deconvolution result of the longitudinal polarization for theleft) and A (right).
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Figure 8.24: Deconvolution results of the longitudinal polarization for the A whenno K& mass
cut has been applied (left) and the longitudinal polarization as function of the variation of the

K¢ masscut (right). Thevertical lineindicatesthe mass cut usedin the A analysis. The horizontal

line and band gives the corresponding result and its statistical error.
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chip efficiency at its edges, has been shown to causwith the proton decaying in the back-
ward direction to have a lower probability to be detected. This should cause the corrected angular
distribution to show a drop in the region afs#, < -0.5. This effect indeed can be seen in the
deconvoluted angular distribution of the but it is not clear in what respect this region is also
influenced by thé&¥ mass cut. Furthermore the resolution is such that an increases of the number
of bins in that region could cause the result to be unstable.

Taking into account the above mentioned effects, the longitudinal polarization can not be de-

termined very well. It is dominated by systematics effects which are difficult to remove in this
setup.

8.4 Conclusion

When the statistical and systematic effects are taken into account the result of the transverse po-
larization is depicted in figure 8.25. This shows that NA57 is able to measure down to the region
0.1 < zr < 0.15. In this region the different semi-classical models predict different values: the
DeGrand-Mietinen model predicts a value of4-Tor the transverse polarization in this region,
while the Turyin-Troshin model estimates it to be arourfd -5 he Berlin model predicts that the
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Figure8.25: Thetransverse A polarization measured in thisthesis compared with the results from
other experiments. The error given is the combined error, where the horizontal lines indicate the
statistical errors only.
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value of the transverse polarization is close %. 0Frhe measurement of NA57 atz = 0.14 has

a value of +5.8%%. This result is compatible with zero polarization in this region and seems to
favor the Berlin model. However the error is unfortunately too large to exclude one of the models.
The available statistics for this region makes it also impossible to see a clear dependen@ndn

the centrality of the collisions. The latter study shows there is no dependence on the interaction
size of the collision. The zero polarization measured could in principle indicate the creation of a
QGP but the error is too large to exclude a small polarization at this region which could prove the
contrary. Also the longitudinal polarization of tideis dominated by systematic effects like drop-
ping chip efficiencies at the edges and K¢ background. Therefore the longitudinal polarization
could not be determined with the method employed here.

The investigation of th&? false asymmetry shows that a study of polarization effects by the
NA57 is extremely sensitive to the uncertainty of the detector geometry. Despite the systematic
effects due to the detector geometry it was possible to measure the transyeiseization with
a precision of about 9%. The contributions of the statistical and the systematic error to the total
error are of the same order. Since the NA57 experiment has taken a second data taking run in
2000 for Pb-Pb collisions at 158GeV/c, it is possible to reduce the statistical error. Due to the
fact that the statistics of the Pb2000 run was the same as for the Pb1998 run this could reduce the
statistical error with a factor of/2. Furthermore it is interesting to see to what respect the detector
geometry contributes to the systematic error for this run.

In addition to the data taken at 158GeV/c , also data have been taken at an energy of 40
AGeV/e . An investigation of the transverse polarization of the&produced in Pb-Pb collisions
at this energy not only would give results at the same values:0és for the higher energy runs,
it also would make it possible to measure upcte ~ 0.35. In this region the models predict the
polarization to be of the order of 10-15%. With a more precise determination of the alignment
of the detectors the dominant systematic errors due to detector geometry could be reduced and a
measurement in this region could yield a significant polarization result.

Furthermore the investigation of the transverse polarizationmioduced in p-Be collisions at
40 AGeV/e would make it possible to compare results taken for different collision systems. In this
way the influence of the size of the system on the the transverse polarization could be investigated.



146 Polarization




A

Appendix




148 Appendix

Telescope configurations

In this thesis the data of three lead runs have been used. The detector configurations for all three
periods are shown in figures A.1- A.3. In the setup of Pb1998 there were 9 pixel planes in the
compact telescope and 4 pixel planes in the lever arm. Furthermore there were 4 double-sided
micro-strip detectors added to the lever arm (figure A.1l). The compact telescope consisted of
alternating Y-and Z-pixel planes, i.e. planes with their best resolution in the Y respectively Z
direction (for a description see section 3.2.4).

For the Pb1999 setup an extra Y-plane had been added (figure A.2) at the end of the compact
telescope and the lever arm consisted only out of micro-strip detectors.

In 2000 again an extra Y-plane was added in the middle of the compact telescope and in the
middle of the lever arm two single-sided detectors were added (see figure A.3).

Chip efficiencies.

The efficiencies of the chips of the double sided micro-strip detectors have been determined with
the PLANEFF program. Only those tracks with at least one other hit in the lever arm were taken
into account. The efficiencies found are listed in table A.1.

30 cm o uem . 1Ycm

Pb1998 setudlll Y-plane pixels[ ] Doubleu-strips
[ ] Z-plane pixels

FigureA.1: Configuration of the silicon telescope for the Pb1998 setup.
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32 Cm 28 CMm 12 cm

i T ——

Pb1999 setuplll Y-plane pixels[] Double u-strips
[ ] Z—plane pixels

Figure A.2: Configuration of the silicon telescope for the Pb1999 setup.

\

35cm - Zbcm _ _ lucm
Pb2000 setuplll Y-plane pixels[] Double u-strips
[ ]Z-plane pixels[ ] Single H-strips

Figure A.3: Configuration of the silicon telescope for the Pb2000 setup.



150 Appendix

TableA.1: Chip efficienciesfor the detectors used in the Pb2000run. Theerrorsonthe efficiencies
listed are of the order of 0.2 %.

Detector numben Eff. (%) | Eff. (%) | Eff. (%) | Eff. (%) | Eff. (%) | Eff. (%)
(side) Chipl | Chip2 | Chip3 | Chip4 | Chip5 | Chip6

| (Front) 97.34 97.77 96.09 93.71 95.92 95.88

| (Back) 96.62 96.84 94.53 97.04 97.73 94.23

Il (Front) 87.91 94.77 95.66 94.43 95.75 95.83

Il (Back) 93.23 95.89 93.94 95.87 96.14 96.49

Il (Front) 95.93 94.22 95.42 92.30 93.99 94.01

Il (Back) 0.0 91.34 92.17 92.06 93.07 94.64
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Summary

In this thesis the production and polarizatiomoparticles produced in Pb-Pb collisions at a beam
energy of 158 Ge\{/per nucleon are studied. In these collisions nuclear matter is compressed and
heated and under these conditions it is possible that a quark-gluon plasma (QGP) is created. In a
QGP the boundaries between individual particles disappear and the quarks and gluons can move
around freely. One of the probes to study the creation of the QGP is the so-8aliadeness
Enhancement, which is the enhanced production of strange particles, with respect to the produc-
tion in proton-induced collisions. Another proposed signature of the QGP is the disappearance of
transverse\ polarization around mid-rapidity. Transver&golarization can occur when the spin

of the produced\ has its preferred direction perpendicular to the production plane. In proton-
proton and proton-nucleus collisions a negative transverse polarization has been observed and its
magnitude was largest for thes produced in the direction of the beam (i.e. at high). This is

an indication that the projectile plays an important role and in semi-classical models the following
picture is assumed: in the interaction region a spin-zero ud-diquark from the projectile recombines
with a negatively polarized s-quark from the sea. This s-quark also gives transverse momentum
(pr) to the A and as a result the polarization is dependenpgn Recently it has been shown

that also in nucleus-nucleus collisions a negative transverse polarization occurs, so even in large
interaction regions the information on the nature of the projectile is kept. In a QGP however this
information is lost and no production plane can be defined. This will cause the transverse polar-
ization of theAs produced in this region to disappear.

The NA57 experiment at CERN has been designed to measure the production of strange particles
in Pb-Pb andp-Be collisions, at the beam energies of 40 and 158 Gg}ét nucleon (provided

by the SPS accelerator). In this way the evolution of the strangeness enhancement pattern as a
function of the beam energy can be studied. Furthermore the dependence of the enhancement
on the interaction volume is investigated by scanningcdrgrality range. The wordentrality

denotes a measure of the type of collision, which ranges from peripheral (glancing collisions) to
central (head-on collisions). This scan was already performed by the predecessor of NA57, the
WA97 experiment. In this experiment strangeness enhancement was seen in Pb-Pb collisions at
158 AGeVle, where only collisions with more than 80 participating nucleons were regarded. The
NA57 experiment can extend the centrality range by measuring collisions with as few as 40 par-
ticipating nucleons.

In the experiments performed in 1999 (Pb-Pb collisions at4®eV/c) and 2000 (Pb-Pb colli-
sions at 1584 GeV/c) the experimental setup consisted of double-sided silicon micro-strip de-
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tectors, which were developed and built at the institute of Sub Atomic Physics at Utrecht Uni-
versity/NIKHEF. These detectors were prototypes for detectors which will be used in the ALICE
experiment. In this thesis the performance of the detectors in the experiments of 1999 and 2000
has been studied. The detectors are shown to have worked with an efficiency of 94-96% per side.
When information of the strips (which have a pitch ofy®3) on the sides is combined three-
dimensional points can be constructed and the track residuals of these points are shown for the
different detectors to have a resolution of 20 to;28 in the bending direction of the particles.

The effect of the inclusion of the lever arm with micro-strip detectors in the data analysis causes
the resolution of the invariant mass distributions of strange particles with only two oppositely
charged decay tracks to improve with 15-20%.

Another study performed in this thesis is on the production ofthe\ andK$ particles. This

is done by measuring the transverse mass distributions, which are fitted with an exponential func-
tion, in order to calculate the inverse slope parameters. However since the directly measured
transverse mass distributions are distorted, due to to the small acceptance of the Silicon Telescope
and selection cuts, they have to be corrected first. This is done by using a deconvolution method,
which also takes into account the limited resolution of the detectors. With this method the full
statistics was used and the inverse slope parameters as a function of centrality were calculated.
The results are compatible with earlier results of NA57, where the statistical error was a factor
of 10 larger. Furthermore particle yields are calculated by integrating the corrected momentum
distributions and the results for the yields presented in this thesis also show improved errors.

Finally the transverse polarization of the producesl has been measured, where also the de-
convolution method was applied. An analysis of the asymmetry oKthenesons shows that the
measurement of the transverse polarization is very sensitive to the geometry and the knowledge of
the detector setup, which hence is the dominant source of the systematic uncertainty. The trans-
verseA polarization has been determined around two values af for xr = 0.09 a value of
+0.6 [ ¢ % was found and at » = 0.14 a value of +5.5" 1%, where the errors are the combined
statistical and systematic error. The latter result is compatible with zero polarization and it seems
to favor the Berlin Model. Unfortunately the error is too large to exclude other semi-classical
models (which predict a polarizatior ©5 to -7%) or to make a statement about the creation of

a QGP. However this is the first time that a measurement was done in this region and with this
collision system. Keeping these results in mind it would be interesting to see what is the value
of the transverse polarization of thes measured by NA57 in Pb-Pb collisions at a lower beam
energy of 404 GeV/c . This would not only give results in the same region as measured in this
thesis, but it would enable a measurement up to~ 0.35, where polarizations of the order of
10-15% are expected.



Samenvatting

In dit proefschrift zijn de productie en polarisatie varmleeltjes bestudeerd, die zijn geproduceerd

bij een bundelenergie van 158 Ge\fler nucleon. In deze botsingen wordt de nucleaire materie
samengedrukt en verwarmd, en onder deze omstandigheden is het mogelijk dat een Quark-Gluon
Plasma (QGP) gecreéerd wordt. In een QGP verdwijnen de grenzen tussen de individuele deel-
tjes waardoor de quarks en de gluonen dan vrij kunnen bewegen. Een van de peilers om de
creatie van het QGP te bestuderen is de zogenaafreendheidstoename, wat de toename in

de productie van vreemde deeltjes inhoudt, ten opzichte van de productie in proton-geinduceerde
botsingen. Een andere voorgestelde aanwijzing voor de creatie van het QGP is de verdwijning van
transversalé\ polarisatie rond midden-rapiditeit. Transversal@olarisatie kan voorkomen als

de spin van de geproduceerdezijn voorkeursrichting loodrecht op het productievlak heeft. In
proton-proton en proton-nucleus botsingen is een negatieve transversale polarisatie gemeten, die
de grootste waarde had wanneer\dewaren geproduceerd in de richting van de bundel (dat is bij
hogex ). Ditis een indicatie dat het projectiel een grote rol speelt en in semi-klassieke modellen
wordt het volgende concept aangenomen: in het interactiegebied recombineert een spin-nul ud-
diquark van het projectiel met een negatief gepolariseerde s-quark van de zee. Dit s-quark geeft
de A tevens een transversale imppls en dit resulteert in een polarisatie die afhankelijk is van

pr. Recentelijk is het aangetoond dat ook in nucleus-nucleus botsingen een negatieve transversale
polarisatie optreedt, wat impliceert dat zelfs in grote interactiegebieden de informatie aangaande
de aard van het projectiel behouden wordt. In een QGP gaat deze informatie echter verloren en
kan er geen productievlak gedefinieerd worden. Dit zorgt ervoor dat de transversale polarisatie
van deA’s, die in dit gebied geproduceerd zijn, verdwijnt.

Het NA57 experiment op CERN is ontworpen om de productie van vreemde deeltjes in Pb-Pb
en p-Be botsingen te meten, bij verschillende bundelenergieén van 40 en 158 [6&e\fiu-

cleon (geleverd door de SPS versneller). Op deze manier kan de evolutie van het vreemdheids-
toenamepatroon als functie van de bundelenergie bestudeerd worden. Verder wordt de afhankelijk-
heid van de toename van het interactievolume onderzocht dooertitedliteitsgebied te scannen.

Het begrip centraliteit geeft een maat van de soort botsing, die kan variéren van perifeer (scham-
pende botsingen) tot centraal (frontale botsingen). Deze scan was al uitgevoerd door de voor-
ganger van NA57, het WA97 experiment. In dit experiment was vreemheidstoename gezien in
Pb-Pb botsingen bij 158 GeV/c waar alleen botsingen met meer dan 80 deelnemende nucleonen
beschouwd werden. Het NA57 experiment kan het centraliteitsgebied uitbreiden door botsingen
te meten met het kleinere aantal van 40 deelnemende nucleonen.



160 Samenvatting

In de experimenten gedaan in 1999 (Pb-Pb botsingen bii@&&V/c ) en 2000 (Pb-Pb bot-
singen bij 1584 GeV/c ) zijn dubbelzijdige silicium detectoren aan de experimentele opstelling
toegevoegd, die ontwikkeld en gebouwd zijn op het Instituut voor Subatomaire Physica van de
Universiteit Utrecht/NIKHEF. In dit proefschrift zijn de verrichtingen van de detectoren in de
experimenten van 1999 en 2000 bestudeerd. Het is aangetoond dat deze detectoren hebben ge-
functioneerd met een efficiéntie van 94 tot 96% per kant. Als de informatie van de strips (met een
breedte van 9%m) van de beide zijden gecombineerd wordt, kunnen driedimensionale punten
gemaakt worden. Het is aangetoond, voor wat betreft de verschillende gebruikte detectoren, dat
de deeltjesbaanresiduen van deze punten een resolutie hebben van 20nan28 buigrichting

van de deeltjes. De toevoeging van de lever arm met microstrip detectoren in de analyse zorgt voor
een verbetering van 15 tot 20% in de resolutie van de invariante massaverdelingen van vreemde
deeltjes met slechts twee tegenovergestelde deeltjesbanen.

Een andere studie, gepresenteerd in dit proefschrift, gaat over de productie yaenK$ deel-

tjes. Deze productie wordt gemeten door de transversale massaverdelingen te bepalen, die gefit
worden met een exponentiéle functie, waarmee de reciproke hellingswaarde (hellingsparameter)
berekend kan worden. Daar de direct gemeten transversale massaverdelingen echter veranderd
zijn door de kleine acceptantie van de Silicium Telescoop en selectiesnedes, zijn ze eerst gecor-
rigeerd. Dit is gedaan door een deconvolutiemethode te gebruiken, die ook rekening houdt met
de beperkte resolutie van de detectoren. Met deze methode zijn alle aanwezige data gebruikt en
de hellingsparameters als functie van de centraliteit zijn berekend. De resultaten zijn verenigbaar
met eerdere resultaten van NA57, die echter een statistische fout hadden van een factor 10 groter.
Tevens zijn deeltjesopbrengsten berekend door de gecorrigeerde transversale massaverdelingen te
integreren en ook de resultaten voor de deeltjesopbrengsten laten kleinere fouten zien.

Als laatste is de transversale polarisatie van de geproducadrgperonen bepaald, waarbij ook

de bovenstaande deconvolutiemethode werd toegepast. Een analyse van de asymmetiievan de
mesonen laat zien dat de meting van de transversale polarisatie erg gevoelig is voor de geometrie
van de opstelling, die aldus de dominante oorsprong van de systematische onzekerheid is. De
transversale polarisatie is bepaald rond twee waardes: yanop z = 0.09 werd een waarde

van +0.6"% 2% gevonden en op » = 0.14 een waarde van +5.5-)%, waarin de statistische en
systematische fouten gecombineerd zijn. Het laatste resultaat is verenigbaar met een polarisatie
van nul en dit lijkt het Berlijn Model te begunstigen. Ongelukkigerwijs is de fout te groot om
andere semi-klassieke modellen (die een polarisatie van -5 en -7% voorspellen) uit te sluiten of
om een uitspraak te doen over de creatie van een QGP. Dit is echter de eerste keer dat een meting
in dit gebied en met dit botsingssysteem is gedaan. Met deze resultaten in gedachte zou het inte-
ressant zijn om te zien wat de transversale polarisatie vayisdis, die gemeten zijn door NA57

in Pb-Pb botsingen bij een lagere bundelenergie vad @@V/c . Dit zou niet alleen resultaten
opleveren in hetzelfde gebied, als onderzocht in dit proefschrift, maar het zou ook mogelijk zijn
om totz ~ 0.35 te meten, alwaar polarisaties van de orde van 10-15% zijn gemeten.
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