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A B S T R A C T

While time series are extensively utilized in economics, finance and meteorology, their application in epidemics
has been comparatively limited. To facilitate a comprehensive research endeavor on this matter, we deemed
it necessary to commence with a systematic literature review (SLR). This Systematic Literature Review aims
to assess, based on a sample of relevant papers, the use of Time Series Methods (TSM) in epidemic prediction,
with a special focus on African issues and the impact of COVID-19. The SLR was conducted using databases
such as ACM, IEEE, PubMed and Science Direct. Open access published papers in English, in a pear reviewed
Journals, from 2014 to 2023, containing keywords such as Time Series, Epidemic and Prediction were selected.
The findings were summarized in an adapted PRISMA flow diagram. We end up with a sample of 36 papers.
As conclusion, TSM are not so used in epidemic prediction as in some other domains, even though epidemic
data are collected as time series. Just very few works address African issues regarding diseases and countries.
COVID-19 is the pandemic that revealed and enhanced the used of TSM to forecast epidemics. This work paves
ways for R&D on epidemiology, based on TSM.
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1. Introduction

The significance of time series analysis has become paramount
across various domains, owing to its diverse range of applications. In
this paper, we aim to harness these analytical methods to forecast epi-
demics, with a particular focus on African contexts, and the COVID-19
impact.

A time series refers to a sequence of events observed and recorded
over a period of time [1]. The collected data is subjected to analysis, en-
abling predictions and providing decision-making support [2,3]. Time
series find applications in various disciplines such as astronomy, me-
teorology, seismology, signal theory, biology, geophysics, economics,
stock exchange, demography, and industry [4,5]. Ongoing research
and development efforts in this domain indicate its active pursuit [1].
Time series data is ubiquitous, as time is an inherent component of
everything that is observable [6]. Methods utilized for analyzing time
series make effective use of statistics, probability, and in contemporary
times, Machine Learning (ML) and Deep Learning (DL) [7–13].

Time series applications play a crucial role in public health, encom-
passing a range of functions for the effective management of epidemics.
The Centers for Disease Control and Prevention (CDC1) describes an
pidemic or outbreak as an unexpected increase in the number of
isease cases in a specific geographical area. An outbreak is charac-
erized by its sudden onset, rapid spread, and exponential growth or
evelopment.2 Efficient anticipation is essential to minimize casual-
ies during outbreaks, as it enables the implementation of timely and
ppropriate responses [14]. By anticipating the potential challenges
nd risks, proactive measures can be taken to effectively manage the
opulation health [15–17].

Some relevant SLR were conducted on ML, DL or AI, for epidemic
rediction. We can state the works in [18–22]. All the SLR articles up
ited focus on methods using time series data. [21] encompasses 16
rticles within the sample of 64 that specifically address spatiotemporal
onsiderations. In the case of [20], 25 out of the 75 selected papers
ertain to time series methods. Notably, the predominant method
cross these studies is the PRISMA,3 employed in three out of the five
tudies [19–21]. The remaining two studies, namely [18,22], do not
dhere to any specific known methodological approach. On the other
and, [20] uses a combination of Cochrane, MOOSE,4 and PRISMA,
hile [21] adopts CHARMS5 and PRISMA, with the additional step of

egistering the review in PROSPERO.6 None of these studies incorpo-
ates the SPIDER7 method, which is particularly useful in formulating
esearch questions. To the best of our knowledge, there is currently
o existing systematic literature review focusing on the prediction of
pidemics and cases, specifically employing time series methods. The
bove issue is the cornerstone of this work’s contribution.

In next sections, we first state the research methodology employed
nd then present and analyze the obtained articles sample. We finally
ngage in a comprehensive discussion and concluded the work.

. Methodology

In conducting the SLR on employing time-series methods for epi-
emic prediction, we implemented a tailored methodology, delineated
nto specific components outlined in the subsequent sections.

1 https://www.cdc.gov/
2 https://www.merriamwebster.com/dictionary/epidemic
3 Preferred Reporting Items for Systematic Reviews and Meta-Analyses
4 Meta-Analysis Of Observational Studies in Epidemiology
5 Checklist for Critical Appraisal and Data Extraction for Systematic

eviews of Prediction Modelling Studies
6 International Prospective Register of Systematic Reviews (https://www.

rd.york.ac.uk/prospero/)
7

2

Sample, Phenomenon of interest, Design, Evaluation, Research type
2.1. Objectives, search terms and equation

The objectives of this SLR are threefold:

• Comprehensive evaluation of use of TSM in epidemic prediction;
• Focused assessment of TSM in the African context;
• Analysis of the impact of COVID-19 on research, using TSM.

These objectives collectively aim to offer a comprehensive under-
standing of the role and impact of TSM in epidemic prediction, with
specific attention given to diseases occurring in African Countries, and
the transformative effects brought by the COVID-19 pandemic.

We established the research question based on the SPIDER tool [23]
formulated as: How time series help predicting epidemics occurring in
human population, and number of cases?

Defining research question opens way for search terms and equa-
tion. Search terms are keywords that help querying databases [21,22].
The selected search terms and their synonyms are:

• Time Series
• Epidemic / Outbreak / Disease
• Prediction / Forecasting / Detection / Surveillance.

All search terms or their synonyms must be present in the docu-
ment’s title, keywords, or abstract when querying repositories. Evalu-
ating this requirement results in the formulation of a general search
equation using the AND with OR logic operator as follows: Time Series
AND (Epidemic OR Outbreak OR Disease) AND (Forecasting OR Prediction
OR Detection OR Surveillance). Subsequently, the search equation is
adapted according to each repository’s specificity.

We selected four repositories to retrieve scientific works. They are
PubMed (pubmed.ncbi.nlm.nih.gov/), ACM (dl.acm.org/), IEEE Xplore
(ieeexplore.ieee.org/) and Science Direct (sciencedirect.com/).

2.2. Inclusion/exclusion and screening criteria

Inclusion/Exclusion criteria are open access papers, written in En-
glish and published in a pear reviewed journal, between 2014 and 2023
(10 years). The paper should not be a review, meta-analysis paper, trial,
preprint, book chapter, conference presentation, opinions, commentary
or dissertation.

The screening stage brings out relevant documents based on their
content. The paper screening process here involves sequential assess-
ments based on title, keywords, abstract, and methodology in each
preselected paper. The screening criteria encompasses exclusion of
papers:

• On non-communicable diseases such as Alzheimer’s, Parkinson’s,
Sepsis, Cardiovascular diseases, Diabetes, Hypertension, etc.;

• On impact of COVID-19 on the activities or on other diseases,
unless the disease under consideration is communicable;

• On topics related to animals or plants, vaccines, suicide, smoke,
drugs, clinical trials, surveys, etc.;

• On expert systems and mathematical modeling;
• Duplicated or withdrawn;
• Lacking a clear focus on predicting or detecting epidemics or

number of cases occurring;
• Not falling within the Computer Science Domain.

2.3. Analysis of selected papers

The analysis criteria defined here includes various dimensions,
namely Year of publication of the paper; Country and Continent where
the work is carried out; Disease addressed; Time series methods per-
formed, as well as the category of the method; Data source; Journal
where the paper is published; Mixed or combined methods performed;
Main idea or objective of the work; Main findings; Characteristic

of dataset; Evaluation metrics used; Programming language or tool

https://www.cdc.gov/
https://www.merriamwebster.com/dictionary/epidemic
https://www.crd.york.ac.uk/prospero/
https://www.crd.york.ac.uk/prospero/
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Fig. 1. Flow Diagram of Systematic Search Results (based on PRISMA).
utilized for experimentation; and finally the way missing and outliers
data are handled. Analysis is categorized into four distinct groups: Time
Series Models, Machine Learning, Deep Learning, and Mixed models.

This methodological framework has proven instrumental in yielding
the following results.

3. Results

From the 3,325 references initially collected in repositories, we
applied a number of filters based on the inclusion/exclusion criteria.
By applying these criteria, we obtained 57 separate references from
Science Direct; 110 from PubMed; 155 from IEEE and 87 from ACM.
We get a total of 409 preselected references. The results were grouped
into a single Collection created in Zotero software [24]. From the
initial collection, we removed 4 duplicates and 1 article withdrawn
by the Editor, resulting in a reference base of 404 items. Screening
based on title and keywords narrowed down the selection to 172 ref-
erences. Subsequently, abstract screening further refined the selection
to 52 shortlisted works. The final screening was based on method-
ology, resulting in a sample of 36 articles for analysis. This process
is summarized in the flow chart depicted in Fig. 1, adapted from a
PRISMA8 model. It illustrates the databases selected and the initial
querying results obtained (Identification), the refining operations carried

8 Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(www.prisma-statement.org/)
3

out (Screening), and the final sample considered (Included). Table 1
presents the main abbreviations used in the document.

The next sections first unveil an overview and synthesis of the work
carried out, using a series of tables; Second assess the objectives set.

3.1. Overview and synthesis of selected articles

A total of 36 articles, meeting all the specified criteria, have been
included in our analysis sample. Table 2 provides a summary of these
articles, capturing key details such as the Year of publication, Country
(or Countries) and Continent where the study was conducted, Methods
employed (categorized as TSM, ML, DL, or Mixed), specific Disease
addressed, Data source, and Journal of publication. Subsequent to
the general information table (Table 2), we have organized a sum-
mary for each of the four method categories: TS Models categories
(Table 3), ML models (Table 4), DL models (Table 5), and Mixed
models (Table 6). Within each category, we highlight the main idea or
objective, primary results, dataset characteristics, evaluation metrics,
and the language or tool used for experimentation. Building upon
these individual summaries, an overarching quantitative summary is
presented in Tables 7 to 17. These tables group information based on:
method categories, combined methods, metrics considered, languages
used, data sources, journals, year of publication, diseases treated, most
commonly employed models, countries and continents of study. This
extensive dataset, along with information on missing and outlier data,
is used to fulfill the objectives outlined in this research work. All the
abbreviations used in the above mentionned tables are listed in Table 1.

http://www.prisma-statement.org/
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Table 1
Abbreviations.

AIC: Akaike Information Criteria LSTM: Long Short-Term Memory
ANN: Artificial Neural Networks M5PRT: M5P Regression Tree
APE: Absolute Percentage Error MAD: Mean Absolute Deviation
ARIMA: Autoregressive Integrated Moving Average MAPE: Mean Absolute Percentage Error
AUC: Area Under the ROC Curve MAE: Mean Absolute Error
BIC: Bayesian Information Criteria MHEM: Maximum-Hasting Estimation Method
BMA: Bayesian Model Averaging MLP: Multi Layer Perceptron
BR: Bayesian Regression MSE: Mean Square Error
CDC: Center for Disease Control and prevention NARNN: Nonlinear Autoregressive Neural Network
CDO: Climate Data Online N-BEATS: Neural Basis Expansion Analysis for Time Series
CHSC: Chinese Health and Science Center NNETAR: Neural NETwork Autoregressive
CNN: Convolution Neural Network NOAA: National Oceanic and Atmospheric Administration
CUSUM: CUmulative SUM NPL: Natural Language Processing
DDEM: Data-Driven Estimation Method NPV: Negative Predictive Value
DL: Deep Learning NRM: Non-parametric Regression Model
DLD: Department of Livestock and Development NYT: New York Times
DSPM: Deep Sequential Prediction Model PC: Pearsons Correlation
DTR: Decision Tree Regressor PCC: Pearson Correlation Coefficient
EARS: Early Aberration Reporting System PMD: Peak Magnitude Difference
ENR: Elastic Net Regressor PPV: Positive Predictive Value
ES: Exponential Smoothing PWD: Peak Weak Difference
ETS: Error Trend Seasonality RF: Random Forest
FNN: Feedforward Neural Networks RFR: Random Forest Regressor
FP: Facebook Prophet RMSE: Root-Mean-Square Error
GEP: GEnetic Programation RNN: Recurrent neural network
GFT: Google Flu Trends SARIMA: Seasonal ARIMA
GRU: Gated Recurrent Units sMAPE: Symmetric Mean Absolute Percent Error
GTD: Google Trend Data SP-CPC: Spatial Probabilistic Contrastive Predictive Coding
HDX : Humanitarian Data eXchange SSA: Sparrow Search Algorithm
HFMD/HFD: Hand-Foot-Mouth Disease SSM-U/M: Space-State Model Univariate/Multivariate
HWES: Holt-Winters Exponential Smoothing STRW: Seasonal Trend Random Walk
IDWR: Infectious Diseases Weekly Report SVR/M: Support Vector Regression/Machine
IEDCR: Institute of Epidemiology Disease Control and Research TBATS: Trigonometric seasonality, Box–Cox transformation, ARMA errors,

Trend and Seasonal components
ILI : Influenza Like Illness TCN: Temporal Convolutional Network
JHUC: Johns Hopkins University Center TR: Theilsen Regression
KNR: K Nearest Regressor TSFEL: Time Series Feature Extraction Library
KRR: Kernel Ridge Regressor VAR: Vector Autoregressive
LR: Linear Regression WEKA: Waikato Environment for Knowledge Analysis
3.2. Assessing objectives set

Objective 1: Comprehensive evaluation of time series methods in
epidemic prediction.

Of the 36 articles, the COVID-19 pandemic, which occurred at the
end of 2019 in Wuhan, China [61], comes far out on top, with more
than two third of the articles. COVID-19 is followed by influenza, which
is the focus of four papers [26,34,45,60], Dengue fever with two pa-
pers [30,56], HFMD diseases, also with two papers [57,59], and finally
diarrhoea and tuberculosis, which each has one paper devoted [29,42].

In terms of publication years, the dominance of COVID-19 is evi-
dent, accounting for 26 out of 36 publications. This indicates the major
publication years. Over the ten-year period from 2014 to 2023, 12
works were published in 2021 and 8 in 2022. In 2020 and 2023, 6
works were published each. The year 2019 contained 2 publications.
Finally, 2018 and 2014 each has one article.

The works are categorized into four main methodological groups:
TSM, ML, DL, and combined methods. The most frequently utilized
4

method category is DL, with 12 papers. ML and TSM methods comprise
6 and 3 works, respectively. It is noteworthy that there is a trend
towards combining methods, with 15 out of 36 projects employing
combined approaches. These combinations include TSM and DL (05
works, [25,43,48,53,59]); TSM and ML (03 works, [42,44,58]; ML
and DL (04 works, [33,40,49,50]) and finally, TSM, DL and ML (03
works, [36,46,60]).

Regarding the chosen databases, there are 8 journals in which the
works have been published. IEEE and ACM lead with 9 and 8 papers,
respectively. Elsevier and Science Direct follow closely with 6 and 5
works each. MDPI, Springer, PLoS ONE, and Wiley have fewer than 5
papers each.

The primary sources of data used are CDC and JHUC, with 7 and
6 studies, respectively, utilizing datasets from these databases. Other
commonly used sources include Google and WHO. In total, 14 different
data sources were identified across the 36 studies.

In terms of experimental languages or tools used, 23 out of the 36
works mention them. Among these 23 works, 15 utilized the Python

scientific programming language and related libraries, while 4 used R
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Table 2
General information on papers.

1st Author Year Country Continent Methods Category Disease Data source Journal
Rasjid [25] 2020 Indonesia Asia ES, LSTM Mixed COVID-19 HDX Science

Direct
Borghi [26] 2021 Brazil, Italy America, Europe MLP, ANN DL COVID-19 JHUC Science

Direct
Venna [27] 2019 USA America LSTM DL Influenza CDC, GFT IEEE Access
Safari [28] 2021 USA, Brazil, Russia,

India, Peru, Spain,
Italy, Iran, Germany,
U.K.

America, Europe,
Asia

LSTM DL COVID-19 WHO Elsevier

Yang [29] 2018 Korea Asia CUSUM, EARS,
ARIMA, HWES

TSM Diarrhea
infection

KCDC MDPI

Ferdousi
[30]

2021 Brazil America RNN DL Dengue
fever

Info Dengue
Project, NOAA

IEEE Access

Nuanchuay
[31]

2021 99 countries around
the world

LSTM ML COVID-19 WHO ACM

Liapis [32] 2020 15 countries in South
and Central Europe

Europe LR, SVR, M5PRT ML COVID-19 CSSEGISand
Data/COVID-19

ACM

Lobato [33] 2021 Argentina, Bolivia,
Brazil Colombia,
Cuba, Guatemala,
Haiti, Mexico, Peru

Latin America SVR, LSTM Mixed COVID-19 Our World in
Data website

ACM

Watmaha
[34]

2021 USA America RNN, LSTM, CNN DL Influenza CDC ACM

Tetteroo
[35]

2022 58 countries
worldwide

Auto Machine
Learning (AutoML)

ML COVID-19 ECDC IEEE
ACCESS

Assad [36] 2022 Brazil, Italy, USA America, Europe ES, ARIMA, VAR,
TBATS, SSM-U,
SSM-M, MLP,
NNETAR

Mixed COVID-19 Real COVID-19
data

Springer

Masum [37] 2020 Bangladesh Asia LSTM DL COVID-19 IEDCR Science
Direct

Kim [38] 2023 USA America LSTM, NPL DL COVID-19 WHO, GTD PLoS ONE
Carvalho
[39]

2021 Brazil, Portugal America, Europe ANN DL COVID-19 Worldmeter
website

Science
Direct

Balli [40] 2020 USA, Germany America, Europe LR, MLP, RF, SVM Mixed COVID-19 WHO Elsevier
Motavali
[41]

2023 Canada America N-BEATS DL COVID-19 Government of
Saskatchewan

IEEE Access

Liang [42] 2020 China Asia SARIMA, SVM, BMA Mixed Tuberculo-
sis

CHSC, Baidu
index

ACM

Swaraj [43] 2021 India Asia ARIMA, NARNN Mixed COVID-19 JHUC Elsevier
Lucic [44] 2021 USA America K-Means, ARIMA,

STRW
Mixed COVID-19 CDC IEEE Open

Journal
Li [45] 2021 USA, Japan America, Asia Transformer models DL Influenza IDWR, CDC Elsevier
Kumar [46] 2023 India, the United

States, Russia,
Argentina, Brazil,
Colombia, Italy,
Turkey, Germany,
France

America, Europe RFR, DTR, KNR,
Lasso Regression, LR,
BR, TR, KRR,
RANSAC Regressor,
XG Boost, ENR, FP,
Stacked LSTM,
Stacked GRU

Mixed COVID-19 Kaggle COVID
dataset

Springer

Irungu [47] 2023 USA America KNN, RF, SVM ML COVID-19 Health SOS IEEE Access
Jin [48] 2023 Quebec (Canada),

Italy
America, Europe CNN, LSTM, ARIMA,

TCN, SSA
Mixed COVID-19 JHUC IEEE Access

Chen [49] 2021 India, Russia, Chile Asia, America,
Europe

LSTM, Bayesian
optimization

Mixed COVID-19 Statistics from
countries

ACM

(continued on next page)
5
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Table 2 (continued).
Ayris [50] 2022 Bangladesh, China,

Canada, Australia,
Guyana, Montenegro,
Algeria, Belarus,
Chile, New Zeeland,
Brazil, Turkey, USA,
UK, Colombia,
France, El Salvador,
Cameroon, Nigeria,
India, Senegal,
Nepal, Costa Rica,
Cuba, Iran,
Indonesia, Israel,
Lesotho

Africa, America,
Asia, Europe

DSPM, NRM Mixed COVID-19 JHUC Elsevier

Molosh-
nikov
[51]

2022 Russia Europe LSTM ML COVID-19 Yandex Data Lens Science
Direct

Jain [52] 2022 China, Italy, Spain,
US, Russia, Brazil

America, Asia,
Europe

SVM, Polynomial
regression, BRR

ML COVID-19 JHUC WiIey

Jin [53] 2023 Germany, Japan Europe, Asia ARIMA, LSTM Mixed COVID-19 JHUC IEEE Access
Susarla [54] 2022 USA America Contrastive

Predictive Coding
ML COVID-19 New York Times ACM

Salgotra
[55]

2020 India Asia Genetic programing ML COVID-19 India time series
datasets

Elsevier

Somboon-
sak
[56]

2019 Thailand Asia SARIMA TSM Dengue
Fever

Bureau of
Epidemiology

ACM

Feng [57] 2014 China Asia SARIMA TSM HFMD CDC PLoS ONE
Zrieq [58] 2022 Saudi Arabia Asia ARIMA, Facebook

Prophet
Mixed COVID-19 Saudi Health

Ministry
MDPI

Punyaporn-
withaya
[59]

2022 Thailand Asia SARIMA, ETS,
NNAR, TBATS

Mixed FMD DLD MDPI

Olukanmi
[60]

2021 South Africa Africa LSTM, FNN, MLR,
EN, SVM, SARIMA

Mixed ILI GTD IEEE Access
Table 3
Time series models.

1st Author Main Idea/Objective Main findings Characteristics of dataset Metrics Language
Yang [29] Comparison of four different

temporal outbreak detection
algorithms

Holt–Winters showed better
performance when the
baseline frequency and the
dispersion parameter values
are both less than 1.5 and 2,
respectively

Simulated data on 624 weeks PPV, NPV,
F1, sMAPE,
RMSE, MAD

R

Somboon-
sak
[56]

Find an appropriate model
with optimal parameter
values, to predict the
occurrence of dengue fever in
Thailand

The SARIMA model (1,2,2)
(1,1,1)12 is the best model for
the prediction

Data of dengue patients from
January 2014 to December
2018

MAPE, AIC,
BIC

X

Feng [57] Use of multivariate SARIMA
associated with meteorological
variable

SARIMA (0,1,0) (1,0,0)52
associated with Tavg at lag 2
weeks, SARIMA (0,1,2)
(1,0,0)52 with Tavg-Lag 2
weeks and SARIMA (0,1,1)
(1,1,0)52 with Tavg-Lag 3
weeks are proposed for
description and predication
the weekly number of HFMD

2932 cases with HFMD from
Jan. 2008 to Jun. 2012.
Atmospheric temperature
routinely measured within the
same period, and aggregated
on a weekly basis with a total
of 234 weeks period

RMSE, BIC,
𝑅2

X

and 2 used MatLab. Weka and AutoML were each employed in one
paper for experimentation.

Data from 44 countries were considered in the various studies. The
most represented countries (with at least 3 studies) are the USA with 13
studies, followed by Brazil with 9 studies. Russia and Italy each have 7
papers, and India has 6. China and Germany both have 4 works, while
6

Colombia and Canada each have 3 works. 4 continents are represented:
America with 19 papers, Asia and Europe with 16 and 13 papers,
respectively, while Africa has only two devoted works.

Out of 24 different methods used for time series prediction, 16 are
employed at least twice. The LSTM and ARIMA methods lead the way
with 14 and 9 papers, respectively. The Support vector, Exponential
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Table 4
Machine learning models.

1st Author Main Idea/Objective Main findings Characteristics of dataset Metrics Language
Liapis [32] Combining ensemble method

and three machine learning
techniques to reduce the
forecasting errors

The proposed model
outperforms both its base
learners and a number of
widely-used individual
algorithms

30 datasets contained
univariate time series data
related to the COVID-19

RMSE, MAPE WEKA

Tetteroo
[35]

Adaptation of the AutoML
framework to COVID-19
forecasting

Combining mobility features
and mortality data improves
forecasting accuracy

Data from December 31st,
2019 until December 14th,
2020

RMSE AutoML
frameworks

Irungu [47] Investigates patients’ electro
cardiography properties for an
accurate prediction of
COVID-19

Classification encompassing
Temporal, Spectral, and
Wavelet features with Random
Forest, has a slight edge over
other models

Dataset from TSFEL and split
into train (75%) and tests
(25%) sets respectively

F1 score Python

Jain [52] Analysis, prediction, and
visualization of COVID-19
data

Results are 99% accurate Daily confirmed cases
worldwide, from January
2020

MEA, MSE, 𝑅2 Python

Susarla [54] Including human mobility
data by using SP-CPC which
Contrastive Predictive Coding
(CPC)

The model applied to
COVID-19 data make accurate
short-term predictions, more
accurate than ARIMA, one day
into the future

Three years data (2020, 2021,
2022), associated to mobility
data from the University of
Wisconsin

MAPE X

Salgotra
[55]

Robust and reliable variant of
GEP to model the confirmed
and death cases of COVID-19
in India

The proposed GEP-based
models use simple linkage
functions and are highly
reliable for time series
prediction of COVID-19 cases

Total number of confirmed
cases and death cases is
around 80,000 and 2500
respectively

MSE, RMSE, 𝑅2 X
c

p
s
i
p
c
d
t
f

m

t
d
i
2

4

f
t
T
m
s
p

t
e
P
w
D

Smoothing, and SARIMA methods follow, each with 7, 5, and 5 works,
respectively.

15 different methods are utilized to assess prediction accuracy.
RMSE is the most commonly used, appearing 24 times. Next, we have
MAE and MAPE, each used 14 times. 𝑅2 and MSE are performed 6 and
5 times respectively, while the remaining methods are used less than 5
times.

A cross-analysis of the method categories by year (Table 18) re-
vealed that all studies using only TS models were published before
2020. All other methods (ML, DL, and Mixed) were employed in works
published between 2020 and 2023, mainly focusing on the COVID-19
pandemic.

Handling missing and outlier data. From our sample of 36 articles,
0 [27,33,35,45,46,48,54,57,58,60] manage missing data, and 5 [33,
6,48,53,60] outliers. Among these works, 04 [33,46,48,60] deal with
oth missing and outlier data. 6 papers [27,35,45,54,57,58] consider
nly missing data and 01 [53], only outlier data.

[27] uses Simple moving average-based smoothing, to manage miss-
ng data. In his work, [35] imputed missing values by taking the
verage of the values 7 days before the missing data point, and 7 days
fter the missing data point. [33,53] simply remove the missing data
oints before forecasting. [46] identifies missing data, but does not
ay how they are handled. [48] performs a linear imputation of MDs
hile [60] uses tsclean from the R forecast package to estimate the
alue of missing data. [54] uses the master FIPS9 codes list to fill in
issing data. [58] states that the model is quite robust to missing values

nd [57] reports that the dataset used does not have any missing values.
In terms of outliers, [25] identifies them without specifying the way

hey are handled. In the work of [46], the management of outliers
epends on the method used. According to this work [46], RANSAC10

utomatically excludes outliers; Theilsen regression and Prophet are
espectively insensitive and resistant to outliers. [48] uses boxplots to
dentify outliers and then removes them from the dataset. [60] uses

9 Federal Information Processing Standards
10 RANdom SAmple Consensus algorithm
7

tsclean from R forecast package to estimate replacement values for
outliers in the dataset.

Objective 2: Focused assessment of time series methods in the African
ontext

From the above, the increased use of TS methods for epidemic
rediction is very recent (after 2019). Among the elements of our
ample, only one work focuses specifically on an African country. This
s the work of Olukunmi [60], conducted in 2021 on South Africa,
ublished in IEEE and focusing on Influenza. In the work of Ayris [50],
arried out in 2022 and published by Elsevier, focusing on COVID-19,
ata from Algeria, Cameroon, Nigeria and Senegal were used. These
wo studies, out of the 36, are the only ones to have considered data
rom African countries.
Objective 3: Analysis of the Impact of Covid-19 on use of time series

ethods
Among the 36 works included in our sample, 26 are dedicated to

he study of COVID-19, all of which were published after 2019. A
etailed examination of COVID-19 publications by year is presented
n Table 19. Notably, there were 8 studies on COVID-19 conducted in
021, followed by 7 in 2022, 6 in 2023, and 5 in 2020.

After presenting the results, we now move to discussion.

. Discussion

Initiating scientific endeavors to leverage time series techniques
or predicting epidemics, particularly in African contexts, prompted
he necessity for conducting a Systematic Literature Review (SLR).
his review encompassed a comprehensive evaluation of time series
ethods (TSMs) implementation for epidemic prediction over a decade,

panning from 2014 to 2023, and examined the impact of the COVID-19
andemic on this research domain.

The investigation reveals a notable disparity in the utilization of
ime series for epidemic forecasting compared to other fields like
conometrics, financial markets, meteorology, industry, or transport.
rior to the emergence of COVID-19, only four works [27,29,56,57]
ithin our sample addressed this area, with only one employing a
eep Learning (DL) approach. The remaining three [29,56,57] studies
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Table 5
Deep learning models.

1st Author Main Idea/Objective Main findings Characteristics of dataset Metrics Language
Borghi [26] Describes and predicts the

number of infected cases and
deaths of COVID-19

The model describes and
predicts for up to six days, the
behavior of time series related
to the infected cases and
deaths of COVID19

30 countries with the largest
number of confirmed cases
selected until 11 may of 2020

MSE, MAE MatLab

Venna [27] Introduction of LSTM method
to capture the temporal
dynamics of seasonal flu and
external variables

Proposed method, combining
spatio-temporal and
environmental factors,
performs better than the
existing influenza forecasting
methods

14 years of flu data from CDC
(2002–2016) and 11 years of
data from GFT (2003–2014)

MAPE,
RMSE

R

Safari [28] Prediction of the COVID-19
incidence, including new
cases, recovery cases, and
mortality rate

Model shows robustness and
proficiency in uncertain,
chaotic and complex time
series problems such as the
COVID-19 pandemic

Data on number of confirmed,
death, and recovery cases
during the COVID-19
pandemic

AUC, RMSE X

Ferdousi
[30]

Accurately prediction of
dengue fever cases

The method can be
generalized and used for
projecting any infectious
outbreak where temporal data
at a reasonable spatial
resolution are available

Weekly dengue fever case
data on 700 municipalities of
Brazil from 2010, associated
to weather observation data
from NOAA

MAE Python

Nuanchuay
[31]

Use of features of a country
and boundaries countries, to
improve prediction accuracy
of COVID-19

Additional features fed to
LSTM model improve
predicted results up to 5%
better than the LSTM model
without additional features

Case report from 237
countries from January 3,
2020, to May 6, 2021

MAE, MAPE Python

Watmaha
[34]

The research compared models
on RNN, LSTM and CNN

CNN has significant influenza
forecasting, more effectively
than RNN and LSTM

10 regions flu count data of
United States, between
1997–2016 from CDC and
NCIRD

MAPE,
RMSE

Python

Masum [37] Apply LSTM and compare
results with Random Forest or
SVR methods

LSTM based is a well-done
formula, comparing to
Random Forest or Support
Vector Regression

Daily report confirmed and
recovery cases from March 8
to May 12, collected from
IEDCR

RMSE X

Kim [38] Predicting COVID-19
outbreaks in five states in the
USA using based on LSTM and
Seq2Seq+ Attention models

Combination of Word2Vec,
LSTM and Seq2Seq +
Attention achieves better
prediction results than the
LSTM and Seq2Seq +
Attention models

Data on COVID-19 collected
from April 5, 2020, to June
27, 2021; and 49,456 NYT
articles written in the same
period

RMSE X

Carvalho
[39]

Prediction model with two
different approaches, by using
ANN

Twenty days ahead forecasting
made with an error of 24,7%
and 1,6% for the number of
cumulative cases of infection
and deaths for Brazil, and
37,9% and 33,8% for
Portuguese time series,
respectively

Data collected from January
22th of 2020, until January
21th of 2021

Relative
error

X

Motavali
[41]

Introduction of the
DSA-BEATS model, a novel
hybrid forecasting approach

The model accurately predicts
COVID-19 hospitalizations

Daily hospitalized COVID-19
cases, from 2020/08/04 to
2022/02/06

RMSE,
MAPE

X

Li [45] Development of a
Transformer-based model, to
increase the prediction
capacity

The approach provides
approximate performance in
short-term forecasting and
better performance in
long-term forecasting

Patient counts from 47
prefectures in Japan, ranging
from August 2012 to March
2020

RMSE,
MAE, PC

Python

Molosh-
nikov
[51]

Improve the accuracy of
forecasting of COVID-19 in
Russia for two years, using
LSTM-Fully Connected

The considered models, both
simple and more complex,
have similar efficiency. The
lowest error achieved is 18%
MAPE for Moscow and 8%
MAPE for Russia

Daily data on number of
cases, recoveries and deaths
from March 2021 to February
2022 for 85 regions of Russia
and all Russia

MAPE Python
8
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Table 6
Mixed or Combined models.

1st Author Main Idea/Objective Main findings Characteristics of dataset Metrics Language
Rasjid [25] Predict the death and infected

COVID-19 in Indonesia using
Savitzky Golay Smoothing and
LSTM Neural Network

LSTM-NN prediction produce
better result than the Savitzky
Golay Smoothing

147 records from 2 March
2020 to 26 July 2020. 121
data used for training, and the
rest for testing

MSE, 𝑅2 Python

Lobato [33] Use of SVR, LSTM, and ANN
to predict daily incidence and
prevalence for nine countries
in Latin America

There is no single best model
or best hyperparameters
configuration for all countries
and targets

Data from 03/04/2020 to
07/03/2020, for countries in
Latin America with a
population of more than 10
million

Grid search,
MAE

Python

Assad [36] Apply 6 univariate and 2
multivariate models to
evaluate 14 time series from a
Brazilian city (RJ), all Italian
regions and 4 US states

After comparison of univariate
and multivariate methods,
univariate models presented
best results in almost all
regions

Time-series data range of 369
days (March 4, 2020, to July
3, 2021), for Brazil, Italy and
US

RMSE R

Balli [40] Time series prediction model
is proposed to obtain the
disease curve and forecast the
epidemic trend using machine
learning methods

SVM achieved the best trend.
According to estimates, the
global pandemic will peak at
the end of January 2021

Data of weekly confirmed
cases and cumulative
confirmed cases for 35 weeks
(20/01/2020 and
18/09/2020). 18 weeks for
training and 17 weeks as test

RMSE, APE,
MAPE

X

Liang [42] Investigate the effectiveness of
using web search queries in
predicting the incidence of
tuberculosis in China

BMA with weighted sample
results achieved significantly
lower RMSE and MAPE in all
cities, provinces and the
national aggregate

Monthly data of tuberculosis
in 31 cities and provinces in
China during 2004 to 2016

MAPE,
RMSE

X

Swaraj [43] Proposition of an ensemble
model integrating ARIMA
model to extract the linear
correlations and a NAR-NN for
modeling the residuals

The combination displayed
significant reduction in RMSE
(16.23%), MAE (37.89%) and
MAPE (39.53%) values, when
compared with single ARIMA
model

Daily cumulative count of
confirmed, deaths and
recovered cases of COVID-19,
between May 6–15, July
21–30 and Aug 1–10 2020

RMSE,
MAE, MAPE

Matlab

Lucic [44] Use of k-means to group US
counties based on
demographic and economic
similarities; Then, use of time
series forecasting of each
cluster to assess the short-run
viral transmissibility risk

Including sub-national
socio-economic characteristics
to data-driven COVID-19
forecasts play a key role in
assessing the risk associated
with changes in infection
patterns at the national level

Demographic data for each
county in the US; Daily
cumulative COVID-19 cases
and deaths from March to
October 2020; Data on Gross
Domestic Product (GDP) from
2010 to 2018; Data on GIS
coordinates of each US county

RMSE, MAE Python

Kumar [46] Application of various
machine learning, time series,
and deep learning models to
forecast COVID-19 cases

Random Forest Regressor,
Facebook Prophet, and
Stacked LSTM outperformed
to predict best results for
COVID-19 cases

The confirmed, deceased, and
recovered datasets from
January 22, 2020, to May 29,
2021, of Novel COVID-19
cases

RMSE, Rr Python

Jin [48] Combining three forecasting
models to leverage the
strengths of deep learning in
capturing linear and nonlinear
factors

The CNN-LSTM-ARIMA model
exhibits the highest predictive
accuracy, with an MSE of
7048.26, RMSE of 83.95, MAE
of 61.18, MAPE of 0.16, and
R2 of 0.95

Daily COVID-19 cases from
March 1, 2020 to Oct. 21,
2021 in Quebec, and the daily
COVID-19 cases from Feb. 21,
2020 to Oct. 12, 2021 in Italy

MSE, MAE
RMSE,
MAPE, 𝑅2

Python

Chen [49] Three countries data with
more severe COVID-19
epidemics, to predict new
cases in the next 15 days with
LSTM, and use of Bayesian
Optimization

Recursive Prediction LSTM is
the best model, followed by
Encoder-Decoder LSTM.
Bayesian Optimizer help
finding good hyperparameters

Official statistics from India,
Russia and Chile, and number
of new cases from the
outbreak of the COVID-19 to
Dec. 30, 2020

RMSE,
MAPE

Python

Ayris [50] Proposition of a deep learning
technique (DSPM) and
machine learning (NRM) to
predict the spread of
COVID-19

DSPM and NRM achieve best
performance, respectively
compared to TSM, LSTM-based
DDEM and MHEM

Confirmed, recovery and death
cases on 6.4 million COVID-19
cases, reported from 22nd
January to 6th June 2020

MAE X

(continued on next page)
9
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Table 6 (continued).
Jin [53] Combination of three models

using data from the COVID-19
outbreak that affected
Germany and Japan

The backpropagation neural
network coupled to LSTM
model and ARIMA model
offers the highest accurate
prediction effect

Total of infected data from
Japan and Germany from
April 1, 2020 to March 9,
2023

MSE, RMSE,
MAE

X

Zrieq [58] Analyze the historical of
COVID-19 in order to
construct robust and accurate
forecasting models

Both models were found to be
accurate and robust in
forecasting the time series of
COVID-19 in Saudi Arabia

Daily number of confirmed,
recovered and death cases
from 2 March 2020 to 22
June 2022

MAE,
RMSE, 𝑅2

Python

Punyaporn-
withaya
[59]

Model and forecast the
monthly number of FMD
outbreak episodes (n-FMD
episodes) in Thailand using
multiple time-series methods

n-FMD episodes had a stable
trend from 2010 to 2020, and
increased from 2014 to 2020,
the outbreak episodes
occurring from September to
November annually

1209 FMD cases from Jan.
2010 to Dec. 2020, divided
into two parts: from 2010 to
2019 for training and from
2020 for validation

RMSE,
MAE, MASE

R

Olukanmi
[60]

Models based on deep
learning, machine learning,
and Time series methods,
using GTD to forecast ILI in
South Africa

Deep learning techniques
perform better, and
Combining GT and historical
ILI data enhances the models

Weekly date from 1st week of
2010 to the 43rd week of
2018 (459 weeks)

RMSE,
MAE, PCC,
PWD, PMD

Python
Table 7
Method category.
Mixed Deep Learning Machine Learning Time series models

15 12 6 3
Table 8
Mixed methods.
TSM & DL TSM & ML TSM & DL ML DL & ML

5 3 3 4
Table 9
Most used time series models (at least twice).
Es LSTM ARIMA MLP ANN RNN LR SVR/M
5 14 9 3 2 2 3 7
CNN RF SARIMA Bayesian NAR KNN FP TBATS
2 3 5 4 2 2 2 2
Table 10
Evaluation metrics.
PPV NVP F1 MAPE RMSE MAD 𝑅2 MSE
1 1 2 14 24 1 6 5
AIC BIC MAE AUC PCC PMD PWD
1 2 14 1 2 1 1
Table 11
Language/Tool.
Python R Matlab Weka AUtoML Not specified

15 4 2 1 1 13
solely relied on time series models, predominantly ARIMA/SARIMA
methods. However, starting from 2020, the application of TSMs surged,
especially with the onset of the COVID-19 pandemic, accompanied by a
significant adoption of Machine Learning (ML) and Deep Learning (DL)
techniques for epidemic prediction. This trend towards amalgamating
various methodologies aims to capitalize on the strengths of each,
ultimately enhancing forecasting accuracy. Despite the effectiveness
of employing diverse time series techniques, there exists a pressing
need for improved data collection, structuring and storage, particularly
10
highlighted by the challenges posed during the COVID-19 pandemic.
This necessity has spurred a proliferation of scientific studies in this
domain.

In light of these findings, we advocate for harnessing the potential
of time series techniques to monitor and forecast epidemics globally,
including emerging cases. To achieve this, leveraging diverse databases
housing up-to-date datasets for various diseases and regions, such as
CDC, JHUC, Google, Kaggle, and WHO, is imperative. Furthermore,
programming languages like Python, equipped with extensive libraries,
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Table 12
Main data source.
JHUC CDC Google WHO

6 7 4 4
Table 13
Journal.
Science Direct IEEE MDPI ACM Springer Elsevier PLoS ONE Wiley
5 9 3 8 2 6 2 1
Table 14
Publication per year.
2023 2022 2021 2020 2019 2018 2014
6 8 12 6 2 1 1
Table 15
Disease addressed.
COVID-19 Influenza Diarrhea Dengue fever Tuberculosis HFMD
26 4 1 2 1 2
Table 16
Country (at least 3 works on the Country).
Colombia Canada Germany China India Italy Russia Brazil USA
3 3 4 4 6 7 7 9 13
Table 17
Continent.
Africa Asia America Europe

5 3 3 4
offer immense potential for constructing robust models and integrating
them to bolster epidemic surveillance and prediction efforts.

The unique epidemiological landscape of Africa warrants special
attention due to the frequent occurrence of epidemics.

The COVID-19 pandemic has underscored the efficacy of time series-
based methods in addressing both public health and clinical cases,
highlighting the imperative to capitalize on this momentum to further
research and development efforts for combating prevalent diseases.

Consequently, this SLR reaffirms our commitment to using time
series to contribute to epidemic management and clinical health cases.
As part of ongoing initiatives, we have embarked on several projects
leveraging data from the Health Information Unit of the Cameroon
Ministry of Public Health [62,63]. In future research endeavours, we
propose incorporating network models, specifically drawing inspiration
from seminal works such as [11,64–67].

While our SLR provides valuable insights, it is not without limita-
tions. The number and quality of databases used could be enhanced,
and the study period extended to examine the impact of other epi-
demics on research. Additionally, future research could expand to
encompass analysis methods beyond forecasting techniques.

5. Conclusion

This study aimed to assess the efficacy of Time Series Methods
(TSMs) in predicting epidemics and anticipated case numbers. Employ-
ing the SPIDER tool to define our research question, delineating specific
objectives, and following the PRISMA methodology, we surveyed four
scientific databases. Through a rigorous application of inclusion and
exclusion criteria and meticulous screening, we initially identified 3325
works, ultimately selecting 36 pertinent studies for inclusion in our
Systematic Literature Review (SLR). Our analysis unveiled that 2021
witnessed the highest volume of publications, totaling 12, with Deep
Learning (DL) methods emerging as the most prevalent, featuring in 12
11

papers. However, there is a discernible shift towards integrating various
methodologies, evident in 15 papers. Notably, the combination of Time
Series Models and DL proved popular, featured in 5 works. Leading
journals such as IEEE and ACM showcased a considerable presence,
hosting 9 and 8 articles, respectively. Predominant data sources in-
cluded CDC, JHUC, Google, and WHO. Python emerged as the primary
programming language, utilized in 15 papers. Remarkably, the United
States and Brazil emerged as the focal points for research endeavors,
hosting 13 and 9 studies, respectively, positioning the Americas as the
continent with the highest research activity. Among the plethora of
time series methods employed, Long Short-Term Memory (LSTM) and
ARIMA/SARIMA emerged as the most prevalent, each featured in 14
works. Evaluation metrics predominantly comprised RMSE, followed
by MAPE and MEA. Intriguingly, only a fraction of works addressed
missing and outlier data management, indicating areas for potential
improvement. Notably, few studies have addressed the African context,
despite the region’s vulnerability to epidemics. The advent of the
COVID-19 pandemic in late 2019 catalyzed research in time series
applications in epidemiology, with 26 out of 36 studies focusing on
COVID-19. This SLR underscores the imperative to advance research
endeavors, particularly in the African context, emphasizing the need to
incorporate pertinent data and diseases endemic to the region.
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Table 18
Cross-analysis of methods by year of use.

2023 2022 2021 2020 2019 2018 2014 Total
Mixed 03 04 05 03 X X X 15
DL 02 01 07 01 01 X X 12
ML 01 03 X 02 X X X 06
TSM X X X X 01 01 01 03
Total 06 08 12 06 02 01 01 36
Table 19
Work done on COVID-19, by year.

2023 2022 2021 2020 Total

COVID-19 06 07 08 05 26
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