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Chapter 1:
General Introduction
Square Peg in a Round Hole

Author contributions: Miriam I. Wickham (Writing – original draft; 
Writing – review and editing); Félice van Nunspeet (Writing – review 
and editing); Naomi Ellemers (Writing – review and editing)

‘‘You’ve got your mother in a 
whirl cause she’s not sure if 
you’re a boy or a girl’’

Rebel Rebel – David Bowie



 When I signed my guinea pigs up at a local veterinary clinic, 

besides having to indicate their biological sex, I was also asked to 

indicate my own gender. The choices I was given were between male 

and female. I wondered why they needed to know this, especially since it 

was not my health that would be assessed, but that of my pets. Chances 

are, you can think of countless examples in which you have had to 

fill in your gender on a form, even when it seemed irrelevant to do so. 

Furthermore, chances are that in most of those examples, you were not 

given more than two choices for your gender. The status quo is a society 

in which gender is seen as binary: there are only “men” and “women”.

 In recent years, however, there has been a slow and steady 

shift in this status quo, whereby we are increasingly acknowledging 

that there are more than two ways for people to define their gender. 

Shortly before I began my PhD, for instance, the national rail service 

of the Netherlands (the “Nederlandse Spoorwegen”) announced that 

they would be addressing their customers as ‘passengers’ (“reizigers” 

in Dutch), rather than as ‘ladies and gentlemen’. On a global scale, 

various countries have started to legally recognise “third” gender 

and sex categories (Ryan, 2018). Gender-neutral pronouns are being 

introduced to languages that did not yet have them (Gustafsson 

Sendén et al., 2015) and pre-existing gender-neutral pronouns have 

become more visible (Bradley et al., 2019). Advocates are arguing for 

more gender-neutral toilets (Bovens & Marcoci, 2023) and there has 

been an increased interest in “genderless” or unisex fashion (Kim et 
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al., 2022). These developments signal a growing awareness of the 

limitations of the gender binary, which I observed when I was thinking 

about the topic of my PhD.

The gender binary is the view that humans all fit into one of two 

categories, men and women, that these categories are biologically 

meaningful, and that this view is natural and unmalleable (Hyde et al., 

2019). The effects of this view are pervasive to anyone who identifies 

outside of the binary, but also for all other LGBT+ individuals (Garelick 

et al., 2017; Prusaczyk & Hodson, 2020). Recent estimates suggest that 

anywhere from 3% to 35% of the general population see themselves 

as part man and part woman, or as something completely different 

from man and woman (in the Netherlands: Kuyper & Wijsen, 2014; in 

Flanders, Belgium: Van Caenegem et al., 2015; in Israel: Joel et al., 2014). 

This suggests that the gender binary may not adequately represent 

the self-views of a considerable number of people and that a move 

away from it may be justified. In other words, if many people feel like 

proverbial “square pegs” being shoved into “round holes”, perhaps 

moving away from those holes is a good idea.

 In this thesis, I set out to further investigate the societal move 

away from the gender binary, and specifically to further challenge two 

assumptions: (1) that the gender binary is helpful, either as a cognitive 

heuristic or as a way for us to identify with one another, and (2) that it is 

natural, in that it is upheld by something innate to humans. To do so, I 

looked at experiences of threat towards gender-inclusive 
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interventions, people’s gender binary beliefs, and how people categorise 

both themselves and others by gender. In doing so, I have found further 

information about how we, as a society, can approach the societal shift 

away from the gender binary, by raising awareness about this data 

among the general population and reducing resistance to gender-

inclusive interventions.

 Importantly, though this thesis is written from the perspective 

of a social psychologist, I draw from literature in gender studies more 

generally, which includes psychology as well as (among others) 

sociology, philosophy, and media studies. As Morgenroth and Ryan 

(2018) have also pointed out, though there is a large body of social 

psychological research that fits with the theories and findings of 

gender scholars in other disciplines (e.g., the philosopher Judith 

Butler), we often do not integrate them. Though this thesis is not multi-

disciplinary, I have summarised key literature from other disciplines 

throughout, and to let this further inform my choices about what to 

investigate using social psychological methods. Below, I use this key 

literature, as well as findings from my own thesis, to challenge the two 

assumptions that are commonly held about the gender binary: that it 

is helpful and that it is natural.

Assumption 1: The gender binary system is helpful

 Social identity theory (Tajfel, 1974) tells us that social categories 

emerge from people wanting to identify their in-group to know whom 

they belong to, whom to favour in times of scarcity, and to provide 
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them with (information about) group norms (see also Turner, 1987). In 

that sense, ingroups help us navigate the world by providing us with 

guidelines for how to behave and improving our well-being by giving 

us a sense of belonging. While the theory acknowledges that people 

can belong to multiple different groups and have complex identities, 

in any specific situation social groups only perform these functions 

if it is clear who is a member of a certain group and who is not (i.e., 

groups need clear boundaries). In reality, social group boundaries 

are not always defined by objective or invariant criteria. For instance, 

mixed-race people are members of two or more racial groups, and age 

is a continuum which can be categorised into different age groups. 

 It seems most people are able to navigate the complexity of 

social categories. However, the gender binary system perpetuates the 

idea that gender comes in two “hard-set” categories: men and women. 

This may be a useful cognitive heuristic for rapid categorisation of 

in-group and out-group members but given that gender identities 

are more complex than that, it is also curious that the gender binary 

is enforced so strictly in society. I thus wanted to further explore this 

enforcement. For instance, in Chapter 2 of this thesis, I explored one 

channel through which the gender binary is currently enforced: in public 

discourse online. The shift away from the gender binary is a sensitive 

topic that many people are discussing online. Since it represents a 

large-scale social change, it may also feel threatening to many people. 

In Chapter 2, I found preliminary evidence that online discourse about 
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gender, which seems to be overwhelmingly pro-binary, may actually 

reflect the views expressed by a minority of people - who feel threatened 

by the notion of gender being non-binary - and not that of the majority. 

Thus, a minority may perceive the gender binary to be helpful, while 

others could just as well do without.

 In fact, the gender binary may actually be harmful. For instance, 

in this thesis (Chapter 4), I explored whether gender identification, 

defined as self-categorisation as a member of a gender group (Turner 

& Reynolds, 1987) is mostly binary, meaning people identify with one 

gender group but not with another. I found that a large proportion of the 

population identified with multiple genders. This goes against the idea 

of gender being mostly binary. Importantly, I found that people who 

identified with multiple genders often felt less included by society and 

therefore their social well-being was suffering from the strict gender 

binary system.

 Furthermore, the gender binary may not only be harmful for 

those who identify outside the binary, but rather, everyone. That is, in 

another set of studies (Chapter 3), I looked at how gender-inclusive 

messaging, as opposed to gender binary messaging, may influence 

people’s beliefs about gender, gender essentialism, and stereotypes 

about gendered professions. I found preliminary evidence that the 

gender binary may be reinforcing gender stereotypes and biases, as 

compared to gender-inclusive messaging. 
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 Lastly, moving away from the gender binary may actually help 

us navigate the complex gender world better. In another set of studies 

(Chapter 6), I explored how people deal with, for instance, categorising 

men who wear women’s clothing or people who look physically 

androgynous (i.e., gender non-conforming people) into binary genders, 

as opposed to having more than two gender categories to choose from. 

I found that participants in the binary condition spent more time and 

energy making a choice. On the other hand, participants in the condition 

with more than two gender choices often made use of the non-binary 

option; it offered them a way to categorise someone who would have 

otherwise been difficult to categorise. As such, having more than two 

gender choices may actually be quite helpful to people in a world 

where an increasing number of people are expressing their gender in 

non-conforming ways.

Assumption 2: The gender binary system is natural

 While this thesis is about gender, it is important to also

acknowledge the question of “sex”, which is argued to be distinct from 

gender in that it is biological, while gender is social (see Hyde et al., 2019, 

for a critique that is beyond the scope of this thesis). Sex is argued to be 

mostly binary (though an estimated 2% of the population are intersex), 

so a general assumption is that we got our binary gender system from 

binary sex. Garfinkel (1967) theorized that beliefs about gender being 

binary are heavily tied to beliefs about gender categories being natural 

and invariant. Evidence from other primates show that they mostly 



separate themselves by sex, fulfilling different roles and even having 

preferences for human toys fitting with their sex (Alexander & Hines, 

2002), showing that there is something innate to gender roles.

 However, there are reasons to believe that the current binary 

gender system is not simply derived from the two biological sexes. For 

instance, ethnographic studies (e.g., Kessler & McKenna, 1985) have 

found that features indicating biological sex (e.g., genitals) plays a more 

minor part in gender categorisation than previously thought. Butler 

(2002) theorised that our binary gender system does not stem from our 

belief about sex, but is actually a power play to keep men and women 

in their social places. She argued that biological sex is used as a tool to 

justify the gender system.

 There is also evidence for the historical and cultural influences 

on our binary gender system. Historically, the binary gender system was 

not always in place as it is now. Asian populations often believed in three 

or more genders, many Native American tribes had up to five gender 

categories, and even in Europe (e.g., England, Italy, Albania) there were 

more categories than two (Vincent & Manzano, 2017). The division of labour 

during the industrial revolution, Christianity and colonisation stemming 

from Europe to the rest of the world were all leading factors for our (almost) 

universal binary gender system today (Estrada, 2011; Zlotnick, 2001).

 Rather than solely being upheld by innate beliefs about sex 

and gender, the gender binary is a self-perpetuating belief (Saguy et 
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al., 2021). The gender binary is upheld and simultaneously upholds the 

idea that one gender group is superior to the other in a certain domain 

(gender biases) and subsequent exclusion of one gender group from a 

certain domain (gender discrimination). Rather than a natural tendency 

to want to place others into one of two rigid categories, researchers 

have argued that the gender binary is culturally learnt, as evidence 

from developmental psychology suggests (summarised by Hyde et al., 

2019). The gender binary is learnt from a young age, for instance, when 

teachers implicitly treat boys and girls differently (e.g., Duffy et al., 2001; 

Tsouroufli, 2002), and binary gender labels on toys affect children’s play 

behavior (Yeung & Wong, 2018). As adults, when asked to indicate gender 

in registration of person characteristics, most forms provide only two 

options (Morgenroth & Ryan, 2018) and the binary gender categories are 

considered biologically essential and meaningful (Skewes et al., 2018).

 Beauvoir (2000) famously wrote that “one is not born a 

woman but rather becomes one”. With this she meant that assuming 

one’s gender role is not something that happens due to genetics but 

is something you learn from your social environment. When Bem 

formulated her sex role inventory (1974), she lived in a world where 

it was assumed that gendered personality traits were binary and 

innate. Thanks to her work, a large body of research has investigated 

psychological androgyny in terms of personality traits. This has 

impacted gender research greatly, by promoting equality between men 

and women, showing the malleability of gender roles, and underlining 
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the negative effects of polarization of gender groups (Dean & Tate, 2017). 

Still now, women are typically stereotyped to be caring and tender, 

while men are typically thought of as agentic and dominant, and these 

stereotypes have persisted across decades (Haines & Stroessner, 2019).

 In this thesis, I found further evidence that the gender binary is, 

at least to some extent, a cultural rather than a natural phenomenon. 

For instance, in one study (Chapter 2), I found that the online public 

discourse about gender may be led by a minority of people who are 

resistant to the shift in gender conceptualization. Our preliminary 

findings suggest that even those who do not belong to this minority 

may not be struggling with this shift. In fact, throughout this thesis, I 

repeatedly make the conclusion that most people find this shift not that 

problematic or even helpful in various ways. In a world where binary 

gender is naturally encoded into most of us, you might expect to see 

universal resistance to changes in the gender binary system, but that is 

not what we observe in our data.

 When I researched people’s self-perceptions (Chapters 3 and 

4), I found that large proportions of people identified in non-conforming 

ways or saw themselves in ways that were not strictly binary (i.e., 

either fully man or fully woman). These findings suggest that people’s 

perceptions of their own genders are not as rigid as the gender binary 

system would have us believe. In a naturally binary world, on the other 

hand, you would expect to find that people’s self-perceptions were 

much more rigidly binary.
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 In another series of studies (Chapter 6), I investigated gender 

categorisation of others based on both biological (faces) as well 

as social cues (clothes) and found that participants’ decision-

making was sometimes based more on the social than the biological 

information. This shows that participants do not always rely solely 

on biological information but that they consider gender to also be 

socially based. This was evident both from their behaviour (the choices 

they made) as well as their attention to specific pieces of information 

(measured using eye-tracking). In the same set of studies, I found 

that participants made use of non-binary choices when these were 

provided, depending on context, which showed that participants 

are aware of the societal tendency to move away from strict binary 

categories and were willing to engage with non-binary choices.

Social Psychological Research

 The works of scholars in other disciplines within gender studies 

continually inspired me within this PhD, particularly since much of the 

research conducted within social psychology is done from a binary 

perspective (Morgenroth & Ryan, 2018). In that sense, our field has 

much to learn from other fields, and I hope to see more of my fellow 

social psychologists drawing from other disciplines to inspire them. 

That being said, it is also my firm belief that social psychology can 

provide an important contribution to the gender studies landscape, 

particularly because of the unique approach and methodologies we 

tend to use in our research. I will outline some of these and mention 
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how I implemented them in the research in this thesis.

 First, social psychologists can take both a top-down and a 

bottom-up perspective: we investigate how larger social structures 

shape individuals’ experiences, as well as how individuals’ ideas and 

behaviours may affect the larger social structure. Top-down effects 

can, for instance, be investigated by creating an experimental set-up 

with different conditions (representing different social structures) and 

seeing how this affects people’s ideas or behaviours. For instance, 

in Chapters 2 and 5 I developed conditions in which either a binary 

gender structure or a non-binary gender structure was introduced to 

participants. Bottom-up effects, on the other hand can be examined 

by measuring how people feel about a certain topic (e.g., gender 

identification) in order to understand the larger existing social 

structure (see Chapters 1 and 3).

 Furthermore, social psychologists investigate concepts both 

explicitly as well as implicitly and can thus gain insight into attitudes 

that people are aware of, as well as their unconscious biases or 

involuntary beliefs. Pervasive institutions such as the gender binary 

can affect both people’s surface- and deep-level ideas and it is thus of 

added value to incorporate both explicit and implicit methodological 

approaches. This can be done quite literally, by using explicit and 

implicit measures in a study (e.g., a self-report measure as well 

as a reaction time task, see Chapters 2 and 4), or somewhat more 

indirectly, by carefully designing a study in order to frame explicit 
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measure as a way to capture something that may be more implicit 

(see Chapter 2).

 Moreover, in social psychology we study social constructs 

from both emotional as well as cognitive perspectives: we understand 

that a belief may be related to how we feel about a topic or the way 

in which we process information. For instance, a person’s ideas about 

gender-neutral language may be related to how they feel about their 

own identity (emotion), or how they process gender-neutral words 

(cognition). Each of these psychological pathways invites different 

approaches to solving the issue and increasing support for gender-

neutral language. In the chapters in this thesis, we considered both 

emotional as well as cognitive aspects that may be relevant.

 I also looked at people’s gendered beliefs about both the ‘self’ 

and the ‘other’, or individual identity and how we see the social group: a 

distinction that is embedded in social psychological theory. According 

to social psychological theory, while our self-perceptions are affected 

by our group memberships and vice versa, the two can also be distinct, 

and this can change depending on the social context. For instance, 

in times of stability, an individual may see their group as relatively 

heterogeneous and themselves as unique members of their group. 

However, when their group is threatened, they may stereotype other 

members of their group to make it seem more homogeneous. On the 

other hand, when an individual identity is threatened, the individual 

may engage in self-stereotyping to prove that they are a prototypical 
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member of their group. In this thesis, I kept this distinction in mind and 

investigated both how people perceive and feel about their own gender, 

as well as how they perceive and feel about other people’s genders (and 

in Chapter 5, I directly compared the two). 

Thesis Overview

 The research in the present dissertation was conducted in order 

to increase our understanding of the societal shift away from the gender 

binary and towards a more inclusive conceptualisation of gender. In this 

section, I provide an outline of the chapters within.

 While all chapters contribute to investigating the two 

assumptions (that the gender binary is helpful, and that it is natural), 

the chapters in Part 1 (Chapters 1 and 2) are somewhat more focused 

on questioning whether moving away from the gender binary may 

be more helpful than keeping the binary status quo. The chapters in 

Part 2 (Chapters 3, 4, and 5), on the other hand, are more focused 

on questioning whether the gender binary is perhaps more socially 

constructed than one might assume based on the dominant narrative.

Part 1: Gender-inclusive initiatives

 The thesis begins with gender-inclusive initiatives as a starting 

point, which are initiatives designed to be inclusive of people on 

the whole gender spectrum. As mentioned at the beginning, when I 

started my PhD, I observed many gender-inclusive initiatives being 

implemented on a broad scale. I observed how the media discussed 
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these initiatives in articles, as well as the discussions among laypeople 

reading these articles. I wanted to investigate people’s thoughts 

and feelings underlying these discussions, which I did in Chapter 2. 

Furthermore, I wanted to investigate what hidden benefits gender-

inclusive initiatives might have, besides being more inclusive of 

non-binary and transgender people, which I did in Chapter 3.

 In Chapter 2, I investigated communication about gender-

inclusive initiatives from both the perspective of those who engage 

in online discourse about this topic (the ‘writers’), as well as those 

who may read the online discourse (the ‘readers’). Specifically, using 

qualitative analysis, I explored whether writers’ online comments 

could be located into different kinds of communications of social 

psychological threat. Furthermore, using a quantitative approach, I 

investigated how much readers agreed with these comments and 

what underlying factors may contribute to agreement. The findings 

provide insight into how beliefs about gender may be perpetuated, by 

whom, and why.

 In Chapter 3, I examined whether and how gender-inclusive 

initiatives may benefit cisgender men and women by reducing gender 

stereotypes, particularly regarding job suitability. Across three studies, I 

investigated how gender-inclusive initiatives influenced gender beliefs, 

stereotypes about gendered jobs, and interest in these jobs. I did so by 

presenting participants with either a non-binary (based on real gender-

inclusive initiatives) or a binary manipulation and included both explicit 
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(self-report) and implicit (reaction times) dependent variables. The 

findings provide insight into hidden positive effects of gender-inclusive 

initiatives for cisgender individuals.

Part 2: Gender (self-)categorisation

 In Part 1, I showed evidence that the gender binary being 

pervasive was not related to it being helpful, since moving away from 

the gender binary through gender-inclusive initiatives may actually 

have many benefits. In Part 2 of the thesis, I then wanted to explore 

whether the pervasiveness of the gender binary may be related to it 

being naturally encoded into us in ways that previous literature has 

given limited consideration to: people’s need to identify with and 

categorise others within groups with clear boundaries. Across three 

chapters, I thus explored whether people’s categorisations of themselves 

(Chapters 3 and 4) and others (Chapters 4 and 5) were binary or not, 

and what factors non-binary categorisations may be related to. The 

findings in these chapters contribute to existing literature about gender 

non-conformity and gender social cognition.

 In Chapter 4, I examined how people categorise themselves in 

terms of gender and whether people’s self-categorisations fit more into 

a binary model or a non-binary model of gender. I also investigated 

how gender self-categorisation may relate to general well-being. 

Across three studies, I asked participants to indicate how much they 

identified with different (binary and non-binary) genders and about 
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their well-being on various measures: societal inclusion, self-esteem, 

life satisfaction and general affect. The findings indicate that people’s 

self-categorisations are not strictly binary, as one might expect in a 

world where the binary is naturally encoded into us. Furthermore, our 

findings provide insight into the negative effects of forcing people to 

conform into a binary self-categorisation on well-being.

 In Chapter 5, I extended the findings of Chapter 4, by measuring 

self-categorisation implicitly, and additionally exploring implicit 

categorisations of others (the gender ingroup and outgroup). Using a 

reaction time task, I showed that implicit self-categorisations follow 

a similar patterns as explicit ones, thus showing further evidence that 

people may not naturally identify in a strictly binary way. Furthermore, 

findings about implicit ingroup and outgroup categorisations provided 

insight into how these relate to self-categorisations. Our results 

indicated that people may not see others as strictly binary either, which 

laid the foundation for my research focus in Chapter 6.

 In Chapter 6, I focused on how participants categorised others 

by gender and whether this more closely followed the narrative 

that “gender is biological” or the narrative that “gender is socially 

constructed”. Specifically, across four studies, I investigated whether 

people’s gender categorisations were more based on biological cues 

(e.g., your natural facial structure) or social cues (e.g., the clothes you 

wear). I also investigated how this may differ across social contexts, 

where different information (biological or social) may be more relevant 
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for understanding someone’s gender. I investigated this by using both 

explicit measures (self-report) and implicit measures: behaviour in a 

categorisation task and attention to biological or social information, as 

measured through eye-tracking. Our findings provide insight into how 

people process gender information about others and how this may 

change as gender-inclusive initiatives become more common.

 It should be noted that the chapters in this thesis have been 

written such that they can be read independently of the other chapters, 

so the reader may see some overlap or repetition between them.

 A visual representation of the findings of each chapter, which 

assumption they focus on, at which level (emotion/cognition, self/other) 

mechanisms are addressed, and which methodology was used, can be 

found on the next page.
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Part 1:
Gender-inclusive initiatives
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Chapter 2:
Exploring the Threat Underlying 
Online Communications about 
Gender-Inclusive Initiatives

Author contributions: Miriam I. Wickham (Conceptualisation; Data 
curation; Formal analysis; Investigation; Methodology; Validation; 
Writing – original draft; Writing – review & editing); Félice van 
Nunspeet (Conceptualisation; Methodology; Validation; Writing 
– review & editing); Naomi Ellemers (Conceptualisation; Funding 
acquisition; Methodology; Validation; Writing – review & editing)

“The images that f***ed ya 
were a patriarchal structure, 
and you never will surrender 
to that narrow view of gender”

Black Tie – Grace Petrie
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Abstract

 Gender-inclusive initiatives, such as gender-neutral 

bathrooms, spark polarizing online discussions, which can affect public 

opinion and influence law-makers. In this paper, we investigated online 

discourse about gender-inclusive initiatives in two phases. In phase 

1, using social psychological theory, we explored whether people who 

post online comments about GII are not only explicitly communicating 

their opinions, but also implicitly communicating their underlying 

feelings of threat. Based on social psychological theory, we identified 

five types of social psychological threat underlying online comments. 

Next, we developed a measure with which we could explore whether 

a larger group of people agreed with these comments. In phase 2, we 

used this measure to explore differences in agreement depending 

on the type of threat communicated in a comment. First, our results 

suggest that those who write these comments do not represent the 

opinions of a larger group of people. Furthermore, our findings suggest 

that particularly women’s threat regarding gender-inclusive initiatives 

is low, contrary to the popular narrative regarding women’s concerns 

for their safety. Our findings help us to be critical of online arguments 

against anti-trans* inclusion by understanding underlying motivations 

and shed light on how resistance to gender-inclusive initiatives may 

be reduced in the future.
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 Discussions about gender-inclusive initiatives (GII), which 

are designed to be inclusive of trans*1 people, have been on the rise 

throughout the Westernized world (e.g., gender-neutral bathrooms, 

Blumell et al., 2019). Online discussions about GII among laypeople, for 

instance in online comments sections, are often polarizing (e.g., Colliver 

et al., 2019). Furthermore, such comments can affect opinion formation 

of those who read them (e.g., Lee et al., 2022). In this paper, we explored 

online discussions about GII in two phases. In phase 1, we made an 

inventory of the types of comments people write under online newspaper 

articles about GII. We posit that people who write online comments may 

not only be communicating their opinions but may also implicitly be 

communicating their underlying feelings of threat towards GII. It should be 

noted that, while they may not explicitly be communicating that they feel 

threatened, we still refer to their underlying feelings as ‘communications 

of threat’ throughout this paper, for ease of reading. Based on social 

psychological theory, which states that different types of threat contribute 

to resistance to social change (e.g., Morgenroth & Ryan, 2021), we found 

that we could locate comments into five dimensions, based on five types 

of threat. Next, we developed a measure of threat towards GII based on 

these comments. In phase 2, we used our measure to investigate how 

much people agreed with these comments, indicating their own feelings 

of threat. We also explored how participant gender, and other gender-

related beliefs, were related to agreement to such comments. In doing so, 

we gained insight into the feelings and processes underlying resistance to 

changes in the gender system. Understanding these underlying feelings 

is important, so that we can be critical of arguments against trans* 

inclusion and to learn how to reduce resistance to GII in the future.

Online Discussions about Gender Inclusiveness

 In recent years, a heated public debate about gender has gained 

considerable traction in media coverage. In this debate, one side is 
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arguing that gender is binary (there are only two genders: men and 

women) and based on biological sex, while the other side is arguing 

that gender is a free identity located on a spectrum (Cooper, 2019). We 

can see this debate in the increase of gender-inclusive initiatives (GII) 

that are aimed at improving the lives of trans* people, while there is 

also considerable backlash against these kinds of initiatives (Blumell 

et al., 2019). Given how polarizing the topic of trans* inclusion is, it is no 

surprise that many news articles have covered this topic (e.g., McGann, 

2017), and thus that there are many online discussions about it.

 Notably, online discussions can give a skewed picture of public 

opinion, since it is often a small group of people with particularly 

radical views who lead these discussions, much more so than in 

offline discussions. For instance, those who see themselves as having 

a minority opinion are more likely to be outspoken about it in online 

environments, while this would not be the case offline (Porten-Cheé & 

Eilders, 2015). This is because people feel less inhibitions about what 

they communicate online, as compared to face-to-face, because of 

the perceived anonymity and invisibility (Lapidot-Lefler & Barak, 2012). 

Indeed, it has been found that those with a view that is contrary to 

common public opinion (as measured by population-wide surveys) 

tend to represent a vast majority of the contributions of online 

comments (De Kraker et al., 2014). This also seems to be the case for the 

topic of trans* inclusion.

 Importantly, online discussions about polarizing topics, like 

gender inclusiveness, can have a substantial influence on public 

opinion formation. For instance, online comments left under news 

articles can influence people’s views of the credibility of the article 

(Pjesivac et al., 2018), even though these comments may only reflect 

the opinions of a small group. Furthermore, online comments sections 

influence people’s views of the public opinion, which they tend to want 
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to conform to (Lee et al., 2022). Moreover, online comments about 

polarizing and political topics tend to be very emotional, which further 

increases their influence (Webster & Albertson, 2022). It is thus relevant 

to study online discussions about GII, and people’s opinions about 

these online discussions.

Opinions Opposing Trans* Inclusion

 One of the most prominent recent examples of media coverage 

about the public gender debate has been the controversy around J.K. 

Rowling’s views on gender (Duggan, 2022). Rowling has been argued 

to represent trans-exclusionary radical feminists (TERFs), a group of 

people who have been very outspoken about their beliefs regarding 

trans* inclusion (e.g., Yang, 2021). Their anti-trans* argumentation 

is often centred around the idea that gender cannot be self-defined 

(Raymond, 1980; Stock, 2021), and that trans* inclusion has negative 

effects for women’s safety (Turnbull-Dugarte & McMillan, 2023) and 

rights (Jeffreys, 2014; Pearce et al., 2020).

 However, those who are most outspoken about being anti-trans* 

are likely a small group. For instance, it has been found that most of the 

British public agree that trans* people should have rights such as easier 

gender recognition and access to gender-specific spaces (Smith, 2020), 

contrary to anti-trans* ideology. Nonetheless, this small anti-trans* 

group seems to have been influential in the decision-making process 

of law-makers (McKinnon, 2018). For instance, anti-trans* arguments 

played a central role in the so-called US ‘bathroom bills’, which deny 

trans* people the right to access toilets that are in line with their gender 

identity (e.g., Ura, 2015).

 When we were contemplating the kinds of arguments made 

against trans* inclusion, and therefore initiatives that support that 

(GII), a key word that stuck out to us was ‘threat’: for instance, the 
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threat to women’s safety and rights. This is because, in our field of 

study, namely social psychology, the widely recognised theory is 

that resistance to social change is often driven by (different types of) 

threat (e.g., Scheepers et al., 2009). For instance, social psychologists 

argue that people are motivated to maintain the status quo, since this 

provides certainty and security. They thus feel threatened by change 

(for instance, to the gender system), even when it would mean positive 

outcomes (Jost et al., 2010). Thus, it seemed to us that people who are 

active in online discussions about this topic may be communicating 

their feelings of threat. We thought we may be able to identify 

different types of social psychological threat in their comments, which 

would provide insight into what types of threat to address to reduce 

resistance to GII in the future. Furthermore, we thought that we could 

use social psychological research methods to also explore the readers’ 

perspectives: how readers of these comments may feel about them, 

and how that is related to other beliefs they may hold. In this project, we 

wanted to gain a better understanding of the feelings and processes 

underlying resistance to changes in the gender system, which may have 

practical implications for designing more effective GII in the future.

The present paper

 In the present paper, we explored online discussions about 

trans* inclusion and related these back to social psychological theory 

and methodology. We did this in two phases. In phase 1, we focused 

on the people who are active in these online discussions and made 

an inventory of the types of comments they tend to leave under online 

news articles about this topic. Using social psychological theory, we 

qualitatively investigated comments to explore whether and what types 

of threat they may be communicating. We then developed a measure 

based on comments that communicate threat, to be used in phase 2.

 In phase 2, we focused on the readers’ perspective, i.e., people 
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who may stumble across an online news article about gender inclusion 

and may see comments underneath it that communicate threat. We 

used the measure we developed in phase 1, as well as other social 

psychological instruments, in a survey to explore how much people 

agree with these communications of threat, and what underlying 

beliefs their agreement might be related to. Given that people who are 

outspoken about their opinion online are usually not representative of 

the public opinion, we expected agreement with these comments to 

be relatively low. However, exploring agreement with these comments 

provided us a way to capture implicit feelings of threat that readers may 

feel towards GII. Furthermore, we explored whether agreement differed 

depending on gender of the participants, since the narrative seems to 

be that GII are particularly threatening to women.

Phase 1: Identifying Threat in Online Comments and Developing a Measure

 As Morgenroth and Ryan (2021) argue, different types of social 

psychological threat may contribute to resistance to trans* inclusion. The 

inclusion of trans* people, by means of gender-inclusive initiatives or 

laws, represents a disruption in the current social system, where people 

are categorised almost exclusively as men or women based on the sex 

they were assigned at birth. According to social psychological theory, 

disruptions to the social system are often related to threat, because they 

represent a shift in the status quo, a shift in the social categories and 

identities we are attached to, or a shift in power dynamics.

 In this phase, we were inspired by Vergoossen et al. (2020) who 

researched criticism against gender-fair language (one type of GII). 

When reading their paper, we thought that many of the quotes from 

their participants felt like communications of social threat towards 

losing the gender binary (Morgenroth & Ryan, 2021). For instance, there 

were arguments defending the linguistic status quo, where participants 

appealed to tradition, argued that change is too difficult and justified the 



34

current system with appeals to authority. There were arguments about 

gender-neutral language removing the distinction between men and 

women, which could be seen as a threat of losing the social categories 

and identities they are attached to. The authors also described worries 

about women’s rights and justifications of misogynistic language, 

which may be communicating threat of losing existing power dynamics 

(where men have more status than women and women have fought 

hard for the status they have). When we read their paper, we realised we 

could identify social psychological threat in many of the quotes, and we 

thus thought we may be able to do the same in a qualitative analysis 

of online comments sections. Doing so would provide insight into what 

types of threat underly negative opinions about GII and how we may be 

able to reduce resistance to GII in the future.

 We thus made inventory of comments and locate them into 

different types of threat. We searched for recent articles on the Dutch 

online newspaper nu.nl. We chose this online newspaper because it is 

considered to be neutral (not related to a particular political party), it 

reaches a large percentage of the adolescent and adult population 

of the Netherlands (NOM bereiksonderzoek, n.d.), and it is an online 

newspaper where comments under an article are common. We used the 

search terms “gender”, “neutraal” (“neutral”), and “non-binair” (“non-

binary”) and picked articles that mentioned some form of GII that were 

relatively recent (January 2020 onward). Our analysis of various online 

comments was deductive because we used social psychological theory 

to understand the types of threat commenters may be communicating. 

It was thematic because we located comments into themes based on 

theory, which were different types of social psychological threat. We 

took a pragmatic approach and adopted a critical realist ontology and 

epistemology. This is because we believe that the knowledge gained 

from the online comments reflects a psychological reality of these 
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online commenters. We describe each of the types of communications 

of threat that we found, in turn, below. We start by describing system 

threat because it is an overarching type of threat. Next, we describe 

distinctiveness and safety threat, which are types of intergroup threat, 

meaning they relate to how gender groups perceive and interact with 

each other. Last, we describe status threat, for which we differentiate 

between men’s and women’s status.

Five Types of Threat in Online Comments

 We found examples of comments that seemed to communicate 

system threat, for instance, by justifying the gender binary system 

because it fits the majority of people’s gender identities. According to 

theory, existing systems provide us with guidelines for how to interact 

with one another and therefore reduce uncertainty. As such, some 

people may be motivated to justify the (gender) system to cope 

with the status quo and their place in it, and may feel threatened by 

changes to the system (Jost et al., 2010; Prusaczyk & Hodson, 2020). 

An example of communication of system threat was an argument 

justifying the binary system by calling non-binary people “overly 

sensitive” and saying that a vast majority of people are binary (J.K. 

Rowling Nuanceert Uitspraken, 2020).2

 We also found examples of communications of distinctiveness 

threat in online comments, for instance, by expressing their 

discomfort with not being addressed as male or female. According to 

psychological theory (Ellemers et al., 1999), members of social groups 

have a need for clear distinctions between social groups. Thus, some 

gender-neutral initiatives may feel threatening to people because the 

distinction between gender groups is removed. Indeed, distinctiveness 

threat has been found to lower support for GII (Hayes & Reiman, 

2022). An example of a communication of distinctiveness threat was a 

comment discussing issues with gender-neutral language and toilets, 
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saying “I still want to be addressed as lady or Mrs.” and expressing that 

her identity is important to her (Marrewijk & Einder, 2021).3

 There were also communications of safety threat in online 

comments, whereby commenters argued against GII by citing that men 

would use these initiatives as a way to endanger women, in line with 

anti-trans* rhetoric. Indeed, a majority of women have experienced 

some form of sexual harassment since the age of 15 (Skinner, 2018); it 

is thus no wonder that women may be scared for their physical safety. 

However, it should be noted that there is insufficient evidence to argue 

that trans* people, or even cisgender men pretending to be trans*, 

are any significant proportion of the perpetrators in cases of sexual 

harassment against women (Bianco, 2015). Nevertheless, safety threat 

is sometimes used by women to argue for social change (Nelson et 

al., 2008) and sometimes against social change (Outten et al., 2019). 

Importantly, arguments against social change based on women’s 

safety may not only be endorsed by some women, but also by men who 

believe that women should be protected (Glick & Fiske, 1996; Morgenroth 

& Ryan, 2021). An example of communications of safety threat was that 

it would be naïve to think that gender-neutral toilets would be a safe 

space for women because “there will always be perverts who take the 

opportunity to harass women” (Aparte Wc’s, 2020).4

 Next, we found communications of men’s status threat in online 

comments, such that commenters expressed their need for traditional 

gender roles whereby men have higher status than women. According to 

literature, members of higher status groups (e.g., cisgender men) may 

feel threatened if they perceive a shift in the power relations between 

men and women (e.g., Scheepers et al., 2009). GII represent a potential 

shift in the power relations between men and women since they 

represent a dismantling of the gender system as a whole (Morgenroth 

& Ryan, 2021). Men’s status threat may also be related to the idea that 
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manhood is more precarious (or ‘fragile’) than womanhood, in that it 

can be lost if men do not continually prove themselves (Bosson et al., 

2013). Men’s status threat may therefore express itself in appeals to 

simpler times, ‘when men were still men’. An example of communication 

of men’s status threat included “I still remember how simple it used to 

be” (Marrewijk & Einder, 2021).5

 Lastly, there were indications of communications of a different 

kind of status threat, namely women’s, such that women expressed 

their concern for decreasing attention towards women’s rights as 

attention towards trans* rights increased. Women have had to fight for 

their status and rights, which have been steadily increasing for several 

decades (Malinowska, 2020). A lower status group, namely trans* 

people, dismantling the gender system in which women have gained 

those rights, may thus elicit a type of status threat in women. Indeed, 

evidence suggests that stronger feminist identity (and therefore worry 

about women’s rights) is related to more stigma towards trans* people 

(Worthen, 2022). An example of communication of women’s status 

threat included “greetings from a group that I don’t hear from anymore 

because of these attention seekers”, implying that women’s (and other 

groups’) rights are being undermined by attention towards trans* rights 

(Marrewijk & Einder, 2021).6

 We thus concluded that we could indeed locate comments under 

online articles about GII into different themes of social psychological threat. 

We believe, based on theory and our findings, that it is likely that people 

who are active in online discussions about GII, particularly those who voice 

their strong opinions about them, are feeling and communicating types of 

social psychological threat. Next, we wanted to develop a measure, based 

on our findings, in order to investigate agreement with online comments in 

people who read them, which we did in phase 2.
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Development of a Measure of Threat Towards GII

 Based on quotes found in comments under real online articles 

and quotes reported by Vergoossen et al. (2020), we developed a set of 

15 comments, such that a set of three would communicate one of five 

kinds of threat. We then piloted them among 7 people for how credible 

they were and made appropriate changes to our items based on this 

pilot. For more information about this pilot, see Supplementary Materials. 

Our final items, which we visually designed according to the comment 

section of the British online newspaper Metro (metro.co.uk; see Figure 1) 

for the purposes of placing them under a fake news article from Metro 

in phase 2, can be found in Table 1. We thought this measure would 

reflect the way that many people interact with information these days, 

namely online content and comments sections where people share their 

opinions and use this information to form their own opinions.
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Figure 1

Example of a Stylized Comment
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Phase 2: Investigating Agreement with Online Comments

 In this phase, our aim was to explore to what extent a larger 

group of people shared the same sentiments as those who write 

comments under online articles about GII, and whether they did so 

differently for different types of underlying threat that we uncovered. To 

explore a larger group of people’s implicit feelings of threat, we did not 

focus on previously validated measures of experienced threat, since 

such measures often require a lot of reflection from the participant. 

Agreeing with another person’s comment, on the other hand, may 

be more intuitive and closer to how people encounter and process 

opinions about GII in daily life. Thus, we measured to what extent people 

agreed with the different comments which implicitly communicated 

different types of threat and posit that agreement with these comments 

may indicate that participants also felt threatened themselves. Given 

that online comments might be more extreme than typical items 

in previously existing, validated questionnaires, we thought that 

agreement with these comments may be rather low. Nevertheless, we 

think our measure captures whether people share certain sentiments in 

a more implicit way.

 We were also interested in how agreement with these 

comments may be related to other social psychological measures, 

such as beliefs and opinions about gender, which have often been 

found to correlate with social psychological threat (Morgenroth & 

Ryan, 2021). Furthermore, we wanted to explore whether agreement 

with these online comments may differ depending on the gender of the 

participant, since men and women often report differences in threat 

and other gender beliefs (e.g., Jost & Kay, 2005). Lastly, we wanted to 

see whether people’s agreement with these online comments would 

differ depending on the article they were placed under. As such, one 

article described an identity-blind and the other an identity-conscious 
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GII, since it has been shown that people tend to feel differently about 

these two types of interventions (Morgenroth et al., 2021).

 To explore this, 159 participants were randomly assigned to 

read one of two news articles about a GII (Appendices A and B).7 Next, 

participants rated, on a 7-point Likert scale, how much they agreed with 

each of the comments that we developed in phase 1.8 Then, participants 

answered questions about social psychological constructs that have 

been found to be related to threat, such as gender system justification: 

the belief that the gender system in society is fair, which has been 

related to system threat (e.g., Mallett et al., 2011). Lastly, participants 

answered questions about their demographics. Our sample consisted 

of a majority of cisgender women (68.55%), mostly white (94.34%), not 

disabled (88.05%), and a sizeable minority were LGBTQIA+ (18.87%). 

Participants’ mean age was 22.99 (SD = 5.05). Participants were 

recruited among Psychology Bachelor students of Utrecht University and 

on social media.9

 All our analyses were exploratory, and we summarize some 

of our key findings, which have potential theoretical and practical 

implications. First, we found that, generally, our participants did not 

agree with the online comments, as one might expect. This is further 

evidence that communications of threat about GII in online comments 

may not reflect how a larger group of people feel about GII. Second, 

we found interesting differences between the men and women in our 

sample. Our findings suggest that women in particular, who represented 

a majority in our sample and who tended to be quite young, did not 

agree that GII have negative implications for their safety or their rights, 

suggesting that anti-trans* argumentation does not reflect a reality 

of young women’s concerns. Instead, our male participants tended to 

report higher agreement with the comments, suggesting that they felt 

more threatened by GII. Interestingly, men who were more paternalistic 



tended to agree more with comments suggesting that GII threaten 

women’s safety, suggesting that anti-trans* argumentation is in line 

with men’s ideas that women must be protected.

Low Agreement with Online Communications of Threat

 Our first key finding was that our participants’ agreement with 

the online comments was overall low (M = 2.44). This may be partly due 

to our sample being relatively progressive, given that many of them 

were recruited among highly educated university students. However, it is 

also in line with previous literature, showing that opinions shared online, 

for instance, in comments sections, are usually somewhat extremist and 

do not reflect the opinions of the general public (Porten-Cheé & Eilders, 

2015). Our finding is a further indication that implementing GII may not 

be as threatening as online discussions might have us believe. This also 

has practical implications for practitioners and lawmakers, who may 

want to take news articles and online discussions with a grain of salt 

when making important decisions about trans* inclusion.

Differences in Agreement between Gender Groups

 Next, we explored differences in how much people agreed with 

our online comments, depending on their gender group. We found that 

our very small sample of non-binary people (nine participants) tended 

to report very low agreement with the comments, and substantially 

lower agreement than the women and men in our sample (for 

descriptive statistics, see Figure 2). This is unsurprising, given that GII 

are designed to increase inclusion of non-binary people. Due to the very 

small sample size of non-binary people (N = 9), we did not investigate 

their agreement further.

 Furthermore, women’s agreement with arguments regarding 

women’s status or safety threat was rather low. This is contrary to 

anti-trans* argumentation, which is often focused on concern for 
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women. Interestingly, men tended to agree more than women with the 

comments in general, including those concerning women’s safety. We 

thus decided to explore men’s agreement further, by looking at how their 

agreement was related to other beliefs that they held.

Figure 2

Descriptive Statistics of Agreement with Different Types of Comments 

Per Gender Group

Note. Error bars represent the (positive) standard deviation of the mean.

 

 We found that men’s agreement with comments communicating 

concerns for women’s safety was particularly pronounced in men who 

reported more benevolently sexist beliefs. Benevolent sexism (Glick 

& Fiske, 1996) is the set of attitudes that see women as justifiably 

weaker and lower status, but that are subjectively positive (for those 

who hold these attitudes), in that they see women as people that 
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must be cherished and protected. Our finding that agreement with 

concerns for women’s safety was related to men’s benevolent sexism 

is in line with literature (Morgenroth & Ryan, 2021) and unsurprising. 

Benevolent sexism is a form of paternalism of men towards women, 

and benevolently sexist behaviour by men has been found to have 

substantial negative effects for women (Dardenne et al., 2007). We may 

thus need to be critical of resistance towards trans* inclusion that is 

based on the concern for women’s safety, since those concerns may be 

based on benevolently sexist beliefs.

 Our findings also suggested that men agreed more with 

comments communicating distinctiveness threat, men’s status threat, 

and system threat. We found that these three constructs converged 

with one another to a large extent. The gender system in society is one 

where men have higher status, and where the distinction between men 

and women is made perpetually salient. Thus, our society is a gender 

binary system (Hunt, 2018) as well as a patriarchal system (Segato & 

Monque, 2021), and men’s higher status and distinctiveness from women 

are embedded into the system. It thus makes sense that men who agree 

with concerns about our political and social system being dismantled 

(system threat) would also agree with concerns of men losing their 

higher status in society (men’s status threat) as well as concerns of the 

distinction between men and women being lost (distinctiveness threat).

 Men’s agreement with communications of threat was related 

to hostile sexism and gender system justification. Hostile sexism is the 

set of attitudes towards women whereby they are seen as exaggerating 

their problems and pretending to be discriminated against (Glick 

& Fiske, 1996). Hostile sexism is highly related to gender system 

justification, which is the belief that the current patriarchal system is 

justified, in that men have just as many chances to succeed as women 

(Jost & Kay, 2005). It is easy to see how these two beliefs are related: one 
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cannot justify the current gender system without believing that people 

who complain about the system (e.g., women) are exaggerating their 

problems. The justification of the system, and thus negative attitudes 

toward those who are unhappy with it, is related to concerns about the 

current system being dismantled (i.e., system threat), and thus with 

concerns about men’s status and the distinction between men and 

women, since these are embedded in the system.

 Furthermore, men’s agreement with communications of threat 

was related to gender essentialist beliefs. Gender essentialism is the 

belief that men and women are fundamentally different, and that these 

differences are based on immutable biological features (e.g., one’s DNA; 

Skewes et al., 2018). Those who hold gender essentialist beliefs are likely 

concerned about losing the distinction between men and women (i.e., 

distinctiveness threat), explaining our findings. Furthermore, people with 

gender essentialist beliefs tend to use biological differences between 

men and women to justify differences in status between men and 

women (thus, men’s status threat; Fine, 2017), and thus the patriarchal 

gender system (system threat). Our findings give us an indication into 

the beliefs and thoughts that may underlie men’s threat towards trans* 

inclusion and help us to be critical of concerns for distinctiveness, men’s 

higher status and the current system.

Discussion

 In this paper, we have reported our mixed methods research, 

which we conducted in two phases. In phase 1, we focused on the 

perspective of those who leave negative online comments under 

articles about gender-inclusive initiatives (GII) and found that their 

comments could be located into different kinds of communications 

of social psychological threat. We also developed a measure based 

on our qualitative investigation into ‘real’ online comments, for 

use in phase 2. In phase 2, we used our measure, as well as other 
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social psychological measures, to provide insight into the reader’s 

perspective, rather than the writer’s. Our findings from phase 2 

suggest that negative online comments about GII may not reflect 

common public opinion about GII. Furthermore, we showed how 

agreement with online communications of threat may differ between 

men and women, and which underlying factors may contribute to 

agreement. Specifically, we found that men tended to agree more with 

communications of threat, and thus provide an alternative perspective 

to the idea that women are concerned for their safety and rights 

with regards to GII. These findings help us to be critical of arguments 

against GII. Our findings also suggest that practitioners and lawmakers 

should keep in mind that online discussions about GII may reflect the 

opinions of a small group and not everyone may feel threatened by GII. 

Throughout the paper, we have discussed the theoretical and practical 

implications of our findings.

Limitations and Recommendations for Future Research

 Our research was a first step towards a better understanding 

of a) types of threat towards GII, b) how that threat is communicated 

in online environments, and c) factors that contribute to people’s 

agreement with online communications of threat. However, there were 

certain limitations to our studies. First, our qualitative investigation 

of online comments was restricted: we only looked at articles from 

one online newspaper, which were relatively recent. A more extensive 

systematic analysis of online comments is recommended for future 

research, because it would provide a more complete picture. Second, 

our quantitative investigation of reader’s agreement included a limited 

sample of participants, such that they were largely young, white, 

and cisgender. Younger people are likely to hold more progressive 

views (Central Bureau for Statistics, 2019), while a majority white and 

cisgender sample misses the important perspectives of POC and 
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trans* people, which likely differ from the majority groups (Kasai, 

2023). It is thus recommended that our research is replicated among a 

more diverse sample.

 Lastly, in this research we focused on the negative opinions, 

beliefs and effects of GII, which helped us understand resistance 

towards these initiatives. However, there may also be positive effects of 

GII, such that a dismantling of the current gender system may reduce 

sexism, transphobia, homophobia, and other types of discrimination. 

In future research, it is thus important to research how using GII may 

positively affect people’s beliefs regarding gender equality, for both cis-

heterosexual individuals as well as members of the LGBTQIA+ community.

About the Authors

 The authors have reflected on how their positionality affects their 

views about this topic, and thus how their subjectivity may have affected 

the arguments made in this paper. Three of the authors are white, while 

one is of Jewish descent, which may affect our views of gender since 

colonialism and religion have played a central role in the formation of 

the gender binary system. One of the authors is queer, which means 

they have lived experience of the negative effects of the gender binary 

system on the LGBTQIA+ community. The authors span an age range of 

30 years and thus have personal insights into how the gender system 

has changed over recent decades and affected people of different ages 

differently. Two of the authors are first generation highly educated, and 

one is a first generation full-time working mother.
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Footnotes

1 “trans*” is a term which is used to include people who may or may not 

identify as “transgender” but have an identity different from their assigned 

sex at birth. This includes those who fall under the non-binary umbrella.

2 “Sommigen zijn wel erg (over)gevoelig wanneer ze niet op voorhand 

bediend worden van de meest ultieme uiting van politiek-correct 

taalgebruik die mogelijk is. [Bij ‘dames en heren’] zit er voor 99,99% voor 

iedereen wat tussen. Voor de 0,01% hoeft niet iedereen zich […] aan te 

passen.”

3 “Waar ik wat meer moeite mee heb, is dat […] uitspraken […] of m/v 

toiletten […] omgezet moet[en] worden naar genderneutraal. Ik wil graag 

nog steeds aangesproken worden met dames of mevrouw. […] Mijn 

identiteit hoeft niet te wijzigen hiervoor.”

4 “Ik vind [genderneutrale toiletten] ook behoorlijk naïef, want je blijft altijd 

viespeuken houden die de kans aangrijpen om vrouwen lastig te vallen.”

5 “Ik ben een geboren Amsterdammer van 74 jaar en herinner mij nog de 

simpele aanduiding van toen: hij of zij”

6 “Groeten van een minderheid waarvan ik al 30 jaar niks hoor wegens het 

gejank van al dit soort aandachtstrekkers.”

7 Results regarding all differences between people’s opinions depending 

on the article they read are beyond the scope of this paper but can be 

found in the Supplementary Materials.

8 We also tested the validity of our measure, including correlations with 

previously validated items of experienced threat; the details of this can be 

found in the Supplementary Materials.

9 For more details about our methodology and analyses, please see the 

Supplementary Materials.
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Abstract

 Discussions about gender-inclusive initiatives (GII), which argue 

gender to be a spectrum, rather than binary (male and female), have 

been on the rise. These interventions are typically designed to increase 

inclusion of non-binary and transgender individuals. However, they may 

also benefit cisgender men and women by reducing gender stereotypes 

more generally, for instance, about which jobs are suitable for each 

gender. Across three studies, we explored whether a GII manipulation, 

as compared to a binary manipulation, may affect restrictive gender 

beliefs, stereotypes about gendered jobs, and interest in gendered jobs. 

In Study 1, we found that a GII manipulation affected explicit gender 

binary beliefs and gender essentialist beliefs, but not implicit beliefs 

about gendered jobs. We also found preliminary evidence that GII can 

affect interest in a Health, Elementary Education, and Domestic work 

(HEED) job. In Study 2, we focused on the effects of a GII manipulation 

on interest ratings of different gendered jobs. We found no evidence 

that GII can affect interest in jobs typically dominated by one gender. 

In Study 3, we found that a GII manipulation, as compared to a binary 

manipulation, affected participants’ perceived societal beliefs about 

gender (i.e., what participants thought others in society believe). We 

also found an effect of the GII manipulation on explicit stereotypes 

about female-dominated jobs, but no evidence of GII affecting interest 

ratings in jobs. We conclude that GII have the potential to affect people’s 

restrictive beliefs about gender in general, as well as their stereotypes 

about certain jobs.
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 Discussions about gender-inclusive initiatives (GII), which argue 

gender to be a spectrum, rather than binary, have been on the rise 

throughout the world (e.g., gender-neutral bathrooms, Blumell et al., 

2019; gender-neutral pronouns, Sendén, et al., 2015; gender-markers 

in human-computer interactions, Jaroszewski et al., 2018). These 

interventions are typically designed to increase inclusion of gender non-

binary or non-conforming individuals, though they have the potential to 

be beneficial beyond this (e.g., Bovens & Marcoci, 2020). For instance, GII 

challenge the idea that (cis)men and (cis)women are fundamentally 

different, and therefore that traditional gender roles are still relevant. As 

such, these initiatives may affect people’s gender ideology and reduce 

gender-based stereotypes.

Negative Impacts of Gender Binary Beliefs

 The gender binary is the view that humans all fit into one of two 

categories, men and women, that these categories are biologically 

meaningful, and that this view is natural and unmalleable (Hyde et al., 

2019). The effects of this view are pervasive to anyone who identifies 

outside of the binary, but also for all other LGBT+ individuals (Garelick 

et al., 2017; Prusaczyk & Hodson, 2020). Because of this, advocates are 

arguing for GII to be increasingly implemented across society (e.g., 

Sawyer et al., 2016). However, GII may also have a positive impact on 

cisgender, straight people by reducing the idea that men and women 

are fundamentally different, and thereby reducing gender biases.

 The gender binary is a self-perpetuating belief (Saguy et al., 

2021), which is upheld and simultaneously upholds gender biases (i.e., 

the idea that one gender group is superior to the other in a certain 

domain) and subsequent gender discrimination (i.e., the exclusion 

of one gender group from a certain domain). Rather than a natural 

tendency to want to place others into one of two rigid categories, 

researchers have argued that the gender binary is culturally learnt, 
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as evidence from developmental psychology suggests (summarised 

by Hyde et al., 2019). This would mean that gender binary beliefs are 

malleable, and breaking the self-perpetuating cycle may also have a 

positive impact on gender biases. In the present study, we set out to test 

whether GII may be a tool to break this cycle.

How GII May Have a Positive Impact 

 GII raise awareness of gender being a spectrum in terms of 

identity (there are more than two gender identities), expression (men 

wearing skirts are still men), personality (women can be agentic), for 

instance. GII come in various forms, including gender-neutral toilets 

(Gershenson, 2010) and degendered language (Hord, 2016). In the 

present paper, we focus on popular media (newspaper, documentaries, 

etc.) initiatives that raise awareness of gender as a spectrum. These 

types of media attention are on the rise (Richards et al., 2017). They 

typically cover topics related to transgender and non-binary identities, 

intersex conditions, gender as a socially and culturally constructed idea, 

and how gender has been differentially perceived throughout history.

 GII are typically designed to reduce discrimination of non-

binary and gender non-conforming people. The idea of GII seems to be 

to convince people that gender is not binary, as well as that gender is 

not based in biology. In other words, GII are supposed to reduce gender 

binary and gender essentialist beliefs (i.e., the idea that biological 

differences between sexes justify the idea that men and women are 

fundamentally different from one another; Skewes et al., 2018). Because 

GII are underexamined, it is unclear whether they achieve this, though 

Morgenroth et al., 2021, did not find evidence that exposure to a GII 

reduced gender binary or gender essentialist beliefs. However, if GII are 

convincing enough to change people’s gender beliefs, they may also 

have a positive impact on gender biases.
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 One type of gender bias that GII may be able to address are 

gender stereotypes about jobs, since having binary beliefs has been 

theorized to be related to labelling and sorting concepts such as, 

clothes, bathrooms, jobs, environments, into masculine or feminine 

categories (Saguy et al., 2021). Currently, Science, Technology, 

Engineering and Mathematics (STEM) jobs as still seen as more typical 

for men, and Healthcare, Elementary Education and Domestic (HEED) 

jobs are still seen as more typical for women (Block et al., 2018; Smeding, 

2012). Because gender-typicality of jobs is held in place by stereotypes 

(Fiske et al., 2002), people who may be implicitly interested in, and 

talented at, a certain job may not pursue it because they think it is 

not suitable for someone with their gender. Furthermore, people may 

judge others for pursuing a job that is not considered suitable for them 

because of their gender. GII may increase the range of jobs that are 

considered appropriate for different genders by reducing the gender-

based labelling and sorting of jobs. Consequently, GII may increase 

people’s interest in gender-incongruent jobs because people are no 

longer being held back by their stereotypes as much.

The Present Studies

 Across three studies, we researched the potential impact of GII, 

compared to binary manipulations, on gender binary beliefs, gender 

essentialist beliefs, gender stereotypes about jobs, and interest in jobs 

that are typically done by men or women. We had different methods 

and different foci in each study. Specifically, in Study 1, we investigated 

whether GII might affect implicit as well as explicit gender beliefs, a 

special feature of this study. Furthermore, we explored whether GII might 

affect men’s and women’s interest in STEM or HEED jobs. In Study 2, we 

zoomed in on whether GII might affect men’s and women’s interest 

ratings in different jobs, and how gender essentialist beliefs may 

affect biases about jobs being gendered. In Study 3, we investigated 
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whether GII may affect perceived societal beliefs (i.e., what people think 

that others in society believe), a special focus of this study. We also 

measured gender essentialist beliefs. Lastly, we looked at whether GII 

may affect people’s biases about jobs being gendered.

Study 1

 In Study 1, we compared a GII manipulation to a binary 

manipulation and a control (no manipulation), to test whether the 

GII manipulation would positively affect explicit beliefs about gender 

being binary, explicit gender essentialist beliefs, implicit gender biases 

about jobs, and/or interest in a STEM or HEED job. We expected that 

participants who are subjected to a GII manipulation more often report 

believing that gender is a spectrum, as compared to participants 

subjected to a binary manipulation. We also expected that participants 

who are subjected to a GII manipulation report holding less gender 

essentialist beliefs than participants subjected to a binary manipulation. 

A special feature of Study 1 was that we measured participants’ implicit 

gender biases about jobs using their reaction times and accuracy in 

an Implicit Relational Assessment Procedure (IRAP; Cartwright et al., 

2017). We thought that participants subjected to a GII manipulation 

may have less implicit gender biases than participants subjected 

to a binary manipulation. Moreover, participants were shown one 

of two job vacancies, one for a STEM job and one for a HEED job, and 

asked to indicate their interest and perceived fit in the job. We thought 

that participants who are subjected to a GII manipulation may show 

more interest in a gender-incongruent job vacancy than participants 

subjected to a binary manipulation. We expected to find no differences 

in any of the outcome measures between the binary and control 

condition, as society is already set up in a binary way and is therefore 

the default. Lastly, we also measured gender identification, to see 

whether that was a confounding variable because research has shown 
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that people with higher gender identification are more resistant to 

changes to the gender binary system (Morgenroth et al., 2021).

Method

Participants

 Based on an effect size of g = 0.46 of the relationship between 

gender stereotype interventions in the form of heterogeneity (Lenton 

et al., 2009) and a 3 (conditions: binary, non-binary, control) x 2 (job 

gender-dominance: masculine, feminine) between-subjects design, we 

needed to collect 252 participants to achieve 80% power. We collected 

255 participants from the online platform Prolific, all residing in the 

United Kingdom, with a mean age of 34.45 (SD = 12.62). Our participants’ 

assigned sex at birth (ASAB) was evenly distributed, with 128 participants 

having been assigned male at birth (AMAB) and 127 having been assigned 

female at birth (AFAB). Participants’ employment situation varied with 

a majority (35.39%) being employed full time. Similarly, participants’ 

education level varied with a majority (32.94%) of participants having 

achieved a Bachelor degree. For detailed information about employment 

and education level, please see the Supplementary Materials.

Materials

 Manipulation. Participants were shown one of three articles to 

either a) remind them of the binary system in society (there are only 

two genders: male and female), b) to explain that gender is not binary 

(GII manipulation), or c) a control article. All articles were extracted from 

a UK newspaper (The Guardian, https://www.theguardian.com/) and 

discussed findings from the field of Neuroscience. The binary article was 

about differences in male and female brains, the GII article was about 

was about similarities in male and female brains, and the control article 

was about neuroscience without mention of gender (see Appendices A, 

B and C respectively).
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 Implicit gender binary beliefs. To measure participants’ 

implicit associations between gender groups and job type, we asked 

participants to do an Implicit Relational Assessment Procedure (IRAP) 

based on Cartwright et al. (2017). Participants were shown job words 

that are either typically feminine or typically masculine (e.g. nurses, 

teachers, scientists, engineers). Above each job word they either saw 

the words “men are” or the words “women are”. Participants were 

asked to respond to each trial with “true” (pressing the letter ‘q’ on their 

keyboard) or “false” (pressing the letter ‘p’) according to a rule. If they 

responded incorrectly, they were shown a red ‘X’ for 500ms after the 

trial. The rule changed from block to block, such that there was one 

gender-congruent and one gender-incongruent block, as well as two 

practice blocks. In the gender-congruent block, the rule was that women 

are [typically feminine job] and men are [typically masculine job], and 

vice versa in gender-incongruent blocks. The order of the blocks as well 

as the order of the job words were randomised. Each block contained 

32 trials. Participants were given a maximum of 2000ms to respond to 

each trial. After each trial, there was a break of 500ms before the next 

trial began. After each block, participants could rest for as long as they 

wanted before beginning the next block. By measuring the reaction 

times and accuracy of participants, we were able to calculate so-called 

d scores (Greenwald et al., 2003) to get an indication of how easy or 

difficult it is for participants to learn gender-congruent as compared 

to gender-incongruent rules. The IRAP makes it possible to extract four 

d scores, for the implicit beliefs that 1) women do typically feminine 

jobs, 2) men to typically masculine jobs, 3) women do not do typically 

masculine jobs, and 4) men do not do typically feminine jobs.1

 Job Vacancies. Participants were shown one of two job 

vacancies, either a typically feminine (HEED) job or for a typically 

masculine (STEM) job. These were identical except for the title: 
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“Kindergarten Teacher Traineeship” and “IT Instructor Traineeship”, 

respectively, and a few words pertaining to whom the applicant would 

teach (preschool children or employees at a company, respectively; see 

Appendices D and E). These job vacancies had been piloted among a 

different set of 21 Prolific participants (10 of whom viewed the feminine 

vacancy, 11 viewed the masculine vacancy), for how masculine and 

feminine the jobs were seen to be. In this pilot, we found that, although 

the vacancies only differed in terms of a few words, the STEM vacancy 

was perceived as more masculine than the HEED vacancy (M = 4.86, SD 

= 0.79; M = 3.90, SD = 1.42; t(19) = -1.94, p = .067; not significant likely 

due to sample size), and the HEED vacancy was perceived as more 

feminine than the STEM vacancy (M = 4.70, SD = 0.83; M = 4.07, SD = 0.51; 

t(19) = 2.12, p = .048).

 Self-report. All items were measured on a 7-point Likert scale 

going from “Completely disagree” (1) to “Completely agree” (7).

 Manipulation Checks. To measure how convincing our 

manipulations were, we asked participants the following questions 

about the article they read: “I believed that the article was real”, “I 

believed the science that was referenced in the article”, “I agreed with 

the sentiment of this article”.

 Gender Identification. To control for the possible confounding 

effect of gender identification on beliefs about the binary, whereby 

people who are high identifiers of their gender often hold more binary 

beliefs (Morgenroth et al., 2021; Wickham et al., 2021), we included 

four items. Two items were about gender identification with men, and 

two items about gender identification with women. The items were ‘I 

identify with (other) men’, ‘I feel that I belong to the group of men’ (α 

= .92) and the same two items with the word ‘men’ replaced with the 

word ‘women’ (α = .90).
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 Gender Binary Beliefs. To measure participants’ explicit binary 

beliefs, we included a question about belief in ‘gender-as-binary’ or 

‘gender-as-spectrum’, which was taken from a U.S. national poll (Fusion.

net, 2015). “Some countries, including India, recognize a third gender that 

is neither male nor female. Which more closely aligns with your view?”. 

There were three answer options: (a) “There are only two genders, male 

and female”, (b) “Gender is a spectrum, and some people fall outside of 

binary categories” and (c) “I don’t know”.

 Gender Essentialism. To measure participants’ belief that 

gender is a biologically essentialist trait, we administered the gender 

essentialism scale from Skewes et al. (2018) which includes items such 

as ‘Members of each gender have many things in common’ (reverse 

coded) and ‘Differences between women and men’s personality are in 

their DNA’ (α = .94).

 Perceived Fit of and Interest in Job. To measure how interested 

participants were in one of two job vacancies and how much they felt 

they would belong in a job (perceived fit), five items were written based 

on Tellhed et al. (2017), e.g., ‘I would be interested in this job’ and ‘I would 

belong in this job’. We found these items to load onto the same factor 

(loadings all ≥ .90) and reliability to be high (α = .95).

 Meeting of Job Requirements. The item ‘I could fit the requirements 

of this job’ was written in order to control for subjective applicability of the 

participant to one of two vacancies. This item did not load onto the same 

factor as items about perceived fit of and interest in job.

Procedure

 We received ethical approval from the ethics board of our 

local Faculty of Social and Behavioural Sciences, which abides by 

APA ethical guidelines and the Declaration of Helsinki. Participants 

were recruited using the online platform Prolific. All participants gave 
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informed consent. They were redirected from Prolific to the survey and 

asked to answer all questions and do their best in the reaction time 

task. Participants saw materials in the following order: the (binary, 

non-binary or control) article, the (feminine or masculine) job vacancy, 

questions about belonging, interest in and requirements of the job, the 

IRAP, a control question about their dominant hand, belief in the gender 

binary question, gender essentialism scale, gender identification items, 

questions regarding their understanding of the article (manipulation 

checks) and lastly, demographic questions. For each questionnaire, 

the order of the items was randomized. They were shown a debriefing 

and given the opportunity to retract their data. Participants received 

payment for their participation.

Results

Manipulation Checks

 To check whether our manipulations were convincing (how 

credible it was and how much participants agreed with the message 

of the article) we tested whether answers to manipulation checks 

differed significantly between conditions and whether the means were 

significantly higher than scale mid-point, using t-tests. Means of all 

manipulation check questions were significantly higher than scale 

mid-point and did not differ significantly per article condition (ps > .22). 

Participants believed the article to be real (M = 4.84, SD = 1.69, t(254) 

= 7.87, p < .001, d = 1.69), believed the science referenced (M = 4.89, SD 

= 1.60, t(254) = 8.92, p < .001, d = 1.60), and agreed with the sentiment 

of the article (M = 4.73, SD = 1.50, t(254) = 1.87, p < .001, d = 1.50). This 

suggests that all our articles were convincing.

Gender Identification

 Men’s mean gender identification with men (M = 5.84, SD = 

1.44) and women’s mean gender identification with women (M = 5.93, 
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SD = 1.25) did not differ significantly between conditions (all ps ≥ .070). 

As such, we concluded that any differences between experimental 

conditions could not be attributed to differences in participants’ 

gender identification.

Explicit Gender Binary Beliefs

 In order to examine the effect of manipulation on explicit 

gender binary beliefs, we ran a one-sided chi-square test, including 

post-hoc z scores. This revealed (X2 = 8.80, p = .033, φ = 0.19), in line 

with our expectations, that participants in the binary condition more 

often believed gender to be binary (52.32%) than a spectrum (43.02%), 

while participants in the GII condition more often believed gender to 

be a spectrum (63.53%) than binary (31.76%, post-hoc z’s all p < .05). 

Participants in the control condition were somewhere in between, 

and not significantly different from participants in the experimental 

conditions (p > .05), believing that gender is binary in 39.29% of the 

cases, and a spectrum in 58.33% of the cases (all other participants 

not included in the reported percentages selected the option “I don’t 

know”; we do not include these because we had no predictions about 

indifference of opinion). These results suggest that the articles had an 

effect on the binary beliefs of participants, in the expected direction.

Gender Essentialism

 To investigate whether there was a main effect of manipulation 

on gender essentialism beliefs, we ran an ANOVA. This revealed that 

participants’ mean gender essentialism beliefs (M = 3.57, SD = 1.03) 

did not differ significantly between experimental conditions (p = .167). 

This suggests that the content of the article did not affect participants’ 

beliefs of gender being biologically essentialised, which is not in line 

with what we expected. However, given the effect of our manipulation 

on explicit gender binary beliefs, we wanted to examine how our 
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manipulated variable (explicit binary beliefs) may have further 

influenced gender essentialist beliefs.

 To investigate whether mean gender essentialism differed 

between participants who believed gender to be binary and participants 

who believed gender to be a spectrum, we ran an independent samples 

t-test (IV: explicit binary beliefs, 2 levels: “gender is binary”, “gender 

is a spectrum”). This revealed a significant difference (t (243) = 4.89, 

p < .001, d = 0.64), such that participants who believed gender to be 

binary held more gender essentialist beliefs (M = 3.91, SD = 0.91) and 

participants who believed gender to be a spectrum held less gender 

essentialist beliefs (M = 3.28, SD = 1.04). This suggests that explicit 

gender binary beliefs, which were affected by our manipulation, 

influenced gender essentialist beliefs.

Implicit Binary Beliefs about Jobs

 To check for differences in implicit binary beliefs regarding the 

types of jobs men and women do, depending on condition (2 levels: 

binary and GII), we ran a MANOVA (4 DVs: d scores from the IRAP). We 

found no significant differences (ps ≥ .400) suggesting no effect of 

manipulation on implicit binary beliefs about jobs. We also checked 

whether explicit binary beliefs (2 levels: “gender is binary”, “gender is 

a spectrum”) further influenced implicit beliefs with a MANOVA (4 DVs: 

d scores) but found no significant results (ps ≥ .269). This suggests 

that there was also no further influence of the manipulated variable on 

implicit binary beliefs about jobs.

Relationship between Manipulation and Interest Ratings of Jobs 

 To test the idea that participants would show greater interest 

in a gender-incongruent job in the GII condition than in the binary 

condition, we ran two MANOVAs, one for each job (IT and kindergarten). 

With these, we tested whether the manipulation (2 levels: binary, 
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GII) had a significant effect on the fit and interest ratings of each 

job, or how much participants felt they could meet the requirements 

of each job, and whether this was moderated by participants’ ASAB 

(2 levels: AMAB, AFAB). We found a main effect of manipulation on 

the fit and interest rating of the kindergarten job (F(2, 121) = 4.81, p 

= .010, ηp
2 = 0.07), but not on the belief that participants could meet 

the requirements, nor any main or interaction effect of ASAB (ps ≥ 

.068). To understand the significant effect of manipulation on fit 

and interest ratings of the kindergarten job, we visually explored the 

descriptive statistics (see Table 1). The descriptive statistics suggested 

that participants in the GII condition, regardless of participants’ sex, 

reported lower perceived fit and interest in the kindergarten job, 

than participants in all other conditions. However, they did not report 

thinking that they would meet the requirements of this job any less, 

suggesting that the effect of our article on perceived fit and interest 

was not driven by a lack of professional fit.
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Table 1

Descriptive Statistics of Perceived Fit and Interest, and Meeting 

Requirements of each Job, per Condition

 To further explore the significant effect of the GII manipulation 

on perceived fit and interest of the kindergarten job, we ran a planned 

contrast ANOVA with manipulation and job type as independent 

variables and perceived fit and interest as dependent variable. The 

contrast coefficients, based on our descriptive statistics, were as 

follows: binary*IT = 1, GII*IT = 1, control*IT = 1, binary*kindergarten = 1, 

GII*kindergarten = -5, control*kindergarten = 1. We chose these contrast 

coefficients because we wanted to test the data-driven idea that 

perceived interest and fit in the kindergarten job was lower in the GII 

condition than in any other condition, but that all other conditions did 

not significantly differ from each other. The contrast test was significant; 

t(249) = 3.15, p = .002, d = 1.61. Our results therefore suggest that the 

  Condition

  Binary

  GII

  Control

Job

IT

Kindergarten

IT

Kindergarten

IT

Kindergarten

Mean 

perceived fit 

and interest 

(SD)

4.00 (1.71)

3.96 (1.59)

4.12 (1.65)

3.22 (1.47)

4.25 (1.56)

4.33 (1.61)

Mean meeting

requirements 

(SD)

5.62 (1.64)

5.25 (1.70)

5.37 (1.81)

5.61 (1.63)

5.58 (1.65)

5.92 (1.16)
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GII article may affect participants interest in a job as a kindergarten 

teacher, but not interest in a job as an IT teacher. Our results also 

suggest that the binary manipulation and the control condition did not 

affect perceived fit and interest in either job.

Relationship between Explicit Binary Beliefs and Interest Ratings of Jobs 

 To examine whether our manipulated variable (explicit binary 

beliefs) further affected participants’ fit and interest ratings of each job, 

or the belief that participants could meet the requirements of the job, 

we ran two MANOVAs, one for each job. With these, we tested whether 

participants’ explicit binary beliefs (2 levels: “gender is binary”, “: gender 

is a spectrum”) affected the fit and interest ratings of each job, or how 

much participants felt they could meet the requirements of each job, 

and whether this was moderated by participants’ ASAB (2 levels: AMAB, 

AFAB). We found no significant main or interaction effects (ps ≥ .124). 

This suggests that explicit binary beliefs did not further affect how 

participants felt about each job.

Discussion

 We had two goals for our first study, namely, to investigate the 

effects of a GII manipulation, as compared to a binary manipulation 

and a control condition, on (1) explicit binary beliefs about gender and 

gender essentialist beliefs, and (2) on implicit gender binary beliefs 

about jobs and interest in gendered jobs. We found some evidence for 

our first goal, and limited evidence for the second goal. Taken together, 

we think that our gender-inclusive manipulation affected participants’ 

beliefs about gender being binary, but not the (implicit) stereotypicality 

of jobs. Lastly, the GII manipulation may have had a small effect on 

participants’ interest in a job that is typically done by women. We 

describe each result, in turn, below.
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 For our first goal, we had expected that participants subjected 

to a GII manipulation would more often report believing that gender 

is a spectrum, as compared to participants subjected to a binary 

manipulation or control condition, which we found. We had also argued 

that participants subjected to a GII manipulation may report having 

lower gender essentialist beliefs, as compared to participants subjected 

to a binary manipulation. We did not find a main effect of manipulation 

on gender essentialist beliefs. However, given that participants’ explicit 

binary beliefs had been affected by the manipulation, we explored 

whether explicit binary beliefs further affected gender essentialist 

beliefs. Indeed, we found that participants who believed gender to be 

binary (who were more often in the binary condition) held more gender 

essentialist beliefs than participants who believed gender to be a 

spectrum (who were more often in the GII condition). 

 For our second goal, we had argued that participants who were 

subjected to a GII manipulation would hold less implicit stereotypical 

beliefs about jobs, than participants subjected to a binary manipulation. 

We found no effects of our manipulation on the d scores in the implicit 

measure, and we also did not find that our manipulated variable, explicit 

binary beliefs, further affected d scores. Contrary to our expectations, 

this suggests that our manipulation was not strong enough to change 

implicit beliefs about the stereotypicality of jobs. We think this might 

have been because implicit associations are harder to change than 

one’s explicit beliefs (Gregg et al., 2006), as also shown by our results 

which revealed a significant effect of our manipulation on explicit 

binary beliefs, but not on the implicit binary beliefs about jobs. As 

such, in follow-up studies we wanted to measure explicit rather than 

implicit beliefs about job gender typicality. Furthermore, we had also 

argued that participants subjected to a GII manipulation may report 

greater interest in a gender-incongruent job vacancy than participants 
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subjected to a binary manipulation. We did not find evidence for this, 

nor did we find evidence for explicit binary beliefs affecting interest 

in the jobs. However, we did find an effect of our manipulation on the 

interest rating of the kindergarten job, regardless of participant ASAB. 

Specifically, only for the kindergarten job (and not the IT job), we found 

a difference in interest between conditions, such that participants in the 

GII condition were less interested than in the other two conditions. We 

thought this may be to do with perceived job status, as a kindergarten 

job may be seen as lower status than an IT job (Cuddy et al., 2008). 

A potential explanation, therefore, was that the GII manipulation 

made participants feel like they could opt out of the lower status job, 

regardless of whether the job was gender-congruent or not. However, 

because we did not measure the perceived status of each job vacancy 

in this study, we could only speculate. To investigate this further, in Study 

2, we included more jobs of different status and measured the perceived 

status of each job.

 We had expected no difference between the binary manipulation 

and the control condition in any test, as the gender binary is the default 

in society. In all our tests, the control condition did not significantly differ 

from either manipulation condition. However, the fact that it also did not 

differ from the GII manipulation is somewhat curious. We had expected 

the binary manipulation to represent the default of society and therefore 

for participants to behave the same way in the control condition as in 

the binary condition. However, the control condition was found to be 

“in between” the binary and the GII condition, suggesting that both 

manipulations differed from the default. We thought this could be 

because, though the gender binary is still a default in society, explicitly 

making participants aware of the gender binary may strengthen 

the effect of it, as compared to control. Considering that the control 

condition did not differ from either manipulation, however, we did not 
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see the added value of keeping a control condition in subsequent 

studies, as an extra condition would also affect the required sample size. 

In follow-up studies we therefore did not include a control condition.

 In conclusion, we were successful in our first aim, to find effects 

of a GII manipulation, as compared to a binary manipulation, on gender 

binary and gender essentialist beliefs. However, we found limited 

evidence for our second aim, to find effects of a GII manipulation on 

gender-stereotypical beliefs about and interest in gendered jobs. In Study 

2, we wanted to focus more on the latter, and made our primary aim to 

further explore under which conditions a GII manipulation might affect 

interest in jobs of different perceived status and gender typicality. To 

do so, we made some changes to the design. First, because we thought 

our manipulation may not have been strong enough to find effects on 

interest ratings of jobs, we chose a different manipulation, in the form of 

a video rather than an article. Research has shown that videos are more 

engaging than articles (Singhal & Rogers, 2012). Furthermore, to get a 

sense of how participants’ interest in different jobs would differ before 

and after a manipulation, and to increase power, we changed the design 

to have repeated measures. We also asked participants to report their 

interest in a variety of jobs of different status and gender typicality, rather 

than only including two jobs in our design. To do so, we extracted a list 

of jobs with a range of different average salaries, and a range of how 

often they are done by women or men, from the UK Office for National 

Statistics. We also asked participants to rate jobs’ societal status and 

gender typicality themselves. Furthermore, to be able to make a direct 

comparison between jobs, and to force participants to think about 

their preferences, we asked them to sort the jobs from highest to lowest 

interest, rather than rating each job on a scale. Lastly, as a secondary aim, 

to explore the effect of gender essentialist beliefs on explicit stereotypical 

beliefs about jobs, we also included measures for these in Study 2.
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Study 2

 Because the findings in Study 1 regarding interest in different 

jobs warranted further investigation, in Study 2, we focused on the 

effects of a GII manipulation, compared to a binary manipulation, on 

interest ratings of jobs. Specifically, we wanted to explore under which 

conditions participants’ interest in jobs might be affected by a GII 

manipulation. Specifically, the conditions we explored were perceived 

societal status of the job, and gender typicality of the job. Based on the 

findings of Study 1, we thought that participants’ interest in higher status 

jobs, or jobs typically done by men, may increase when subjected to 

a GII manipulation, as compared to lower status jobs, or jobs typically 

done by women, and as compared to a binary manipulation. As a 

secondary aim, we also explored how gender essentialist beliefs may 

be related to gender biases about jobs, where these were measured 

explicitly, rather than implicitly (due to no effect having been found in 

Study 1). We thought that there may be a positive relationship between 

holding greater gender essentialist beliefs and rating jobs in a more 

stereotypical way.

Method

Participants

 Based on Lenton’s et al. (2009) finding that gender stereotype 

interventions tend to have an overall effect size of g = 0.32, and 

our two-condition within-participants design (binary versus GII), 

we recruited 208 participants from Prolific to achieve 80% power. 

Participants all resided in the United Kingdom and had a mean age 

of 34.84 (SD = 13.33). Participants were evenly distributed across 

ASAB (104 each). In terms of gender identity, 104 participants were 

men, 101 were women, and three participants were non-binary; 18 

participants were transgender (their gender identity did not match 
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their ASAB). Most of our participants were White (87.98%). Participants’ 

employment situation varied with a majority (42.79%) being employed 

full time. Similarly, participants’ education level varied with a majority 

(34.13%) of participants having achieved a Bachelor’s degree. For 

more information about participant race, employment and education, 

please see Supplementary Materials.

Materials

 Manipulation. Participants were shown two video clips, each 

to 1) remind them of the binary system in society (there are only two 

genders: male and female), and 2) to explain that gender is not binary 

(GII manipulation). The binary video explained how sex is determined 

by chromosomes stemming from the DNA of the father; it was cut to 57 

seconds in length, and was extracted from Ted-Ed (Reedy, 2020). The 

GII video explained that there is scientific evidence that gender identity, 

expression, sex, and sexual attraction are not binary, it was cut to 72 

seconds in length and was extracted from Netflix (Nye, 2017).

 Self-report. All items were measured on a 7-point Likert scale 

(1 = “Completely disagree”, 7 = “Completely agree”), unless indicated 

otherwise.

 Gender Essentialism. To test how gender essentialist beliefs may 

affect people’s ratings of jobs, we included the same items for gender 

essentialism as in Study 1 (α = .91).

 Gender Identification. To test whether level of gender 

identification was a confound for any results, we included the gender 

identification scale from Wickham et al. (2021). It includes items such 

as “Men are an important reflection of who I am” and “I see myself as 

someone belonging to the group of women” (items about women, α = 

.94; items about men, α = .91).
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 Own Status. In order to explore whether own status could affect 

results regarding jobs, we included an item for subjective social status 

(Goodman et al., 2001). Participants place themselves on a 10-rung 

ladder (answer options 1-10, higher numbers meaning higher status), 

based on money, schooling, and the respect that society gives them.

 Attention Checks. Participants were asked three multiple-

choice questions about each video, to check that they had watched 

and understood the content of the videos. Furthermore, we monitored 

how much time participants spent on each page of the survey, and how 

many clicks they made in the sorting tasks. We excluded participants 

who failed two or more attention checks (questions answered 

incorrectly, less time spent on video page than duration of video, less 

than three clicks during one sorting task).

 Jobs. We extracted job titles from the UK Office for National 

Statistics, and included 16 jobs from a range of sectors, with a range 

of wage estimates (an indicator of job status) and gender ratios (an 

indicator of gender-dominance). The jobs selected were all done by at 

least 50,000 people to ensure that these jobs were relatively common 

and known. The name of the job was occasionally changed to make 

sure they were relatively common words, e.g., “Cleaner” or “Manager”. 

Each job title was given a description; all descriptions were extracted 

and edited from Workable (resources.workable.com; Appendix F).

 Sorting Tasks. Participants were asked to sort the 16 jobs 

according to gender typicality, personal interest, likelihood of having 

the jobs themselves, and perceived status. They did this by dragging 

and dropping the job titles until they were in the order the participant 

wanted. Sorting position 1 was at the top, while position 16 was at 

the bottom, meaning the lower the number (1-16), the higher the 

participant’s rating.
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 Gender-typicality Sorting. Participants were asked to consider 

that some jobs are done more often by men, and some jobs are done 

more often by women. They then sorted the jobs from most typical for 

women (1) to least typical for women (16). Next, they sorted the jobs 

from most typical for men (1) to least typical for men (16).

 Interest Sorting. Participants were asked to imagine that they 

wanted to choose a new career and to disregard what their CV may be 

suitable for. They then sorted the jobs from most interesting (1) to least 

interesting (16).

 Likelihood Sorting. Participants were asked to consider how likely 

it was that they would ever have this job in real life, given their education 

and skills. They then sorted the jobs from most likely (1) to least likely (16).

 Status Sorting. Participants were asked to consider the status 

that people with each job have in society, based on money, schooling 

and respect (Goodman et al., 2001). They then sorted the jobs from best 

off (1) to worst off (16).

 Filler Sorting Tasks. To distract participants from the purpose 

of the experiment, we included three additional sorting tasks, where 

participants sorted European countries, hobbies and dessert according 

to personal preference. 

Procedure

 Ethical approval, recruitment and informed consent procedures 

were the same as in Study 1. Participants were asked to answer all 

questions according to their gut feeling (except for attention checks). 

They first saw the binary video and answered the manipulation check 

questions. Next, they viewed the job descriptions, sorted the jobs 

according to interest, and completed the filler sorting tasks. Next, they 

viewed the GII video, answered manipulation check questions, and sorted 
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the jobs according to interest for the second time. Next, they completed 

the likelihood, status, and gender-dominance sorting tasks. Lastly, they 

filled in the gender identification, gender essentialism, own status, and 

demographic items. For each questionnaire, the order of the items was 

randomized. They were shown a debriefing and given the opportunity to 

retract their data. Participants received payment for their participation.

Results

Self-report Measures

For descriptive statistics of self-report items, please see Table 2.

Table 2

Descriptive Statistics of Gender Identification, Gender Essentialism and 

Perceived Own Status

  Measure 

  Women’s gender identification with women 

  Men’s gender identification with men 

  Gender essentialism 

  Own status (scale 1-10) 

M (SD)

5.13 (1.23)

4.56 (1.22)

3.87 (0.88)

5.30 (1.83)
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Status and Gender Typicality Sorting of Jobs

 For mean status and gender typicality ratings per job, please 

see Table 3. Because we live in a patriarchal society where men tend 

to have higher status than women, we expected that jobs which are 

typical for men would be seen as having higher status than jobs 

that are typical for women. To investigate this, we ran a Pearson’s 

correlation analysis. We found a significant negative correlation 

between typicality for women and status rating (r = -.05, p = .004) 

and a significant positive correlation between typicality for men and 

status rating (r = .25, p < .001), as expected. However, considering the 

effect sizes of these correlations being relatively small, we visually 

explored our descriptive statistics, and thought that we may still had 

a good spread of jobs of different status and gender typicality for our 

purposes. Furthermore, on the whole, our findings of job status and 

gender typicality fit with what we had expected based on the data of 

the UK office for National Statistics.
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 Based on the mean status rating scores we classified jobs as 

high status (Manager, Doctor, Police officer, Fashion consultant: M < 

5.33), medium status (Nurse, Postal worker, Administrative secretary, 

Truck driver, Social worker, Travel agent, Receptionist; 5.33 < M < 10.67), 

and low status (Factory production worker, Call centre representative, 

Babysitter, Cashier, Cleaner; M > 10.67). Based on the difference between 

the mean female typicality score and the mean male typicality score 

(diff) we classified jobs as typically masculine (Manager, Doctor, Police 

officer, Postal worker, Truck driver, Factory production worker; diff  > 1.51), 

neutral (Call centre representative, Travel agent, Cashier; -1.51 < diff < 

1.51), or typically feminine (Fashion consultant, Nurse, Administrative 

secretary, Social worker, Receptionist, Babysitter, Cleaner; diff < -1.51). 

Thus, though jobs which were seen as typical for men were often also 

seen as higher status, we did find various jobs of different gender 

typicality and status. As such, we concluded that we had succeeded 

in getting a good spread of jobs in terms of status and gender, for the 

purposes of our follow-up analyses.

Relationship between Manipulation and Interest in Job, Depending on 

Job Status and Gender Typicality

 To explore whether participants’ interest changed from time 

1 (binary condition) to time 2 (GII condition) depending on job status 

and gender typicality, we ran two ordinal regressions (one for AMAB 

participants and one for AFAB participants) with job status and job 

gender typicality as independent variables and the difference score 

(time 2 – time 1) in interest ratings as dependent variable. This revealed 

no significant effects of job status or gender typicality on interest 

change from time 1 to time 2 (all ps ≥ .152). This suggests no effect of our 

manipulation, contrary to our expectations.

 As can be seen in Figure 1, the pattern of results (albeit non-

significant) was also in the opposite direction than we expected based 
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on Study 1, with participants’ interest in low status jobs generally 

increasing from time 1 to time 2, and participants’ interest in high status 

jobs generally decreasing from time 1 to time 2. Though not a significant 

result, this suggests that the GII manipulation (time 2) might have 

increased interest in low status jobs and decreased interest in high 

status jobs, which is the opposite of what we had thought.

Figure 1

Differences in Interest (Time 2 – Time 1) Depending on Job Status and 

ASAB

Note. Error bars represent the standard error of the mean.

 Furthermore, as can be seen in Figure 2, female participants also 

seemed to gain interest in jobs typical for women at time 2, and male 

participants seemed to gain interest in jobs typical for men at time 2, 

compared to time 1. Though not a significant result, this suggests, that 
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the GII manipulation (time 2) might have increased interest in gender-

congruent jobs, contrary to what we had thought.

Figure 2

Differences in Interest (Time 2 – Time 1) Depending on Job Gender 

Typicality and ASAB

Note. Error bars represent the standard error of the mean.

Effect of Gender Essentialism on Gender Typicality Rating

 Since in Study 1 we had not found an effect of gender essentialism 

on implicit binary beliefs about jobs, in Study 2 we wanted to explore 

whether gender essentialism might be related to explicit binary beliefs 

about jobs (i.e., gender typicality ratings). We thought that gender 

essentialist beliefs might affect gender typicality ratings of jobs, such 

that participants with higher gender essentialist beliefs might rate 

typically male jobs as more typically male, and typically female jobs as 
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more typically female, as compared to participants with lower gender 

essentialist beliefs. As such, we ran a linear model with gender typicality 

classification (a categorical variable constructed based on the gender 

typicality mean scores of the whole sample) as independent variable, 

gender essentialism as moderator, and mean gender typicality rating (a 

continuous variable with individual variation) as dependent variable. In 

other words, we wanted to see whether, in the relationship between group 

classifications of jobs (in terms of gender) and individual scores of jobs 

(in terms of gender), gender essentialism was a moderator. However, we 

found no significant effect of gender essentialism (p = 1.000).

Discussion

 We had two aims for Study 2: (1) to investigate whether 

participants’ interest in jobs of different perceived societal status and 

gender typicality would be affected by a GII manipulation, as compared 

to a binary manipulation, and (2) to explore the relationship between 

gender essentialist beliefs and gender typicality ratings of jobs. We did 

not find conclusive evidence for either of our research questions. We 

describe each of our inconclusive findings, in turn, below.

 In Study 1 we had found, in an exploratory and data-driven 

test, that participants’ interest in a job typically done by women, and 

which is typically low status, was lower in the GII condition than the 

binary condition. Based on this result, we wanted to investigate further 

the potential effects of a GII manipulation on participants’ interest in 

jobs of different status and gender typicality. We had thought, based 

on our previous results, that participants would show greater interest 

in high status jobs, or jobs typically done by men, after having been 

shown the GII manipulation (time 2), as compared to after the binary 

manipulation (time 1). As seen by the non-significant result of the 

ordinal regressions, we did not find evidence for this. In fact, though this 

was a non-significant result, visual exploration of our data suggested 
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that participants’ might have gained interest in lower status jobs after 

the GII manipulation, and that women might have gained interest in jobs 

typically done by women, while men gained interest in jobs typically 

done by men. All participants, in turn, seemed to have lost interest 

in high status jobs after the GII manipulation. This is in the opposite 

direction of what we had anticipated.

 The reason for the non-significant results for interest may have 

been because someone’s interest in a job is not as easily malleable 

(perhaps it is more of a trait than a state; Steyer et al., 1999) as other 

factors, such as their beliefs about gender being binary, for which we had 

found an effect in Study 1. Furthermore, though we had thought that a 

within-subjects design might give us insight into how participants’ interest 

ratings of jobs differed before and after a manipulation, and although 

we had included distractor questions in between ratings, there may still 

have been a response bias. Specifically, participants may have tried to 

rank jobs similarly before and after the manipulation. We had also tried 

to circumvent response bias, especially in the form of neutral responding 

(i.e., bias towards the scale mid-point), by asking participants to rank 

jobs rather than rate them on a scale. We thought this would force them 

to think about their choices more. However, this also meant that we lost 

some of the nuances of the data, as participants always compared interest 

in a particular job to interest in another job. Had we used a Likert scale 

to measure interest in a particular job before and after, we would have 

been able to measure smaller differences in interest due to manipulation. 

So, though we had good reasons to try a within-participants design with 

rank order data, we decided to investigate whether we could clarify the 

non-significant results of Study 2, or find different results with a between-

participants design and continuous data in Study 3.

 Our second aim was to explore the relationship between gender 

essentialist beliefs and gender typicality ratings of jobs. We had thought 
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that participants who hold highly gender essentialized beliefs would 

consider jobs to be more stereotypically gendered than participants 

who hold less gender essentialized beliefs. This is because gender 

essentialism is the belief that gender is rooted in meaningful, biological 

differences between the sexes, and this may be related to the idea 

that feminine jobs are more suited to women because of their nature, 

and that masculine jobs might be more suited to men because of their 

nature. However, we did not find evidence for this exploratory idea. 

However, investigating the relationship between gender essentialist 

beliefs and gender typicality ratings was not our primary focus, and we 

had designed our study with the aim of finding differences in interest 

ratings of jobs in mind. As such, a limitation to this study was that our 

design prevented us from being able to explore how gender essentialist 

beliefs, and gender typicality ratings, might have been affected by our 

manipulation. Instead, we could only explore how these two measures 

were related to each other, because both measures were measured at 

the end of the study (after time 2). We therefore decided to see whether 

we would find different results in a between-subjects design in Study 3.

 In conclusion, we did not find conclusive evidence for either 

of our research questions in Study 2. In Study 3, our main aim was 

therefore to focus once more on the effects of a GII manipulation, 

as compared to a binary manipulation, on beliefs about gender, 

for which we had found interesting findings in Study 1. To do so, we 

included measures for beliefs about society (with regards to gender), 

and gender essentialist beliefs. Furthermore, we aimed to investigate 

whether the inconclusive findings of Study 2 might have been related 

to the design of the study. Specifically, we wanted to investigate 

whether participants gender-typicality ratings of jobs would differ 

depending on manipulation (GII or binary), where gender essentialism 

or other beliefs about gender could be moderators. Moreover, we 
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wanted to further explore whether we could find any effects on 

participants’ interest ratings of jobs, depending on condition. As such, 

in Study 3, we made sure to use a between-subjects design and Likert 

scale measures and included measures for interest in a job, perceived 

societal status of a job, and gender-typicality of a job. Additionally, 

to be able to compare the results of Studies 1 and 2, we combined the 

GII manipulations and list of jobs. This allowed us to see whether the 

different manipulations and different job titles could have resulted 

in different findings between studies. Lastly, we included another 

confounding variable in Study 1 which could affect participants’ interest 

ratings of jobs: an order effect of questions. Specifically, we thought 

that asking participants about perceived status of a job, before asking 

them about their interest in a job, might affect their interest ratings. 

This is because asking about status is a subtle reminder of which job 

is most desirable. To be able to account for such a confounding factor, 

participants were randomly assigned to one of two conditions (besides 

the manipulation conditions): one where participants were asked 

about status before interest, and one where participants were asked 

about interest before status.

Study 3

 Since we found no effect on interest ratings of jobs in Study 

2, and because of the interesting findings regarding gender binary 

and essentialist beliefs in Study 1, in Study 3 we switched our focus 

again. Specifically, in Study 3, we investigated the effects of a GII 

manipulation, as compared to a binary manipulation, on perceived 

societal beliefs (rather than personal beliefs) about gender being 

binary, gender essentialist beliefs, and explicit biases about jobs. We 

expected that participants subjected to a GII manipulation would 

report that society at large generally agreed that gender is not binary. 

On the other hand, participants subjected to a binary manipulation 
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would report that society at large generally agreed that gender is 

binary. We also thought that participants’ gender essentialist beliefs 

would differ depending on manipulation, and/or depending on their 

perceived societal beliefs about gender. Furthermore, we expected that 

participants subjected to a GII manipulation would hold less explicit 

gender biases about jobs, than participants subjected to a binary 

manipulation. Lastly, we explored interest ratings of jobs to see whether 

would replicate our null effects from Study 2. A special feature of 

Study 3 was that we combined the manipulations and list of jobs from 

Studies 1 and 2, in order to be able to compare the materials from each 

study with each other.

Method

Participants

 Based on an effect size of g = 0.46 of the relationship between 

gender stereotype interventions in the form of heterogeneity (Lenton et 

al., 2009), and a 2 (gender condition: binary, GII) x 2 (order condition: 

status first, interest first) between-subjects design, we needed N = 186 

to reach a power of 80%. We recruited 201 participants from Prolific, 

mean age 28.38 (SD = 9.97), 100 of them were AFAB and 101 AMAB. In 

terms of gender identity, 100 participants were men, 99 participants 

were women, and two participants were non-binary; three participants 

were transgender (their gender identity did not match their ASAB). 

Participants were distributed among 21 countries, with most residing 

in the United Kingdom (29.69%). Most of our participants were White 

(86.57%). Participants’ employment situation varied with a majority 

(35.82%) being employed full time. Similarly, participants’ education 

level varied with a majority (25.87%) of participants having achieved 

a Bachelor degree. For more information regarding participants’ 

country of residence, race, employment, and education, please see 

Supplementary Materials.



Materials

 Manipulation. Participants either viewed the binary article from 

Study 1 and the binary video from Study 2, or the GII article from Study 1 

and the GII video from Study 2. Whether the participant first viewed the 

article or the video was randomised.

 Perceived Societal Beliefs about Gender. Furthermore, to 

gain insight into whether participants felt that the materials shown 

to them were convincing, and to see how the manipulations affected 

their beliefs about society, we asked them to rate, on a 7-point Likert 

scale (1 = “Completely disagree”, 7 = “Completely agree”), how 

much most people in society would agree with various statements. 

Statements were constructed based on quotes from the articles/

videos themselves. An example statement about the GII video was 

“Gender is a spectrum and there are more categories than just ‘male’ 

and ‘female’” (see Appendix G; four items about binary video, α = .68; 

three items about binary article, α = .67; four items about GII video, α 

= .78; three items about GII article, α = .35, these items were analysed 

separately due to insufficient reliability).

 Gender Essentialism. We included the same self-report 

measure for gender essentialism as in Study 2 (α = .91).

 Gender Identification. We included the same measure 

as in Study 2 (gender identification with women, α = .90; gender 

identification with men, α = .91).

 Own Status. We included the same measure as in Study 2.

 Jobs. We included the same jobs and job descriptions as in 

Study 2. We additionally added the jobs “Kindergarten teacher” and “IT 

instructor”, from Study 1, and provided them with similar job descriptions, 

based on Workable (resources.workable.com; Appendix F).
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 Measures about Jobs. Instead of participants sorting or ranking 

jobs according to interest, status, and gender-dominance, participants 

rated the jobs on a scale (7-point Likert scale for interest; 1 = “Not 

interested at all”, 7 = “Extremely interested”; and gender-dominance; 1 

= “Mostly done by women”, 7 = “Mostly done by men”; 10-point scale for 

status; 1 = “Low status”, 10 = “High status”). Gender typicality questions 

were combined into a single item, instead of two, going from 1 (“Mostly 

done by women”) to 7 (“Mostly done by men”).

 Attention Checks. Participants were asked one multiple 

choice question about each video and each article, to check that they 

had attended to and understood the materials. We also monitored 

how much time was spent on each video page. Lastly, we included 

two attention checks within the self-report surveys (“Please choose 

completely agree”). Participants who spent less time on the video page 

than the duration of the video, and/or answered two or more attention 

questions incorrectly, were rejected on Prolific.

Procedure

 Ethical approval, recruitment and informed consent procedures 

were the same as in Study 1. Participants were asked to answer 

all questions according to their gut feeling (except for attention 

checks). First, participants viewed materials in the following order: 

manipulation, perceived societal beliefs items, job descriptions. Next, 

they were either asked to rate jobs according to interest and then 

status (order condition: interest first), or according to status and then 

interest (order condition: status first). Next, they rated jobs according 

to how much they are done by men and women (gender typicality 

rating), they filled in the gender identification, gender essentialism, 

and own status questions, and filled in their demographics. They were 

shown a debriefing and given the opportunity to retract their data. 

Participants received payment for their participation.
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Results

Perceived Societal Beliefs

 To be able to investigate whether our manipulations were 

convincing and affected participants’ perceptions of societal 

beliefs regarding gender being binary and gender categories being 

meaningful, we tested whether our items differed significantly from scale 

mid-point. In a series of one-sample t-tests, we found that participants 

in the binary condition believed that most people in society would agree 

with the statements made about both the video (mean of all items 

significantly higher than scale mid-point; M = 5.50, SD = 0.93, t(99) = 

16.09, p < .001, d = 0.93; see Table 4), as well as the article (mean of all 

items significantly higher than scale mid-point; M = 5.35, SD = 1.08, t(99) 

= 12.49, p < .001, d = 1.08; see Table 4). This suggests that participants in 

the binary condition thought that most people in society would agree 

that gender is binary.

 Participants in the GII condition believed that most people in 

society would agree with the statements, regarding gender being a 

spectrum and individual differences in gender expression, made about 

the video (mean of all items significantly higher than scale mid-point 

in one-sample t-test; M = 4.75, SD = 0.98, t(100) = 7.69, p < .001, d = .98; 

see Table 4). They were less convinced by the statements made about 

the article. Participants’ mean scores for two of the items, regarding 

differences in male and female brains and how acceptable it is to act 

outside of a gender role, were somewhat lower and not significantly 

different from scale mid-point (ps ≥ .115). Participants did report 

thinking that most members of society would agree that some men 

have more ‘female’ brains and some women have more ‘male’ brains 

(t(100) = 4.01,  < .001, d = 1.39; see Table 4). This disparity between 

article and video could account for some differences in results between 

Studies 1 and 2, as the article was used in Study 1 and the video in 
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Study 2. Nonetheless, since participants in the GII condition were shown 

both the video and the article, and participants did agree with the 

statements about the video, we concluded that participants in the GII 

condition had indeed been affected by the manipulation. Importantly, 

participants also did not disagree with the items about the GII article 

(i.e., scores were not significantly lower than scale mid-point). As such, 

we believe that our video and article were convincing enough to affect 

their binary beliefs to some extent. 
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Confounding Effects of Gender Identification and Own Status Ratings

 To check for the possible confounding effect of gender 

identification with men, with women, or own status ratings on our results, 

we tested, in a MANOVA, whether these differed between conditions (2 

levels: binary, GII) and found no significant differences (ps ≥ .284; see 

Table 5). This suggests that neither gender identification nor own status 

were an alternative explanation for our other results.

Table 5

Descriptive Statistics of Gender Identification and Own Status Rating

  Measure 

  Women’s gender identification with women 

  Men’s gender identification with men 

  Own status rating

Note. Own status rating was measured on a 10-point scale, while the 

other items were rated on a 7-point Likert scale.

Effect of Manipulation on Gender Essentialist Beliefs

 To investigate whether our manipulation (2 levels: binary, GII) 

affected gender essentialist beliefs, we ran an ANOVA which revealed no 

significant differences (p = .463) in gender essentialist beliefs between 

conditions. Participants’ mean gender essentialism across both groups 

was 3.95 (SD = 0.90).

 Following the methods of Study 1, where we found that the 

manipulated variable, explicit binary beliefs, further affected gender 

essentialist beliefs, we wanted to see whether perceived societal beliefs 

about gender would similarly affect gender essentialist beliefs in this 

study. We therefore ran two linear regressions (one per condition), with 

perceived societal beliefs (about video, about article) as independent 

variables, and gender essentialism as dependent variable. We found no 

M (SD)

5.31 (1.02)

5.13 (0.99)

5.61 (1.57)
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significant effects (ps ≥ .317) suggesting that the manipulated variable 

in this study (perceived societal beliefs) did not further affect gender 

essentialist beliefs.

Status Rating and Gender Typicality of Jobs

 We wanted to see whether the status and gender typicality 

ratings of jobs were similar to what we had previously found in Study 2. 

For mean status and gender typicality ratings per job, see Table 6. These 

descriptive statistics gave us an indication for which jobs are seen as 

relatively high or low status, or more typical for men or for women. This 

was mostly in line with what we expected based on the results of Study 2, 

with some minor differences (e.g., “Nurse” being seen as relatively high 

rather than medium status, which could be explained by the outbreak 

of the covid-19 pandemic meaning those working in the healthcare 

system were appreciated more). Pearson’s correlations revealed that, 

across both gender groups there was a significant positive relationship 

between status and gender typicality (r = .15, p < .001, for men; r = .13, p < 

.001, for women), suggesting that participants ascribed higher status to 

more masculine jobs, as one might expect based on gender stereotypes, 

and in line with results from Study 2.

 Based on these descriptive statistics, we classified jobs into 

three status categories2: low status (Cleaner, Call center representative, 

Babysitter, Factory production worker, Cashier, Truck driver; Mstatus > 

6.20), medium status (Receptionist, Postal worker, Travel agent, Fashion 

consultant, Administrative secretary, Social worker; 6.20 > Mstatus > 4.60), 

and high status (Kindergarten teacher, IT trainer, Police officer, Nurse, 

Manager, Doctor; Mstatus < 4.60). We also classified jobs into three gender 

typicality categories, based on difference from scale mid-point3: 

typically female (Babysitter, Kindergarten teacher, Nurse, Receptionist, 

Cleaner, Administrative secretary, Fashion consultant, Social worker; 

Mgender < 3.00), relatively neutral (Cashier, Travel agent, Call center 
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representative, Doctor, Postal worker, Manager; 5.00 > Mgender > 3.00), and 

typically male jobs (Factory production worker, IT trainer, Police officer, 

Truck driver; Mgender > 5.00).

Table 6

Mean Status and Gender Typicality Ratings per Job

  Job

  Doctorn

  Managern

  Nursef

  Police officerm

  IT trainerm

  Kindergarten teacherf

  Social workerf

  Administrative secretaryf

  Fashion consultantf

  Travel agentn

  Postal workern

  Receptionistf

  Truck driverm

  Cashiern

  Factory production workerm

  Babysitterf

  Call center representativen

  Cleanerf 

Note. Status was measured on a 10-point scale, while gender typicality 

was measured on a 7-point scale. Lower gender typicality ratings 

represent a job being more typical for women, while higher gender 

typicality ratings represent a job being more typical for men. Jobs are 

ordered from highest to lowest status. Jobs are denoted with f if they were 

Status rating, 

M (SD) 

9.18 (1.15)

7.57 (1.69)

7.32 (1.79)

7.07 (1.72)

6.60 (1.52)

6.29 (1.81)

6.13 (1.90)

5.64 (1.63)

5.56 (2.13)

5.11 (1.62)

4.82 (1.58)

4.72 (1.48)

4.52 (1.83)

4.22 (1.72)

4.18 (1.81)

4.11 (1.91)

4.01 (1.73)

3.40 (1.97)

Gender typicality 

rating, M (SD)

4.68 (0.91)

4.93 (1.07)

2.04 (1.02)

5.63 (1.05)

5.61 (1.08)

1.74 (1.00)

2.91 (1.14)

2.32 (1.07)

2.63 (1.24)

3.52 (0.99)

4.82 (1.21)

2.26 (1.09)

6.51 (0.78)

3.17 (1.06)

5.30 (1.26)

1.42 (0.75)

3.67 (0.91)

2.28 (1.22)
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perceived to be typical for women, denoted with n if they were perceived 

to be relatively neutral, and denoted with m if they were perceived to be 

typical for men.

Predicting Gender Typicality Ratings

 In previous studies we had not found an effect of manipulation 

on gender binary beliefs about jobs (implicit or explicit). Nonetheless, we 

wanted to explore whether our manipulation had an effect on job gender 

typicality ratings (i.e., explicit binary beliefs about jobs). Furthermore, 

since we had not found an effect of manipulation on gender essentialist 

beliefs, we wanted to explore whether gender essentialism was a 

moderator of the effect of manipulation on gender typicality ratings. We 

also wanted to investigate whether the effect of manipulation on gender 

typicality ratings differed depending on the interest or status ratings of 

the job (i.e., whether interest or status were moderators). We tested these 

research questions using a series of three general linear models (one 

for each gender typicality classification; adjusted alpha level to account 

for multiple tests using Bonferroni correction; p < .017 is thus considered 

significant). In all cases, the dependent variable was gender typicality 

rating, the independent variable was the manipulation (2 levels: binary, 

GII), and gender essentialist beliefs, interest rating of the job, and status 

rating of the job were moderators.

 Jobs That Are Typical for Women. There was a significant main 

effect of manipulation on gender typicality rating (F(1,1595) = 22.87, p < 

.001, ηp
2 = 0.01, see also Table 7). This suggests that the GII manipulation 

affected participants’ gender typicality ratings of typically feminine jobs, 

such that they rated them as more neutral (meaning: less binary, closer 

to scale mid-point) compared to participants in the binary condition. 

We also found gender essentialist beliefs to be a significant moderator 

of this effect (F(1,1595) = 16.82, p < .001, ηp
2 = 0.02), such that the effect of 

the binary manipulation was weaker for people low on gender essentialist 
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beliefs. Furthermore, we found interest (F(1,1595) = 16.32, p < .001, ηp
2 = 

0.01) and status (F(1,1595) = 5.74, p = .012, ηp
2 = 0.01) ratings of the jobs 

to be significant moderators of the effect. Specifically, we found that jobs 

with higher interest ratings were rated in a less stereotypical (i.e., more 

neutral) way, and jobs that were rated as high status were rated in a less 

stereotypical (i.e., more neutral) way. Taken together, we concluded that 

the GII manipulation, compared to the binary manipulation, affected 

participants such that they viewed typical jobs for women as less typical 

for women, especially if they were interested in the job, considered the job 

to be high status, and had lower gender essentialist beliefs.

 Jobs That Are Relatively Neutral. We found no effect of 

manipulation on gender typicality ratings for neutral jobs (p = .414).

 Jobs That Are Typical for Men. We found no effect of manipulation 

on gender typicality ratings for jobs typical for men (p = .382).

Table 7

Descriptive Statistics of Gender Typicality Rating per Job Type, per 

Condition

  Job type

  Typical for women

  Neutral

  Typical for men

Condition

Binary

GII

Binary

GII

Binary

GII

M (SD)

2.13 (1.17)

2.27 (1.15)

4.12 (1.30)

4.14 (1.19)

5.77 (1.22)

5.75 (1.07)
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Predicting Interest in a Job

 Though we had not found an effect of manipulation on interest 

ratings in Study 2, we wanted to explore whether this was to do with 

the design of Study 2. As such, in Study 3 (this study) we had changed 

our design to be between-subjects and include more potential 

moderators. Therefore, we investigated whether we could find an 

effect of our manipulation on participants’ interest ratings of jobs, 

as well as checked whether order of questions, status rating of a job, 

gender typicality rating of a job, or gender essentialist beliefs, may 

moderate this effect. We expected different results for male and female 

participants, since gender-congruence is dependent on a participant’s 

gender. To test these research questions, we ran two linear models 

(one for women and one for men; adjusted alpha level to account for 

multiple tests using Bonferroni correction; p < .025 is thus considered 

significant). We found no effect of manipulation on interest ratings, 

regardless of participant gender (ps ≥ .062), replicating our null finding 

from Study 2. This suggests that interest in different jobs is not affected 

by GII manipulations.

Discussion

 Our aims for Study 3 had been (1) to find differences in perceived 

societal beliefs and personal gender essentialist beliefs between 

people who had been subjected to a GII manipulation versus a binary 

manipulation, (2) to find differences in how much jobs are stereotyped 

by people subjected to a GII manipulation versus a binary manipulation, 

and (3) to explore potential differences in interest ratings of various jobs 

between people subjected to GII versus a binary manipulation. We found 

some evidence for our first two aims, but not for our third. Furthermore, 

we combined the materials of Studies 1 and 2 and were therefore able to 

compare them. We describe each of our findings, in turn, below.
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 For our first aim, we found that participants agreed with most 

of the statements about each video or article regarding perceived 

societal beliefs, with the exception of the GII article. Specifically, 

participants in the binary condition generally agreed that most people 

in society believed in natural differences between the sexes and that 

the different gender roles for men and women are justified. On the 

other hand, participants in the GII condition agreed that most people in 

society believed that gender and sex are not strictly binary, and some 

people fall outside of the norm. However, they were not convinced that 

most people in society believed that there are no differences between 

the sexes or that it is generally accepted for men and women to act 

differently from the norm. These were two non-significant items, which 

were about the GII article. Nonetheless, given that participants were 

convinced by some of the statements made in the GII video and article, 

which was the manipulation that is non-normative in society, we think 

we succeeded in manipulating participants’ beliefs about society.

 Furthermore, we wanted to investigate whether we manipulated 

gender essentialist beliefs, with beliefs about society acting as a 

mediator. However, we found no effect of manipulation on gender 

essentialist beliefs, and no effect of perceived societal beliefs, our 

manipulated variable, on gender essentialist beliefs. This was contrary 

to expectations, which we had based on the results of Study 1, where we 

found a mediation effect of explicit binary beliefs on gender essentialist 

beliefs. This discrepancy in results could be to do with the differences in 

variables. While in Study 1 we asked participants what they personally 

believed about gender, in Study 3 we asked participants how much 

they thought society at large would believe certain statements about 

gender. In Study 3, we chose to ask about beliefs of society rather 

than individual beliefs because it allowed us to test whether our 

manipulation had affected the social desirability of beliefs about 
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gender, rather than personal beliefs. However, it meant that a limitation 

of this study was the lack of direct replication of the effect of own 

beliefs about gender on gender essentialist beliefs. We also cannot 

say how much our manipulation affected participants’ personal beliefs 

about gender being binary or a spectrum in Study 3. Since our gender 

essentialism measure was also about personal beliefs, it makes sense 

that this would be related to the personal belief about gender, rather 

than others’ beliefs.

 For our second aim, we wanted to investigate whether our 

manipulation had an effect on the gender typicality ratings of jobs, 

which represent how much participants stereotyped jobs as being 

typical for women or typical for men. We also wanted to check which 

variables might moderate that effect: gender essentialism, interest 

rating or status rating. We found a main effect of manipulation on 

gender typicality ratings, but only for jobs that are typically done by 

women, and not neutral jobs or jobs typically done by men. Specifically, 

we found that participants subjected to the GII manipulation 

considered jobs that are typical for women, generally, to be more 

neutral than participants subjected to the binary manipulation. 

Gender essentialist beliefs were a moderator of this effect, such that 

low gender essentialism was related to less binary (more neutral, 

closer to scale mid-point) gender typicality ratings. These findings 

are interesting because, while women are increasingly entering jobs 

that were historically typically done by men, men are entering jobs 

that are typical for women at a lower rate (England, 2010; Torre, 2018). 

Our findings thus suggest that GII manipulations, in combination with 

decreasing people’s gender essentialist beliefs, could be a first step 

in addressing this issue by getting people to rethink their stereotypes 

about historically feminine jobs. Interest and status ratings were 

also moderators for the effect of manipulation on gender typicality 
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ratings of jobs done by women, such that higher interest in a job, and 

higher perceived status of a job, were related to less binary (more 

neutral) ratings of jobs. We think this is because participants who were 

more interested in a job, or thought of it as higher status, wanted to 

stereotype it less, perhaps because seeing a job as desirable is linked 

to thinking of it as more than “just” a typically feminine job.

 Moreover, we wanted to explore whether there were any 

differences in interest ratings of jobs, depending on manipulation. 

Though we had not found any evidence for this in Study 2, we wanted 

to see whether we also found null effects in a different design. We also 

wanted to explore more potential moderators, and the design of this 

study made it possible to include more of these than in Study 2. We 

did not find any effects of manipulation on interest ratings of jobs, 

suggesting that interest in a job was not affected. This may be because 

interest is more of a trait than a state (Steyer et al., 1999), or because 

our manipulation was more successful at affecting beliefs about 

others (e.g., how suitable a job is for men or women) than beliefs about 

participants themselves (e.g., how suitable a job is for myself). 

 Lastly, we were able to compare the materials, in terms of 

manipulations and job titles, of Studies 1 and 2. Specifically, we found 

that participants agreed more with the items regarding societal beliefs 

that were related to the GII video (taken from Study 2), than the GII 

article (from Study 1), whereas we found no such discrepancy between 

the binary video (from Study 2) and the binary article (from Study 

1). This suggests that the GII manipulation used in Study 2 was more 

convincing than the GII manipulation used in Study 1. This could be 

due to the subject matter: the article was about a neuroscientific study 

showing that brains are not binary, while the video showed a scientist 

talking about evidence against the binary on various domains, such as 

hormones, culture, identity, etc. This means that the video might have 
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been more convincing due to the amount of evidence against the binary 

presented. It could also be because a video is more engaging than an 

article (Singhal & Rogers, 2012) and therefore more convincing when it 

comes to a message that goes against the norm. Since both the binary 

article’s and the binary video’s message was according to the norms 

of society (which is still set up in a binary way), we may not have found 

such a discrepancy for this condition. Furthermore, by including the jobs 

from Study 1 (Kindergarten teacher and IT trainer) in the job list of Study 

3, we found that participants rated these two jobs as similar status, but 

different gender typicality. This gives us some context for the findings 

in Study 1, which showed that participants were less interested in the 

Kindergarten job in the GII manipulation. It suggests that this finding 

was not related to the status of the jobs, as we had expected, and may 

instead have been related to the gender typicality of the jobs.

 In conclusion, we were able to find some evidence for our first 

two research questions, regarding the effect of the manipulations on 

beliefs about society and on gender typicality ratings of jobs. We were 

not able to find evidence for the effect of the manipulation on interest 

ratings of jobs. We were able to compare materials from Studies 1 and 2 

and therefore get more context about the results of each study.

General Discussion

 Across three studies, our aims were to investigate the potential 

impact of GII, as compared to binary messaging, on gender binary 

beliefs, gender essentialist beliefs and stereotypes about jobs (Studies 

1 and 3), as well as interest in jobs typically dominated by one gender 

group (all studies). We found some first evidence for the impact of GII 

on each of our measures except job interest, which may not be easily 

manipulated by GII. There were, however, some discrepancies in both 

methods and results across studies, which we describe, and provide 

potential explanations for, below.
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 In Studies 1 and 3, we investigated whether exposure to GII, in the 

form of an article or video including scientific explanations for gender 

and sex not being binary, affect people’s beliefs about gender being 

binary, as compared to a binary manipulation. In Study 1, we measured 

whether participants thought gender was binary or a spectrum, thereby 

measuring their own beliefs. In Study 3, on the other hand, we asked 

participants to report how much they thought other members of society 

would agree that gender was (or was not) binary, thereby addressing 

the potential social desirability of a binary belief. In both studies, we 

found that our manipulation affected these gender binary beliefs. This is 

in line with theory, which states that gender binary beliefs are not innate 

or unchangeable and are instead culturally learnt (Hyde et al., 2019).

 Furthermore, as Saguy et al. (2021) indicate, beliefs about 

gender being binary go hand in hand with beliefs that gender is a 

biologically essentialized category. As such, in Studies 1 and 3, we also 

measured whether exposure to GII would affect gender essentialist 

beliefs, as compared to a binary manipulation. In Study 1, we found 

no effect of manipulation on gender essentialist beliefs, instead 

finding that gender binary beliefs, which had been affected by our 

manipulation, further affected gender essentialist beliefs. This fits with 

the theory by Saguy et al. (2021), who propose a ‘gender binary cycle’ 

whereby binary gender ideology and biological-essentialist views of 

gender are in a feedback loop with each other. As such, a manipulation 

that disrupts binary gender beliefs would have an indirect (rather 

than direct) effect on gender essentialist beliefs, in the same way that 

a manipulation disrupting gender essentialist beliefs would have an 

indirect effect on gender binary beliefs. In Study 3, however, we did 

not find that gender binary beliefs further affected gender essentialist 

beliefs. We believe this is due to the measure for gender binary beliefs 

that we used in Study 3, which was about how much others in society 
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would agree with statements about gender being binary (or not), 

rather than about personal beliefs.

 Similarly, disrupting gender binary ideology has been theorized 

to affect gender-based labelling and sorting (Saguy et al., 2021). In 

our case, we investigated the potential effects of exposure to GII, as 

compared to a binary manipulation, on how participants sort jobs as 

typical for women or typical for men. We did this in Study 1 using a 

measure of implicit associations of jobs with binary gender groups. In 

Study 3, we instead used an explicit measure, asking people to indicate 

how typical a job is for men or women. We found no evidence of our 

GII affecting participants implicit associations about jobs in Study 1. 

However, we did find evidence of our GII affecting participants explicit 

gender-sorting of jobs that are typical for women (but not neutral jobs 

or jobs typical for men). We think this discrepancy in results may be due 

to the asymmetry in how malleable implicit and explicit beliefs are. For 

example, a series of studies by Gregg et al. (2006) showed that implicit 

beliefs were easily induced but very hard to reverse, whereas explicit 

beliefs were more prone to being undone. Similarly, implicit stereotypes 

about jobs are induced from a young age (e.g., Canessa-Pollard et 

al., 2022; Garrett et al., 1977) and may therefore be too deep-seated to 

change with a single manipulation. The finding, however, that explicit 

beliefs about jobs typical for women are potentially malleable after 

exposure to a GII, is promising. While women are increasingly entering 

male-dominated jobs, men’s participation in female-dominated fields 

is still low (England, 2010; Torre, 2018). As such, initiatives that have the 

potential to change perceptions of female-dominated jobs may help 

increase men’s participation in such fields. However, given that we only 

investigated this effect of GII on explicit perceptions of jobs typical for 

women in one of our studies, replication is sorely needed to be able to 

confirm this finding.
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Lastly, across all three studies, we investigated whether, along with 

stereotypes about jobs, GII have the potential to affect people’s interest 

in jobs typically dominated by one gender group. Though in Study 1 we 

found some preliminary evidence for our GII manipulation affecting 

interest in a HEED job, as compared to a STEM job, in subsequent follow-up 

studies we found no effect of manipulation on interest in jobs of varying 

status and gender-typicality. We have two potential explanations for 

this null effect. First, interest in a job may be more of a trait than a state 

(Steyer et al., 1999), meaning it is less malleable or context-dependent. 

Second, there may be a self-other bias at play (Pronin et al., 2004). 

Interest in a job, as compared to beliefs about stereotypicality of jobs, is 

more about the self (‘how suitable this job is for me’) than other people 

(‘how suitable is this job for men/women in general’). Self-perception 

may be less malleable than perception of others. This is also in line 

with our finding that gender identification (i.e., perception of one’s 

own gender) consistently did not differ between people subjected to 

a GII manipulation and people subjected to a binary manipulation. 

On the other hand, participants’ beliefs about other people’s genders 

(i.e., whether gender is binary or not, in general) were affected by the 

manipulations. As such, a single GII manipulation may not be suitable 

for changing people’s perceptions about their own interests (or their 

own gender identity). However, it is possible that consistent messaging 

that gender is not binary may, over time, affect people’s interest in 

participating in jobs dominated by the ‘other’ gender. More research, 

perhaps in the form of a longitudinal study, is needed to investigate this.

Limitations

 There were several limitations to the studies described in this 

paper. First, we used different designs and measures to investigate 

the same effect across studies, which constitutes a conceptual 

replication, and is a useful tool for investigating whether a certain result 
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is dependent on a particular methodology. However, our lack of direct 

replication across studies is a limitation. This is because it makes it 

impossible to say whether a discrepancy in results is due to differing 

methodology or due to statistical error. Considering we found some 

discrepancies in results, we recommend that future researchers use 

direct replication to be able to further contextualise the results described 

in this paper. Moreover, in this paper we have researched a single type 

of GII, namely media segments (articles or videos) describing reasons 

why gender is not binary. This represents only one type of GII that is 

on the rise throughout the world, and other types of initiatives (such 

as gender-inclusive language or toilets) may affect people’s beliefs 

differently. In fact, some initiatives may be particularly threatening to 

people, because they disrupt the gender system (Morgenroth & Ryan, 

2021). Given that social identity threat may be related to resistance to 

change (Scheepers et al., 2009), initiatives that people perceive to be 

more threatening may affect people’s beliefs to a lesser extent. Since we 

did not include a measure for threat in our studies, we cannot say how 

threatening participants found our manipulations and therefore how 

this might have related to their resistance to change their beliefs. As 

such, we recommend that future investigation into how GII may affect 

people’s beliefs include more types of GII to compare to each other and 

include a measure for psychological threat to such initiatives.

Practical Implications

 There are a few practical implications to the findings described 

in this paper. First, our findings that GII affect gender binary beliefs 

indicate that GII may indeed be a useful tool for increasing inclusion 

of gender minorities (whose existence is still often denied; e.g., Nadal 

et al., 2012). Second, our findings that GII may indirectly affect gender 

essentialist beliefs suggest that GII may help reduce gender stereotypes 

by addressing beliefs that men and women are fundamentally different. 
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Third, we found preliminary evidence that GII have the potential to 

decrease stereotypes about female-dominated jobs and may therefore 

represent another step towards decreasing the gender labour gap 

(OECD, 2021). We therefore think that, besides the important benefit of 

increasing the inclusion of transgender and non-binary individuals, the 

implementation of GII can also benefit cisgender women and men.

Conclusion

 The studies described in this paper are a step towards 

investigating the potential positive effects of gender-inclusive initiatives 

(GII), which raise awareness about gender being a spectrum, rather 

than binary. We show that these positive effects may not only be for 

non-binary and transgender people, but there may also be benefits of 

implementing GII for cisgender women and men. Specifically, GII may 

disrupt the gender-binary cycle and increase the belief in non-binary 

genders, as well as decrease beliefs in gender stereotypes.
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Footnotes

1 For information on why we chose an IRAP, as opposed to an Implicit 

Assessment Test (IAT), please see Supplementary Materials.

2 In a series of one-sample t-tests with Bonferroni correction, all jobs 

except Fashion consultant and Administrative secretary were found to 

be significantly different from scale mid-point (true medium status), 

meaning all jobs were seen as either high or low status to some extent. 

However, for replication purposes, we classified more jobs as medium 

status to be able to compare results from Studies 2 and 3.

3 In a series of one-sample t-tests with Bonferroni correction, all jobs 

were found to be significantly different from scale mid-point (true 

neutral), meaning all jobs were seen as somewhat gendered. However, 

for replication purposes, we classified some jobs as neutral to be able to 

compare results from Studies 2 and 3.
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Abstract

 Recent societal initiatives (e.g., gender-neutral toilets, clothing, 

and language) highlight the ongoing shift of gender away from binary 

categories: “man” and “woman.” We identified and investigated 

two reasons for this shift: that many people may not identify with 

strictly binary categories, and that this may have negative social 

consequences. Employing a multiple-identification model, we measured 

intergroup self-categorisation with both men and women (Studies 1 

and 2), as well as with a “third gender” (Study 3), and investigated how 

multiple identifications are related to social well-being (Studies 2 and 

3). In Study 1 (N = 182, mean age = 32.74, 121 women), we found that a 

binary model was not the best fit for our gender identification data. In 

Study 2 (N = 482, mean age = 30.98, 240 AFABs), we found four clusters 

of gender identification, replicating previous research. Furthermore, 

we found that gender non-conforming participants reported being 

less able to be their authentic selves than binary participants. We also 

found that participants who identified lowly with both binary genders 

reported lower well-being in general (belongingness, self-esteem, life 

satisfaction, positive affect). In Study 3 (N = 280, mean age = 36.97, 140 

AFABs), we found that asking about a third gender seemed to change 

how much participants reported identifying with men and women. We 

also found that gender non-conforming participants reported lower 

authenticity, belongingness, and self-esteem. We conclude that moving 

away from binary categories of gender may be beneficial to many 

non-conforming people of different nationalities, including cisgender, 

heterosexual people.

 Keywords: gender identification, gender non-conformity, non-

binary, social well-being, authenticity 
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 Throughout the developed world, there has been an increase in 

legal recognition of a “third” gender/sex category, which is separate from 

male or female (e.g., in Australia: Bennett, 2014; in Germany: Dunne & 

Mulder, 2018). The legal recognition of more than two genders (e.g., “man,” 

“woman” and “non-binary”) is an example of the current shift away from 

the “gender binary,” where there are only two gender categories, and 

toward a “gender spectrum,” to acknowledge that there are multiple ways 

for people to define their gender. Recent estimates suggest that anywhere 

from 3% to 35% of the general population see themselves as part man 

and part woman, or as something completely different from man and 

woman (in the Netherlands: Kuyper & Wijsen, 2014; in Flanders, Belgium: 

Van Caenegem et al., 2015; in Israel: Joel et al., 2014). We set out to further 

examine these different options to indicate gender, by allowing more 

freedom for expression of gender identification (GI) in our questionnaire 

items. We suspected that this would reveal a larger percentage of gender 

non-conformity in the general population than some of the previous 

work. Furthermore, we argue that being gender non-conforming in a 

society with a binary narrative would have negative consequences for 

one’s social well-being. Across three studies we therefore tested the 

implications of gender non-conformity on social well-being, specifically, 

societal inclusion, general self-esteem, and life satisfaction.

Toward a More Inclusive Gender Conceptualization

 Our world is highly binary in terms of gender. The gender binary 

is learnt from a young age, for instance, when teachers implicitly treat 

boys and girls differently (e.g., Duffy et al., 2001; Tsouroufli, 2002), and 

binary gender labels on toys affect children’s play behaviour (Yeung & 

Wong, 2018). When asked to indicate gender in registration of person 

characteristics, most forms provide only two options (Morgenroth & 

Ryan, 2018) and the binary gender categories are (sometimes falsely) 

considered biologically essential and meaningful (Skewes et al., 2018). 
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In social psychology, research into GI is a little more nuanced, in that 

participants are generally asked to state the extent to which they 

identify with their binary gender group, based on which we classify low 

or high identifiers (e.g., Derks et al., 2011). However, such an approach 

is still binary because a participant of the female sex is asked only to 

indicate how much they identify with women, thereby disregarding 

other-sex GI. This is an example of how most of the psychological 

literature regards gender identification as a binary construct, though 

not all, as will be explained.

 Importantly, a large body of research has investigated 

psychological androgyny in terms of personality traits. This research 

began with Bem (1974) and has impacted gender research greatly, 

by promoting equality between men and women, showing the 

malleability of gender roles, and underlining the negative effects of 

polarization of gender groups (Dean & Tate, 2017). This body of work 

was an important steppingstone for research into gender beyond 

the restrictive, binary conceptualization that is still prevalent today. 

The foci of this research were gender roles, as measured through 

personality traits. For instance, women are typically stereotyped 

to be caring and tender, while men are typically thought of as 

agentic and dominant, and these stereotypes have persisted across 

decades (Bem, 1974; Haines & Stroessner, 2019). The present paper 

was inspired by this important literature, but our focus is on gender 

identification, meaning self-categorisation as a member of different 

social (gender) groups (Turner & Reynolds, 2011). While gender roles 

are about the way that people are stereotyped in terms of personality 

traits, gender identification is about feelings of group membership. 

We also show that these two concepts are distinct in our own data; 

the results of this are beyond the scope of this paper but can be 

found in the Supporting Information.
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 The idea that gender is a binary construct is currently changing. 

We can see this in the legal recognition of non-binary genders (e.g., 

in Australia: Bennett, 2014; in Germany: Dunne & Mulder, 2018), and 

in the increase of gender-inclusive interventions, such as gender-

neutral toilets (Gershenson, 2010), unisex clothing lines (Park, 2014), 

and gender-neutral language (Hord, 2016), among others. In this 

paper, we identified two possible reasons for this change. First, people 

may feel that the gender binary does not reflect the way they see 

their own gender. Second, the gender binary restricts people in such a 

way that their well-being is compromised. As such, we tested gender 

identification (in terms of intergroup self-categorisation) in the general 

population, and how this relates to social well-being. We describe each 

of these research questions below.

Gender Identification Beyond the Binary

 While one might assume that most cisgender, heterosexual (i.e., 

normative) individuals have much less complex gender identities than 

people belonging to the LGBTQIA+ conglomerate, research suggests 

that this is not the case. This means that the gender binary may not be 

a good reflection of the way people in the general population identify. 

Cisgender, heterosexual participants in an interview study showed much 

diversity in how they perceived their own gender and sex (Abed et al., 

2019). Various studies have employed a multiple-identification model of 

gender and found that both normative and non-normative individuals 

can identify with various genders at once. A multiple-identification 

model is one in which participants, regardless of their explicit social 

category (e.g., “woman”), are asked how much they identify with 

several categories (e.g., “man” and “woman”) of the same construct 

(e.g., gender). For instance, Joel et al. (2014) asked Israeli participants 

how much they felt like a woman, a man, both or neither in the past 

twelve months. They found that some (self-assigned) men felt more 
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like a woman than a man, and vice versa, and that approximately 35% 

of men and women felt like both a man and a woman. Similarly, Martin 

et al. (2017) asked US children (ages 5-10 years; whose gender identity 

and sexuality is not fully formed yet) how similar they felt to members 

of their own assigned gender at birth (AGAB) as well as how similar 

they felt to members of the “other” gender. They found that children 

could be clustered into four distinct categories: Own-Gender Similar 

(high identification only with own AGAB), Cross-Gender Similar (high 

identification only with “other” gender), Both-Gender Similar (high 

identification with both binary genders) and Low-Gender Similar (low 

identification with both binary genders). They estimated that 30% of 

children were Both-Gender Similar. Various studies have used Martin 

and colleagues’ (2017) gender similarity measure and largely replicated 

their results in Dutch, Italian and US samples of young adults (Andrews 

et al., 2019; Baiocco et al., 2022; Endendijk et al., 2019). Similarly, Pauletti 

et al. (2017) found relatively low correlations between own-gender 

typicality and other-gender typicality in children, further showing that 

these are two distinct concepts.

 Similarly, using a multiple-identification model, there is a small 

body of literature examining so-called “gender ambivalence” within the 

Dutch and Flemish context. Gender ambivalence is a term coined by 

Kuyper and Wijsen (2014) to describe identification that is approximately 

equal for both binary gender groups. A gender ambivalent person 

therefore identifies with women to a similar extent as they identify 

with men. Kuyper and Wijsen (2014), and Van Caenegem et al. (2015) 

estimated that in the Netherlands and Belgium, respectively, 3-5% of 

people are gender ambivalent. Gender ambivalence is a form of “gender 

non-conformity,” the term we use throughout this paper.

 In the present paper, we tackled the research question of how 

both cisgender and heterosexual, as well as LGBTQIA+ adults identify in 
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terms of their gender, by combining methods from these four previous 

studies, and adding to them. Previous papers differed from each other in 

various aspects, and in this section, we address each of these aspects, 

and describe how we tackled them in our own studies.

 While most of the previous studies each included one measure 

of social gender identification, consisting of one item (in Joel et al., 

2014, “feeling like a man/woman;” in Kuyper & Wijsen, 2014, and Van 

Caenegem et al., 2015, “experiencing oneself as a man/woman”), Martin 

et al. (2017) and Pauletti et al. (2017) measured gender identification 

using scales including several items. We argue that to measure as 

complex a concept as gender identification, one must allow the 

participant to reflect on various aspects of their gender, by including 

several items that capture the diverse ways in which participants may 

feel about their gender.

 Moreover, in one study identification with “women,” “men,” 

“both,” and “neither” was each measured using separate items (Joel 

et al., 2014). However, most other studies measured identification with 

“women,” and with “men,” and inferred which participants identified 

with both or neither from the data (e.g., those participants scoring low 

on identification with women and low on identification with men, were 

considered to identify with neither; Andrews et al., 2019; Baiocco et al., 

2022; Endendijk et al., 2019; Kuyper & Wijsen, 2014; Martin et al., 2017; 

Pauletti et al., 2017; Van Caenegem et al., 2015). We argue that either 

method is valid for assessing identification with “both” and “neither” 

men and/nor women, however, we favour simplifying the participant’s 

experience in answering questions where possible. Consistent with work 

by Kuyper and Wijsen (2014), Martin et al. (2017), and Van Caenegem et 

al. (2015), we thus measure identification with “men” and with “women” 

(and a third gender in Study 3), and do not additionally ask participants 

to indicate how much they identify with “both” or “neither.”
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 Furthermore, in previous studies, identification was measured in 

relation to binary groups (“men” and “women”), and genders outside of 

the binary were not included in the model. Such a model is less binary 

than other work, where participants are asked about only one binary 

gender group. However, since all questions relate back to the binary 

gender groups it implies that one cannot identify with a gender that is 

unrelated to men and women. We argue that it is important to explore 

how participants’ responses may differ if asked only about binary 

genders, or about binary and non-binary genders.

 Each of these former studies also used different methods, in 

line with their measures, for calculating estimates of the prevalence 

of gender non-conformity, or the amount of people who identify with 

multiple gender identities (e.g., in Martin et al., 2017, a cluster analysis; 

in Joel et al., 2014, frequencies divided by gender group; in Kuyper 

& Wijsen, 2014, and Van Caenegem et al., 2015, descriptive statistics 

across the whole sample). Given that we argue for more complex 

questionnaires with diversity in items for measuring identification, we 

favour a cluster analysis, which allows us to display the complexity 

of the data in a simplified manner for the reader. This methodology 

may seem reminiscent of Bem’s (1974) approach to measuring and 

scoring psychological androgyny. This approach displayed masculinity 

and femininity as orthogonal dimensions rather than a linear 

construct with two endpoints and categorised people into groups 

(e.g., psychologically androgynous) according to their femininity and 

masculinity scores (or rather, the difference score between them). 

We similarly argue that gender identification with various gender 

groups should be seen as orthogonal and not a linear construct with 

two endpoints. Using cluster analyses, gender identification scores 

with various gender groups can be seen as statistically independent. 

We clustered participants into groups based on those scores for the 
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purposes of giving estimates and conducting further analyses only, 

and not to claim that the clusters we find should be seen as the new 

norm for categorising gender. However, we also argue that cross-

validation of measures is important, to show that similar results can be 

obtained, regardless of the method used.

 Lastly, in each study the participants shared a country of 

residence: the USA (Andrews et al., 2019; Martin et al., 2017; Pauletti 

et al., 2017), Israel (Joel et al., 2014), Italy (Baiocco et al., 2022) the 

Netherlands (Endendijk et al., 2019; Kuyper & Wijsen, 2014) and Belgium 

(Van Caenegem et al., 2015). The redefinition of gender as a non-

binary construct is happening world-wide, and to compare whether 

participants in different studies experience their genders in similar 

ways, a multinational sample is necessary. 

Reduced Well-Being

 Importantly, previous work does not draw a link between 

gender non-conformity and well-being. Social identification, including 

gender, affects social well-being because some social categories are 

more discriminated against than others. Since the societal norm is that 

“gender is binary” and this is perpetuated from a young age, it is likely 

that people consider gender non-conformity to be an undesirable or 

uncommon trait, which would have negative consequences for gender 

non-conforming people. For example, it has been found that people 

feel negatively about physically androgynous people, who are difficult 

to categorise in a binary way (e.g., Stern & Rule, 2018). A highly binary 

society also means little representation of gender non-conformity in 

politics or media, which can cause negative feelings in gender non-

conforming people (Klasen, 2007). Gender non-conforming people 

may feel invisibly dissimilar from other people, whom they assume to 

be binary, which can reduce feelings of inclusion (Şahin et al., 2019). 

Because of the perceived deviance from the social norm, we expected 
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that gender non-conforming individuals would report lower social 

well-being. Such a finding would underline the need to move away 

from binary conceptualizations of gender in society.

 We were interested in social well-being, rather than clinical well-

being. Examinations of clinical symptoms, such as gender dysphoria, 

depression, and anxiety, in people who identify with a non-normative 

gender, can be found in earlier work (e.g., Dhejne et al., 2016; Kuyper & 

Wijsen, 2014). This is important work, as it shows that there are serious 

clinical implications to non-normative gender identity. However, one 

does not have to have a clinical diagnosis to be suffering from the 

consequences of being non-normative in a binary society. People with 

non-normative gender identifications may feel less included by society, 

because they feel dissimilar from the social norm (Kristof-Brown et al., 

2005). Specifically, they may feel that they are not allowed to be their 

authentic (non-normative) selves, or that they do not belong with other 

(binary) people (Jansen et al., 2014). Because their personal identification 

does not fit with the collective, people may have lower personal self-

esteem, meaning lower acceptance of one’s own personal identification 

(Rosenberg, 1979). They may also feel that their general quality of life 

is impacted by their lowered inclusion, meaning they are less satisfied 

with their lives (Diener et al., 1985). Lastly, their emotional profile might 

be impacted negatively, without necessarily fitting the diagnostic 

criteria for a mood disorder, such that they feel more negative affect and 

less positive affect in their lives (Andrews & Withey, 1976). All of these 

measures are related to one another and are part of well-being as a 

member of a social environment. In our studies, we measured social 

well-being in terms of feelings of inclusion in society as well as general 

self-esteem, life satisfaction, and positive and negative affect, and 

hypothesized that we would find differences between gender conforming 

and gender non-conforming participants in all of these measures.
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 Social well-being, while being affected by one’s (private, 

internal) gender identification, is also affected by how one is categorised 

by others (externally). One may identify as both man and woman but 

be perceived solely as a man. This is related to biological features that 

are perceived as male or female, which tend to correlate with one’s 

assigned sex at birth (ASAB). It can also be related to how one expresses 

themselves, for instance one’s name, clothes, or pronouns, which tends 

to correlate with one’s self-assigned gender identity. Men tend to have 

more status in society than women (e.g., Eagly, 1983), and therefore 

feel more included by society in general. As such, being perceived 

as a man may increase feelings of social well-being. Self-assigned 

gender identity and ASAB are, therefore, potential moderators for the 

relationship between gender (ambivalent) identification and social 

well-being, which we tested.

The Present Studies

 In our studies, we estimated the prevalence of gender non-

conformity across three multinational samples by employing a multiple-

identification model, and using a questionnaire that measures self-

categorisation as a member of a social group. We hypothesized that 

we would find four clusters of GI, in line with Martin et al. (2017). We 

hypothesized that at least one of those clusters could be considered 

gender non-conforming (in Studies 1 and 2, identifying the same amount 

with both gender groups; in Study 3, identifying to a certain extent with 

a third gender). By using this methodology, we expected to find a higher 

percentage of gender non-conforming people than previous estimates 

reported by Kuyper and Wijsen (2014) and Van Caenegem et al. (2015).

 We measured intergroup self-categorisation (Turner & Reynolds, 

2011), which is the cognitive component of social identification (Ellemers 

et al., 1999), using a scale that encompasses various aspects of self-

categorisation: identification as a member of the group, collective 
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self-esteem (i.e., how important a group membership is to the self), and 

similarity to the group. We argue that using such a scale provides the 

participant with freedom to reflect on various parts of their gender self-

categorisation. We also argue that, while Self-Categorisation Theory 

(Turner & Reynolds, 2011) poses that individuals define themselves as 

members of distinct social groups, in the case of gender, the binary 

groups of “men” and “women” may not be entirely distinct, having 

somewhat blurry social boundaries. By asking people how much they 

self-categorise as men and women, we aim to show that participants 

acknowledge these blurry social boundaries and can identify with 

both, with neither, or with some other gender entirely. Additionally, to 

cross-validate our gender self-categorisation scale, which relies on 

participants’ understanding of language, we compared the results of 

the scale with the results of an alternative, pictorial (i.e., less reliant on 

language) measure of self-categorisation, which we included in Study 3. 

 To test our prediction that gender non-conformity, as 

compared to binary identification, would be related to lower social 

well-being, in Studies 2 and 3 we included measures for societal 

inclusion, general life-satisfaction and self-esteem. In Study 2 we 

additionally measured positive and negative affect when reflecting 

on those measures. We also tested the potential moderation effect of 

ASAB and self-assigned gender identity on the relationship between 

gender non-conformity and social well-being.

Study 1

Method

Participants

 Based on a medium effect size (approx. Cohen’s f = 0.25), as is 

typical in social psychology in general (Richard et al., 2003), and the 

expected number of GI categories being four, we calculated that our 

N would need to equal at least 179 participants to achieve 80% power1. 
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We recruited 182 participants, whose age ranged from 18 to 64 (M = 

32.74, SD = 10.05). Sixty participants said that their gender was male; 

121 participants said they were female, and one person indicated being 

“Other.” Our sample was predominantly living in the United Kingdom 

(55.9%), as is usual on Prolific, with the rest of participants spread out 

across eighteen other (mostly Westernized) countries world-wide. For 

(more) information about participants’ country of residence, education 

level, employment situations, level of feminist identification or LGBT+ 

identification, please see the Supporting Information. It should be 

noted that the results of this study are not affected by any of these 

demographic profiles.2 

Materials

 Gender Identification. To test the extent of self-categorisation 

as each gender group, seven items were administered about each 

gender group.3 Items included “I identify with (other) women/men” and 

“I feel that I belong to the group of women/men” (for all items, please 

see Supporting Information). All items were administered twice, with the 

items being identical in both cases, other than the replacement of the 

word “men” with “women” and vice versa (items about men α = .86, items 

about women α = .91; for factor analysis, see Supporting Information). 

They were answered on a Likert scale going from 1 (highly disagree) to 7 

(highly agree). For gender identification with women, we took the mean 

of the items about women, while for gender identification with men, we 

took the mean of the items about men. We used mean scores, rather than 

individual items, in order to be able to treat these as continuous variables, 

and to be able to measure more variance in gender identification.

Procedure

 Participants were recruited using the online platform Prolific. 

They were redirected from Prolific to the survey’s Qualtrics link and 
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asked to answer all questions. Participants were first asked about their 

gender identification, with items shown in a random order. They were 

additionally asked to answer questions of the following scales, which 

are beyond the scope of the current paper4: Bem Sex Role Inventory, two 

questionnaires about typically feminine and typically masculine norms, 

belief in “gender-as-binary” or “gender-as-spectrum” questions. Lastly, 

they were asked demographic questions. They were shown a debriefing 

and given the opportunity to retract their data. Participants received 

payment for their participation.

Results

Gender Identification

 We created two variables: gender identification with women 

(GIW) and gender identification with men (GIM). We found a significant 

difference in GIM and GIW; respectively M = 3.64, S.D. = 1.28, min. = 1.00, 

max. = 7.00; M = 4.29, S.D. = 1.37, min. = 1.00, max. = 7.00; t(181) = 4.24, 

p < .01, Cohen’s d = 0.29; indicating that our sample on the whole had a 

higher GIW than GIM. This may be due to the higher number of female 

participants in the sample.

Relationship Between Gender Identification with Women and Gender 

Identification with Men

 While we established that our GIW items loaded onto a different 

factor than our GIM items, thereby suggesting that they are two different 

concepts, we wanted to test how much they correlated with each other. 

While two concepts can be distinguishable from one another, they 

may still be highly related. In the case where GI is a spectrum with two 

opposite ends (male and female), one would expect that GIM would be 

moderately to highly negatively correlated with GIW. To test this we ran 

a Pearson’s correlation which revealed only a small negative correlation 

between GIM and GIW (r(180) = -.26, p < .01, see Figure 1). This indicates 
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that, while GIW is negatively correlated with GIM, they cannot be 

considered complete opposite ends of the same spectrum.5

Figure 1

Scatter Plot of Gender Identification Results from Study 1

Note. Triangles represent self-reported men, circles represent self-

reported women and the X represents the self-reported Other 

participant.
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 Given the low correlation between GIM and GIW, we wanted 

to test how many clusters of GI participants would fall into. To test 

this, two-step cluster analyses with two inputs (GIM and GIW) and 

different numbers of clusters (two, three, four and five) were run. In 

terms of silhouette of cohesion and separation, the qualities of the 

2-cluster, the 3-cluster and the 4-cluster model, but not the 5-cluster 

model, were all similar and good (silhouette ≥ .5) Most importantly, 

Bayesian Information Criteria of the different cluster models (BICs, used 

to compare different models with each other), showed that splitting 

the participants up into three clusters resulted in better (lower) BICs 

than the 2-, 4- or 5-cluster models; 3-cluster model BIC = 174.68, BIC 

change = 23.03. Thus, a binary model of gender is not the best fit, and 

participants could best be categorised into three GI categories. This is 

one less than hypothesized based on previous literature (Martin et al., 

2017). Based on the cluster centres (see Table 1), we suggest that the 

missing cluster is a low male, low female identifying cluster.

Table 1

Cluster Centres for GIW and GIM

 

  Cluster center for GIW 

  Cluster center for GIM 

Note. Absolute range of GIM and GIW: 1-7.

Discussion

 Our goals for the first study were a) to test whether a binary or 

dual-identification model of gender fit the adult people’s identifications 

Cluster 1 

(high male, 

low female 

identifiers)

2.74

4.18

Cluster 2 

(high male, 

high female 

identifiers)

5.04

4.95

Cluster 3 

(high female, 

low male 

identifiers)

5.13

2.56
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better, and b) to add to the literature about gender non-conformity by 

providing another estimate of the occurrence of gender non-conformity, 

using our methods.

 We found that a dual-identification model of gender fits our 

data better than a binary model of gender. Specifically, we found three 

clusters of GI, one less than previously found by Martin et al. (2017) in 

children. Martin et al. (2017) had found that the four gender clusters were 

male identifiers, female identifiers, identifiers of both, and identifiers of 

neither (low male as well as low female identification). It seems that, 

in our data, we did not find low identifiers of both genders. This may be 

due to the development of GI between childhood and adulthood, but we 

explore this further in Study 2.

 A limitation to this study was the overrepresentation of women 

over men, which caused us to refrain from providing an estimate of the 

occurrence of gender non-conformity as this would likely be skewed. 

To circumvent that in Study 2, we recruited equal numbers of people 

assigned male and female at birth. As such, a main aim of Study 2 was 

to report percentages of people in each cluster of the model, given a 

sex-equal sample.

 Furthermore, our sample in Study 1 was mostly living in the 

UK or in the Westernized world, while changes in the gender narrative 

are happening world-wide. We therefore wanted to recruit a more 

international sample in Study 2 in terms of country of residence.

 Lastly, we were interested in the relationship between GI and 

social well-being. In Study 1, we had not included any measure of 

social well-being. As such, in Study 2, we measured well-being, more 

specifically, in terms of societal inclusion (authenticity and belonging), 

general self-esteem, life satisfaction and affect (positive and negative). 

Our hypothesis was that gender non-conformity would be related to 
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lower feelings of well-being because the normative system is the gender 

binary, and gender non-conforming people may not feel that they “fit” 

into the normative system. We also explored some potential mediators 

and moderators for the relationship between GI and well-being, namely 

ASAB, and self-assigned gender identity.

Study 2

Method

Participants

 Based on the small effect sizes found in Study 1 and based on 

previous literature (Goldman & Kernis, 2002; Richard et al., 2003) we 

expected our effect sizes to be medium-small (approx. f = 0.15). Based 

on Study 1, we expected to find three GI categories, however, because of 

the underrepresentation of men in that sample, we kept the possibility 

of finding four groups (like Martin et al., 2017) open. We would run 

ANOVAs to measure differences in six measures of well-being. Given 

this, we calculated a required N of 450 participants to achieve 80% 

power.6 We recruited 482 participants with an equal number of AMABs 

and AFABs (N = 241 each), using Prolific’s pre-screening feature 

(participants were asked the following question: “What sex were you 

assigned at birth, such as on an original birth certificate?”). Two-

hundred and forty-two participants identified as men, 240 identified 

as women, and none identified as other. Participants’ age ranged from 

18 to 76 (M = 30.98, SD = 9.94). Additionally, since our sample in Study 

1 was predominantly White, while the inclusion of non-binary genders 

is a phenomenon that crosses the boundaries of ethnic privilege, we 

also took care to recruit an equal number of White and non-White 

participants (N = 241 each). This was also done using Prolific’s pre-

screening (participants were asked the following question: “What is 

your ethnicity?”7). Our sample in Study 2 was also more diverse in 
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terms of country of residence than in Study 1. Participants lived in 36 

different countries world-wide (not all of which Westernized), with 

a majority living in the UK (38.40%) and the US (19.71%). For more 

information about participants’ ethnicity, education, employment, 

special needs, and country of residence, see Supporting Information. 

We also controlled for these demographics and, as in Study 1, did not 

find that any of them affected the results reported in this manuscript.

Materials

 Gender Identification. We used the gender identification scale 

from Study 1 but had to exclude four items (two about men and two 

about women) due to high cross-factor loadings (see Supporting 

Information)8. We therefore measured GI using 10 items (five about men, 

α = .92; five about women, α = .90).

 Social Well-Being.

 Inclusion. We administered Jansen et al.’s (2014) inclusion 

scale developed to assess organizational inclusion and adapted the 

items to refer to “members of my society.” There were 16 items; they 

included “Members of my society give me the feeling that I belong” 

and “Members of my society allow me to be authentic.” Eight of the 

items were about belongingness (α = .97); the other eight were about 

authenticity (α = .96).

 Self-Esteem. To measure general self-esteem, we administered 

10 items which included “On the whole, I am satisfied with myself” and “At 

times I think I am no good at all” (reverse coded; Rosenberg, 1979; α = .92).

 Life Satisfaction. To measure general life satisfaction, we 

administered five items which included “In most ways my life is close to 

my ideal” and “If I could live my life over, I would change almost nothing” 

(Diener et al., 1985; α = .85).
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Positive And Negative Affect Schedule. This scale consists of 20 emotion 

words, 10 of which are positively valenced (e.g., “inspired”) and 10 are 

negative (e.g., “ashamed;” Watson et al., 1988). We asked participants 

to reflect on how they felt while answering the questions about their 

gender, societal inclusion and well-being, and to rate how much they 

felt a certain emotion from the Positive and Negative Affect Schedule 

(PANAS) during that time (positive items α = .88, negative items α = .93).

Procedure

 Participants were recruited through Prolific, using restrictions to 

recruit equal numbers of people in terms of ASAB and ethnicity. They 

were redirected from Prolific to the survey’s Qualtrics link and asked to 

answer all questions. First they were asked to state their self-assigned 

gender. Next, they answered questions about GI, followed by the societal 

inclusion questionnaire, followed by the self-esteem, life satisfaction and 

emotion questionnaires. There were several extra measures that were 

administered to participants, the data of which we do not report in the 

paper as it is beyond the scope of this article: need to belong to ethnic 

and gender groups, beliefs about gender as a construct, and questions 

about a recent BBC article (see Supporting Information). The items 

within each questionnaire were administered in a random order. Last, 

participants answered demographic questions. They read a debriefing 

and had a chance to retract their data from the study. Participants 

received payment for their participation.

Results

Gender Identification

 Mean scores of GIW and GIM did not significantly differ from 

one another; t(481) = 1.27, p = .21, M of GIW = 3.96, M of GIM = 3.80. A 

Pearson’s correlation revealed that the correlation between GIM and GIW 

was small to moderate and negative (r(480) = -.47, p < .01, see Figure 2).
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Figure 2

Scatter Plot of Gender Identification Results from Study 2

Note. Triangles represent participants assigned male at birth, circles 

represent participants assigned female at birth.

 Several two-step cluster analysis with two inputs (GIW and 

GIM) revealed that a 4-cluster model (as compared to 2, 3, 5 and 

6-cluster models) was the best fit in terms of percentage of variance, 

Bayesian Information Criterion (BIC = 340.54) and silhouette of cohesion 

(silhouette ≥ .5) and separation combined. This is different from the 
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3-cluster model found in Study 1. A four-cluster model was therefore 

chosen and the cluster membership of each participant was saved in 

order to perform further analyses. The clusters can be translated into: 

1) male identifiers, 2) low identifiers (who identify lowly with both binary 

genders), 3) dual identifiers (who identify relatively highly with both 

binary genders), and 4) female identifiers. Table 2 shows the cluster 

centres as well as percentages of overall sample that were placed in 

each cluster.  It seems that the cluster which was not found in Study 1 

(low identifiers of both genders) could be found in the more sex-equal 

dataset of Study 2, in line with previous research (Martin et al., 2017).

Table 2

Cluster Centres for GIW and GIM, and Percentage of Participants Who 

Fell into each Cluster

  Cluster centre 

  for GIW

  Cluster centre 

  for GIM

  Percentage of 

  overall sample

Note. Absolute range of GIM and GIW: 1-7.

 Given our multinational sample, and that gender is culturally 

constructed (e.g., Newman, 1995), we wanted to test whether 

participants with different countries of residence differed in their cluster 

memberships. A chi square test revealed no significant differences (X2 

= 117.82, p = .19), suggesting that proportions of people who are gender 

non-conforming do not differ per country.

Cluster 1 

(male 

identifiers)

2.32

5.52

25.31%

Cluster 2 

(low

identifiers)

2.74

2.93

19.92%

Cluster 3 

(dual 

identifiers)

4.69

4.42

30.08%

Cluster 4 

(female 

identifiers)

5.73

1.99

24.69%
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Effect of Gender Identification on Social Well-Being

 We wanted to test whether GI cluster membership is related to 

a person’s social well-being, and whether this is moderated by self-

assigned gender category and/or ASAB. We therefore ran a MANOVA 

with GI cluster membership (4 levels) as IV, self-assigned gender 

category and ASAB as moderators, and the following DVs: mean 

feelings of authenticity and belongingness in society, self-esteem, 

life satisfaction, and positive and negative affect towards answering 

previous questions.

 As expected, we found a main effect of GI cluster membership 

on all measures of social well-being, except negative affect, which did 

not fit our prediction; authenticity, F(3, 478) = 20.96, p < .01, ηp
2 = 0.12; 

belongingness, F(3, 478) = 13.21, p < .01, ηp
2 = 0.08; self-esteem, F(3, 478) 

= 6.18, p < .01, ηp
2 = 0.04; life satisfaction, F(3, 478) = 6.05, p < .01, ηp

2 = 

0.04; positive affect, F(3, 478) = 13.23, p < .01, ηp
2 = 0.08; negative affect, 

F(3, 478) = 2.56, p = .06). However, we did not find a main, or interaction 

effects, for self-assigned gender category, nor for ASAB (all ps > .05), 

contrary to expectation. To investigate which clusters differed from each 

other in terms of the different measures of social well-being, we ran 

Tukey HSD tests, which report separately for each measure, below.

 Authenticity. The Tukey HSD test indicated that people in cluster 

1 (male identifiers; M = 4.93, SD = 1.29) felt significantly more authentic 

(all ps ≤ .026) than people in all other clusters (2, 3 and 4). People 

in cluster 2 (low identifiers; M = 3.49; SD = 1.52) felt significantly less 

authentic than people in all other clusters (1, 3 and 4). Clusters 3 (dual 

identifiers; M = 4.49, SD = 1.24) and 4 (female identifiers; M = 4.45, SD = 

1.47) did not differ in authenticity (see Figure 3).
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Figure 3

Mean Feelings of Authenticity in Society per Gender Identification 

Cluster in Study 2

Note. Stars (*) denote significant differences between clusters (p < .05).

 Belongingness. The Tukey HSD test indicated that people in 

cluster 2 (low identifiers; M = 3.64, SD = 1.62) felt significantly less societal 

belongingness (all ps < .001) than people in all other clusters (1, 3 and 4). 

Clusters 1 (male identifiers; M = 4.89, SD = 1.36), 3 (dual identifiers; M = 

4.49, SD = 1.35) and 4 (female identifiers; M = 4.48, SD = 1.61) did not differ 

from each other in societal belongingness (see Figure 4).
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Figure 4

Mean Feelings of Belongingness in Society per Gender Identification 

Cluster in Study 2

Note. Stars (*) denote significant differences between clusters (p < .05).

 Self-Esteem. The Tukey HSD test indicated that people in cluster 

2 (low identifiers; M = 4.07, SD = 1.43) felt significantly lower self-esteem 

(all ps ≤ .005) than people in clusters 1 (male identifiers; M = 4.82, SD 

= 1.39) and 3 (dual identifiers; M = 4.65, SD = 1.23), but not 4 (female 

identifiers; M = 4.52, SD = 1.27). Clusters 1 (male identifiers) and 3 (dual 

identifiers) did not differ from each other in self-esteem (see Figure 5).
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Figure 5

Mean Feelings of Self-esteem per Gender Identification Cluster in 

Study 2

Note. Stars (*) denote significant differences between clusters (p < .05).

 Life Satisfaction. The Tukey HSD test indicated that people 

in cluster 2 (low identifiers; M = 4.03, SD = 1.31) felt significantly less 

satisfied with their lives (all ps ≤ .020) than people in all other clusters 

(1, 3 and 4). Clusters 1 (male identifiers; M = 4.59, SD = 1.26), 3 (dual 

identifiers; M = 4.67, SD = 1.06) and 4 (female identifiers; M = 4.51, SD = 

1.16) did not differ from each other in life satisfaction (see Figure 6).
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Figure 6

Mean Feelings of Life Satisfaction per Gender Identification Cluster in 

Study 2

Note. Stars (*) denote significant differences between clusters (p < .05).

  Positive Affect. The Tukey HSD test indicated that people 

in cluster 2 (low identifiers; M = 37.37, SD = 13.14) felt significantly lower 

positive affect (all ps ≤ .002) than people in all other clusters (1, 3 and 4). 

Clusters 1 (male identifiers; M = 46.36, SD = 11.19), 3 (dual identifiers; M = 

45.77, SD = 11.12) and 4 (female identifiers; M = 47.07, SD = 11.44) did not 

differ from each other in positive affect (see Figure 7).
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Figure 7

Mean Feelings of Positive Affect per Gender Identification Cluster in 

Study 2

Note. Stars (*) denote significant differences between clusters (p < .05).

 To see whether our measures of social well-being were related 

to one another, we ran a Pearson’s correlation and found that all above 

measures were significantly correlated with one another (see Table 3).
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Table 3

Correlations between Social Well-being Measures, which We Found to 

Differ between Clusters

  Measure

  Belongingness

  Self-Esteem

  Life Satisfaction

  Positive Affect

Differences in Gender Identification Depending on Assigned Sex at Birth

 To explore the relationship between ASAB and GI cluster 

membership, we ran a Chi-square test with ASAB as IV and cluster 

membership as DV. It revealed a significant difference in cluster 

memberships (X2 = 194.23, p < .01) across AMABs and AFABs. A post-

hoc z-score test revealed that the differences driving the significant 

effect were those in clusters 1, 3 and 4: AMABs more often fell into 

cluster 1 (male identifiers) than AFABs, AFABs more often fell into cluster 

3 (dual identifiers) than AMABs, and AFABs more often fell into cluster 4 

(female identifiers) than AMABs (see Table 4). Thus, while ASAB did not 

have a significant main effect, nor an interaction effect, on social well-

Authenticity

r(480) = .89

p < .001

r(480) = .59

p < .001

r(480) = .59

p < .001

r(480) = .48

p < .001

Belonging-

ness

r(480) =
 .50

p < .001

r(480) = 

.52
p < .001

r(480) =

 .42

p < .001

Self-

Esteem

r(480) = 

.71

p < .001

r(480) = 

.52

p < .001

Life 

Satisfaction

r(480) = .50

p < .001
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being, ASAB is related to cluster membership, which is in turn related to 

social well-being.

Table 4

Percentages of People Assigned Male or Female at Birth in each Cluster

  Gender

  assigned 

  at birth

  Male

  Female

Discussion

 We succeeded in our main goals for Study 2: a) to replicate 

the finding that a binary model is not the best fit for GI and report 

percentages of participants in each cluster and b) to test whether 

gender non-conforming participants report lower feelings of social 

well-being. While in Study 1 we had an overrepresentation of female 

participants, in Study 2 we recruited equal numbers of assigned male 

at birth (AMAB) and assigned female at birth (AFAB) participants. We 

therefore reported the cluster centres and percentages of participants 

in each of our four clusters. As suspected, we found a larger percentage 

of gender non-conforming individuals (approx. 50%) than previous work 

(3-5%; Kuyper & Wijsen, 2014; Van Caenegem et al., 2015), suggesting 

that gender non-conformity is more common than previously thought. 

Whereas in Study 1 we found that a three-cluster model was the best fit, 

in Study 2 we found that a four-cluster model was the best fit. A four-

cluster model is in line with previous research done in children (Martin 

et al., 2017) and indeed in Study 2 we find the same four clusters as 

previous research. It seems that in Study 1, perhaps due to our sample 

Cluster 1 

(male 

identifiers)

48.35%

2.08%

Cluster 2 

(low 

identifiers)

22.73%

17.08%

Cluster 3

 (dual 

identifiers)

25.21%

35.00%

Cluster 4 

(female 

identifiers)

3.72%

45.83%
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not having an equal sex distribution, we did not find enough participants 

who are low identifiers of both binary genders (cluster 2 in Study 2) as 

that was the missing cluster.

 In Study 2, we also found that participants’ GI was related to 

their feelings of social well-being, namely authenticity, belongingness, 

self-esteem, life satisfaction and positive affect, but not directly to 

their self-assigned gender category or assigned sex at birth (ASAB). 

Specifically, participants in cluster 2 (low identifiers), who are gender 

non-conforming, consistently reported the lowest social well-being on 

all measures, and also lower well-being than the other gender non-

conforming cluster (3, dual identifiers). This is in line with previous 

findings of Martin et al. (2017) and Pauletti et al. (2017), who found 

that low identifiers experienced negative consequences to social 

adjustment. There is also extensive literature suggesting that lack of 

group identifications can have negative implications on health and 

well-being (Jetten et al., 2012), which may provide an explanation for 

this finding. Additionally, participants in cluster 3 (dual identifiers) 

reported being less able to be their authentic selves, an important part 

of social inclusion (Jansen et al., 2014), than participants in cluster 

1 (male identifiers). However, there were no significant differences 

between participants in cluster 3 (dual identifiers) and participants 

in cluster 4 (female identifiers) on any of the well-being measures. 

This suggests that being a dual identifier is not related to additional 

negative consequences to social well-being, compared with being 

a female identifier. This may be because dual identifiers are able 

to socially adjust quite well, in a similar way as psychologically 

androgynous people (Bem & Lewis, 1975) have been found to be 

well-adjusted because of their sex role adaptability. Moreover, our 

results suggest that being a male identifier is related to the highest 

social well-being, as compared to all other gender identifications. 
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Interestingly, while there were no significant main or interaction effects 

of ASAB and self-assigned gender category on social well-being, we 

did find that ASAB was related to cluster membership (see below), 

suggesting an indirect effect on social well-being.

 Lastly, we found that the distribution of people with different 

ASABs was different for each GI cluster membership. More AMABs were 

male identifiers than AFABs and more AFABs were female identifiers 

than AMABs. This seems to show that being brought up as a girl or boy 

increases identification with women and men respectively. Furthermore, 

we found that more AFABs than AMABs were gender non-conforming 

(specifically, dual identifiers) suggesting that high identification 

with both binary genders is more common among people who are 

considered women. This could be because women are the lower status 

group, which may lead them to want to identify more with men. In 

comparison, men may be motivated not to identify with women because 

they are the lower status group (e.g., Blau & Kahn, 2007), but we can only 

speculate about this.

 A limitation of Studies 1 and 2 was that, while being less 

restrictive in that people could indicate their GI with more than one 

binary gender, we had only included items about the two binary 

genders: “man” and “woman.” As such, a main aim of Study 3 was 

to test how participants would respond to a multiple-identification 

questionnaire that included a third gender, which we investigated 

in Study 3. Furthermore, in Studies 1 and 2, we had used the same 

questionnaire for measuring cognitive GI, which we had not yet 

compared to any other measure of self-categorisation. Our scalar 

measure relies heavily on participants’ understanding of the English 

language, and there may be a concern that variance in our data is 

related to participants’ different understandings of the items in the 

scale. As such, in Study 3, another main aim was to additionally include 
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a second (pictorial) measure of self-categorisation (as has also been 

done by Martin et al., 2017) to cross-validate the results of the scalar and 

pictorial measures, and to act as a conceptual replication of our results.

Study 3

Method

Participants

Based on a power analysis (effect size f = 0.20, smallest effect of GI on 

well-being from Study 2) we recruited 280 participants (140 AFAB, 140 

AMAB; 140 identified as a man, 136 as a woman, 5 as a person with a 

third gender). Participants’ age ranged from 18 to 63 (M = 36.97, SD = 

8.58). Participants lived in 25 different countries, with the majority living 

in the UK (20.28%) or Portugal (18.51%). For information about participant 

country of residence, education, employment, and special needs, see 

Supporting Information.

Materials

 All items were measured on a 7-point Likert scale unless 

stated otherwise.

 Gender Identification. We used the same GI items as in Study 2. 

However, in addition to administering items about men and items about 

women, we also administered items about a third gender (e.g. “I see myself 

as someone belonging to a third gender”). We chose the term third gender, 

rather than a term like non-binary, because it encompasses all gender 

identities other than “man” and “woman,” while not being too negatively 

loaded by sensationalist media (items about men α = .94, items about 

women α = .95, items about third gender α = .92; see Appendix A).

 Overlap of Self and Group. As a pictorial measure of self-

categorisation, we administered three items (one about men, one about 

women, one about a third gender) asking participants to indicate which 
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image, out of seven, best represents who they are in relation to each 

group. The images were Venn diagrams with one circle representing 

“you” and the other representing a gender group, which went from being 

very far apart to overlapping entirely (Schubert & Otten, 2002).

 Social Well-Being. We administered the same Inclusion Scale 

(authenticity α = .96, belongingness α = .93), Self-esteem Scale (α = .89) 

and Life Satisfaction Scale (α = .86), as in Study 29.

Procedure

 Participants were recruited through Prolific, using restrictions to 

recruit equal numbers of people in terms of ASAB. They were redirected 

from Prolific to the survey’s Qualtrics link and asked to answer all 

questions. First, they were shown a text explaining that people can 

feel like a gender besides man or woman, that for the purposes of this 

experiment we will call any other gender besides man or woman a “third 

gender,” and assuring them that any feelings they may have regarding 

their gender were perfectly normal. Next they filled in the scales in the 

following order: GI scale, Overlap of Self and Group items, Inclusion 

Scale, Self-Esteem Scale and Life Satisfaction Scale, Precarious Manhood 

and Womanhood (the latter is beyond the scope of this paper, but 

can be found in the Supporting Information). Items within scales were 

administered in a random order. Lastly, they answered demographic 

questions, read a debriefing, and had a chance to retract their data from 

further analysis. Participants received payment for their participation.

Results

Gender Identification

 As in Studies 2 and 3, we calculated GIW and GIM scores based 

on the means of the GI items about women and items about men, 

respectively. Additionally, we calculated GIT (gender identification with a 
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third gender) scores based on the means of the cognitive GI items about 

a third gender group. For means, standard deviations and correlations 

of GI, see Table 5. The correlation between GIM and GIW was much 

higher in this sample than in Studies 1 and 2. This suggests that adding 

a third category to the scale alters people’s responses to the items 

about binary categories. Furthermore, while our sample identified about 

equally with men and women (at around scale midpoint), t(280) = 1.13, p 

= .26, the overall identification with a third gender was significantly lower 

than both GIM, t(280) = 16.40, p < .001, and GIW, t(280) = 17.67, p < .001.

Table 5

Descriptive Statistics and Correlations of GIW, GIM and GIT

  Descriptive statistics

  Correlation with GIW

  Correlation with GIM

Note. Absolute range of GIM, GIW, and GIT: 1-7.

 Several two-step cluster analyses with three inputs (GIW, GIM 

and GIT) revealed that a 4-cluster model (as compared to 2, 3, 5 and 

6-cluster models) was the best fit in terms of percentage of variance, 

Bayesian Information Criterion (BIC = 298.48) and silhouette of cohesion 

(silhouette ≥ .5) and separation combined. The cluster membership of 

each participant was saved to perform further analyses. The clusters 

can be interpreted as: 1) male identifiers, 2) multiple identifiers with 

male tendencies, 3) multiple identifiers with female tendencies and 4) 

female identifiers (see Table 6 for cluster centers and percentages of 

the sample in each cluster). This model differs from that of Study 2, in 

that there is no cluster that identifies lowly with both men and women. 

GIW

M = 4.33
SD = 2.01

GIM

M = 4.07
SD = 1.95

r(278) = -.90*
p < .001

GIT

M = 1.90
SD = 1.13
r(278) = .01
p = .86

r(278) = .05
p = .45



Again, it seems that adding a third gender category altered the way 

participants thought about the items about binary categories. For the 

purposes of replication, we also ran a cluster analysis with two inputs 

(GIM and GIW), as well as a cluster analysis with the OSG measure, and 

found that a three-cluster model was the best fit for our data. This shows 

that a binary model was not the best fit, even when only including GIM 

and GIW as inputs. The results of this are beyond the scope of this paper 

but can be found in the Supporting Information.
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Table 6

Cluster Centres for GIW, GIM, and GIT, and Percentage of Participants 

Who Fell into each Cluster

  Cluster 

  centre for 

  GIW

  Cluster 

  centre for 

  GIM

  Cluster 

  centre for 

  GIT

  Percentage 

  of overall 

  sample

Note. Absolute range of GIM, GIW, and GIT: 1-7.

 Once again, we investigated whether gender cluster membership 

differed depending on country of residence, as one might expect gender 

and culture to interact. As in Study 2, we found a non-significant result in 

a chi square testing this relationship (X2 = 82.56, p = 0.19).

Overlap of Self and Group

 To investigate whether the GI scale used in Studies 1 and 2 

measured self-categorisation in a similar way that other measures do, we 
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Cluster 1 

(male 

identifiers)

2.27

5.97

1.33

35.59%

Cluster 2 

(multiple 

identifiers 

with male 

tendencies)

3.41

5.00

3.64

17.08%

Cluster 3 

(multiple 

identifiers 

with female 

tendencies)

5.82

3.14

2.92

13.17%

Cluster 4 

(female 

identifiers)

6.35

1.97

1.24

34.16%
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compared our GI means with the Overlap of Self and Group measure. For 

means, standard deviations and correlations of the Overlap measure, see 

Table 7. We performed a Pearson’s correlation analysis to compare GIM, 

GIW and GIT with each corresponding Overlap question, respectively. We 

found a significant and medium-large correlation between GIW and the 

Overlap of Self with Women measure (r(278) = .77, p < .001), between GIM 

and the Overlap of Self with Men measure (r(278) = .81, p < .001), and GIT 

and the Overlap of Self with Third gender measure (r(278) = .71, p < .001). 

All correlations were positive, medium-large (r < .7) and significant. We 

also looked at the mean Overlap measure per cluster membership and 

found that the patterns corresponded to those seen in the cluster centres 

for the GI measure (see Table 8). This suggests that while not measuring 

the exact same construct, the two measures overlap greatly.

Table 7

Descriptive Statistics and Correlations of the Overlap of Self with Women, 

the Overlap of Self with Men, and the Overlap of Self with Third Gender

  Descriptive statistics

  Correlation with 

  Overlap of Self 

  with Women

  Correlation with 

  Overlap of Self 

  with Men

Note. Absolute range of each Overlap measure: 1-7. 

Overlap of 

Self with 

Women

M = 4.38

SD = 2.09

Overlap of 

Self with Men

M = 4.13

SD = 2.14

r(278) = 

-.64*

p < .001

Overlap of 

Self with Third 

gender

M = 1.83

SD = 1.17

r(278) = .08

p = .19

r(278) = .22

p = .71
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Table 8

Descriptive Statistics for Overlap of Self and Group per Cluster, M(SD)

  Measure

  Overlap of Self 

  with Women

  Overlap of Self 

  with Men

  Overlap of 

  Self with 

  Third gender

Note. Absolute range of each Overlap measure: 1-7.

Effect of Gender Identification on Social Well-Being

 To investigate whether we can replicate the findings of Studies 

1 and 2, that GI cluster membership is related to a person’s social well-

being, we ran a MANOVA with GI cluster membership (4 levels) as IV and 

the following DVs: mean feelings of authenticity and belongingness in 

society, self-esteem and life satisfaction. We found a main effect of GI 

cluster membership on all measures of social well-being; belongingness, 

F(3, 277) = 6.92, p < .01, ηp
2 = 0.07; authenticity, F(3, 277) = 7.72, p < .01, 

ηp
2 = 0.08; self-esteem, F(3, 277) = 4.39, p < .01, ηp

2 = 0.05; except for life 

satisfaction, p = .056. We once again explored the effects of ASAB and 

self-assigned gender category on social well-being (using a MANOVA), 

and whether these variables are moderators for the relationship between 

GI and social well-being. Unlike in Study 2, we found a significant main 

effect of ASAB on life satisfaction, F(1, 267) = 7.37, p = .04, ηp
2 = 0.01, such 

Cluster 

1 (male 

identifiers)

2.68 (1.38)

5.96 (1.37)

1.36 (0.76)

Cluster 2 

(multiple 

identifiers 

with male 

tendencies)

3.72 (1.70)

4.81 (1.91)

2.83 (1.58)

Cluster 3 

(multiple 

identifiers 

with female 

tendencies)

5.19 (1.43)

3.38 (1.34)

2.84 (1.01)

Cluster 4 

(female 

identifiers)

6.17 (1.35)

2.17 (1.09)

1.43 (0.72)
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that AMABs reported higher life satisfaction than AFABs, M = 4.30, SD = 

1.35, M = 4.21, SD = 1.27, respectively. However, replicating Study 2, we 

found no other main or interaction effects. To investigate which clusters 

differed from each other in terms of the different measures of social 

well-being, which we had found a significant main effect of cluster 

membership for, we ran Tukey HSD tests, which report separately for each 

measure, below.

 Authenticity. The Tukey HSD revealed that people in clusters 2 

(M = 4.38, SD = 1.49) and 3 (M = 4.31, SD = 1.38; gender non-conforming 

clusters) reported significantly lower feelings of authenticity (ps ≤ .005) 

than people in clusters 1 (M = 5.17, SD = 1.29) and 4 (M = 5.19, SD = 1.28; 

binary clusters) but did not significantly differ from each other. Clusters 

1 and 4 also did not significantly differ from each other in terms of 

authenticity (see Figure 8). 
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Figure 8

Mean Feelings of Authenticity in Society per Gender Identification Cluster 

in Study 3

Note. Stars (*) denote significant differences between clusters (p < .05).

 Belongingness. The Tukey HSD revealed that people in 

clusters 2 (M = 4.40, SD = 1.26) and 3 (M = 4.41, SD = 1.29; gender non-

conforming clusters) reported significantly lower feelings of belonging 

(ps ≤ .026) than people in clusters 1 (M = 5.06, SD = 1.15) and 4 (M = 

5.16, SD = 1.19; binary clusters) but did not significantly differ from each 
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other. Clusters 1 and 4 also did not significantly differ from each other 

in terms of belonging (see Figure 9).

Figure 9

Mean Feelings of Belongingness in Society per Gender Identification 

Cluster in Study 3

Note. Stars (*) denote significant differences between clusters (p < .05).

 Self-Esteem. The Tukey HSD post-hoc test revealed that people in 

cluster 1 (male identifiers; M = 4.84, SD = 1.08) reported significantly higher 

self-esteem (ps ≤ .022) than people in clusters 2 (M = 4.24, SD = 1.26) and 

3 (M = 4.18, SD = 1.28; gender non-conforming clusters), but not people in 
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cluster 4 (M = 4.64, SD = 1.24). No other differences were significant, but 

the (non-significant) pattern of results follows that of the other variables 

of social well-being (see Figure 10).

Figure 10

Mean Feelings of Self-esteem per Gender Identification Cluster in Study 3

Note. Stars (*) denote significant differences between clusters (p < .05).

 To see whether our measures of social well-being were related 

to one another, we ran a Pearson’s correlation and found that all above 

measures, as well as life satisfaction, were significantly correlated with 

one another (see Table 9).



154

Table 9

Correlations between Social Well-being Measures

Measure

Belongingness

Self-Esteem

Life Satisfaction

Differences in Gender Identification Depending on Assigned Sex at Birth

 To explore the relationship between ASAB and GI cluster 

membership, we ran a Chi-square test with ASAB as IV and cluster 

membership as DV. It revealed a significant difference in cluster 

memberships (X2 = 218.60, p < .001) across AMABs and AFABs (see Table 

10). Post-hoc z-scores revealed that the proportions of AFAB and AMAB 

participants in all clusters differed significantly (p ≤ .05), with more 

AMABs falling into clusters 1 (male identifiers) and 2 (multiple identifiers 

with male tendencies), and more AFABs falling into clusters 3 (multiple 

identifiers with female tendencies) and 4 (female identifiers).

Authenticity

r(278) = .83

p < .001

r(278) = .41

p < .001

r(278) = .46

p < .001

Belongingness

r(278) = .47

p < .001

r(278) = .51

p < .001

Self-Esteem

r(278) = .68

p < .001
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Table 10

Percentages of People Assigned Male or Female at Birth in each Cluster

Assigned 

sex at 

birth

Male

Female

Discussion

 We succeeded in our main goals for Study 3: a) to investigate 

the effect of adding a third gender to our multiple-identification model, 

and b) to cross-validate our GI scale with a pictorial measure of 

Overlap of Group and Self, both of which are thought to measure self-

categorisation as a social group member (Turner & Reynolds, 2011).

 Adding a third gender category to our multiple-identification 

model in Study 3 affected the results in that our correlation between GIM 

and GIW was noticeably higher, while still negative, than in Studies 1 and 

2. Furthermore, we did not find any low identifiers of binary genders in 

our model in Study 3, as opposed to Study 2. It seems that the addition 

of a third gender category may deter participants from picking the lower 

scale points for binary genders. Self-categorisation theory (Turner & 

Reynolds, 2011) poses that we categorise ourselves as a member of an 

in-group, as compared to an out-group. Redefining the gender groups 

that participants were answering questions about (going from two 

to three), could therefore have caused them to rethink which groups 

are an in-group and which an out-group. In this case, the clearer 

out-group might have been people with a third gender, which would 

Cluster 1 

(male 

identifiers)

70.50%

1.43%

Cluster 2 

(multiple 

identifiers, 

male 

tendencies)

25.90%

7.86%

Cluster 3 

(multiple 

identifiers, 

female 

tendencies)

2.16%

24.29%

Cluster 4 

(female 

identifiers)

1.44%

66.43%
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increase self-reported identification with the in-group, namely binary 

genders. Importantly, we did find two clusters of people who reported 

medium identification with a third gender; the percentages of people 

falling into those clusters were sizeable (30.25%). This suggests that a 

sizeable amount of the sample understood a feeling of having a third 

gender outside of the binary, at least to some extent, and were not “put 

off” by answering questions about this. Considering our sample had a 

majority of cisgender, heterosexual participants, this is a notable and 

novel finding. Only five people in our sample chose “person with a third 

gender” as their explicit self-assigned gender category, while many 

more self-categorised to a certain extent as a third gender, showing the 

difference in results when measuring gender on a scale rather than as a 

categorical variable.

 We found that our GI measure, which is comprised of a mean 

score of several items rated on a 7-point Likert scale, correlated highly 

and positively with the Overlap measure, which uses a single pictorial 

item to assess how much overlap a person perceives between their own 

identity and that of a certain group. Furthermore, participants’ cluster 

centres for the scalar GI measure were comparable to the mean Overlap 

score for each cluster. All in all, this suggests that the two measures 

capture similar constructs, and we would come to similar conclusions 

using either measure.

 Furthermore, replicating Study 2, we investigated how 

participants in different gender identification clusters differed in terms 

of social well-being. We found that participants in cluster 2 and 3 (both 

gender non-conforming clusters) reported lower feelings of authenticity 

and belongingness, than participants in cluster 1 and 4 (both binary 

clusters). Furthermore, we found that participants in the gender non-

conforming clusters reported having lower self-esteem than male 

identifiers (cluster 1) but did not differ from female identifiers (cluster 
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4). With regards to authenticity, this finding is in line with findings from 

Study 2, where we found that participants in gender non-conforming 

clusters reported lower authenticity than participants in binary clusters. 

For belongingness, our finding in Study 3 differs somewhat from that 

in Study 2, where we only found that participants in one of the gender 

non-conforming clusters reported lower self-esteem than all other 

clusters. We think this is to do with the difference in content of each 

cluster in Study 3, as compared to Study 2. As discussed, in Study 3 we 

found that participants generally did not report identifying lowly with 

both binary genders, since providing a third gender option seemed 

to affect participants’ reported binary gender identification levels. In 

Study 2, the group with the lowest reported social well-being (including 

belongingness) were participants who identified relatively low with both 

binary genders (but for whom we did not know how much they identified 

with a third gender). Lastly, our findings regarding self-esteem in Study 

3 are somewhat in line with our findings in Study 2. Specifically, in Study 

2 we had found that male identifiers reported having higher self-esteem 

than female identifiers and participants in one of the gender non-

conforming clusters (low identifiers). In Study 3 we thus replicate that 

both gender non-conforming and female identifiers have lower self-

esteem than male identifiers.

 Finally, replicating Study 2, we explored the distributions of 

AFAB and AMAB participants in each gender identification cluster. Our 

findings were in line with what one might expect, namely that more AFAB 

participants were in clusters that identified relatively highly with women, 

while more ASAB participants were in clusters that identified relatively 

highly with men.

General Discussion

 Across three empirical studies, we shed new light on gender 

non-conformity and its relationship with social well-being. The main 
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aim across all studies was to investigate the prevalence of adult gender 

non-conformity in a novel way: using social identification questionnaires 

and a cluster analysis inspired by Martin et al. (2017). We found the 

same result across all studies: that a binary model of gender is not as 

good a fit for our data as a multiple-identification model of gender. 

Using our multiple-identification models, we found a larger percentage 

of gender non-conformity in the general population than some of 

the previous literature (Kuyper & Wijsen, 2014; Van Caenegem et al., 

2015). This suggests that gender non-conformity is a more common 

occurrence than previously thought. We argue that the questionnaires 

we provided participants gave them more space to express how they 

feel about their gender than in previous studies (e.g., Joel et al., 2014). 

This was due to the number of items used being higher and more 

diverse in terms of facets of gender that were addressed.

Gender Non-Conformity in Each of Our Studies

 A discrepancy between results in the studies are the number of 

clusters found in the multiple-identification model: three in Study 1, four 

in Studies 2 and 3. We argue that because the sample in Studies 2 and 

3 were more representative of the general World population in terms of 

ASAB (approx. 50/50), results from Studies 2 and 3 are likely closer to the 

true amount of gender non-conformity in the general population.

 We also found differences in the content of the clusters 

between studies. Notably, in Study 2 we found a cluster of people who 

identified lowly with both binary genders, while no such cluster was 

found in Study 3. This was likely because of a difference in design: in 

Study 3 we measured GI with three gender groups, rather than two, 

which we had not done in previous studies. This difference in results 

between Studies 2 and 3 can be explained using Self-categorisation 

theory (Turner & Reynolds, 2011). Self-categorisation theory states that 

intergroup identification (which we measured) is the amount to which 
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one categorises with one group as compared to another group. The 

comparison of groups therefore makes a difference in self-reported 

identification. Comparing men, women, and people with a third gender, 

may make the comparison between binary and non-binary gender 

groups more salient than just comparing men with women.

 Moreover, while one might expect a difference in gender 

identification between people of different countries because gender is 

culturally constructed (Newman, 1995), our results do not suggest that 

this is the case. In Studies 2 and 3 we found non-significant chi square 

results for the relationship between gender cluster membership and 

country of residence. We refrained from performing this analysis in Study 

1 because of our less diverse sample, with most of our participants being 

from majority White, Westernized countries. In our studies, we made a 

start in investigating the effect of culture on gender identification, and 

our sample was multi-national in each of the three studies. However, 

the relationship between gender identification and country of residence 

can be investigated further, by reducing the White, Westernized bias in 

sampling further, and performing a more direct comparison between 

countries with different gender ideologies.

How Gender Non-Conformity and Social Well-Being Are Related

 Adding to Study 1, in Studies 2 and 3 we examined whether and 

how GI relates to social well-being. Importantly, across both studies we 

found that gender non-conforming people consistently reported feeling 

less able to be their authentic selves in society, as compared to binary 

identifiers, showing that our multiple-identification model has real 

consequences. Thus, even though across both studies we had different 

methods, as well as different findings regarding gender identification 

clusters, we found that authenticity seemed to play a big role for gender 

non-conforming participants in both studies. A meta-analysis by Sutton 

(2020) showed that authenticity is consistently positively related to 
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important well-being outcomes, thus further highlighting the need for 

people to be able to express their authentic selves. This is an important 

indicator that acceptance of gender non-conformity in society needs to 

be addressed, so that they feel more able to be authentic.

 Furthermore, there were some social well-being findings that 

were specific to each study. In Study 2, we found that low identifiers of 

gender (cluster 2) reported significantly lower well-being (all measures) 

than participants in all other clusters, including dual identifiers (cluster 

3, i.e., the other gender non-conforming cluster). Identification with any 

group tends to be related to increased psychological well-being (e.g., 

Brook et al., 2008), so reporting no or low identification with all groups 

in a survey would likely cause participants to report lower well-being 

than those who do identify with (a) group(s). On the other hand, dual 

identifiers (cluster 3) in Study 2 seemed to be relatively well-adjusted, 

sometimes even better adjusted than female identifiers (cluster 4), 

in terms of social well-being (except authenticity). This finding is in 

line with previous research in children (Martin et al., 2017) and adults 

(Andrews et al., 2019, Endendijk et al., 2019) who found negative effects of 

low identifications and positive effects of dual identifications on various 

measures of social well-being (e.g., self-esteem, efficacy). This finding 

is also in line with research from Bem and Lewis (1975), who found that 

psychologically androgynous people, who report similar (relatively high) 

amounts of masculine and feminine traits, tend to be more adaptable 

and therefore have higher feelings of well-being. However, it should 

be noted that gender identification is a different concept from gender 

roles (measured through personality traits), as also pointed out by 

Martin et al. (2017) and Pauletti et al. (2017). One can be psychologically 

androgynous but identify highly with one binary gender (for more 

information about how our measure of gender identification is related 

to scores on the BSRI, see Supporting Information). Being adaptable 
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in terms of personality traits may be beneficial but feeling excluded 

by a society that does not accept feelings about gender beyond the 

binary may take its toll on people’s well-being. In line with this, in 

Study 3, we found that participants in both gender non-conforming 

clusters reported lower feelings of belongingness in society than binary 

identifiers, as well as lower self-esteem than binary male identifiers. 

Therefore, even though gender non-conforming participants in Study 3 

were relatively high identifiers of several genders, they reported suffering 

on several measures of social well-being. This further highlights the 

potential differences between psychological androgyny and gender 

non-conformity in terms of identification.

 In both Studies 2 and 3, we also explored how ASAB and self-

assigned gender category were related to social well-being, and how 

they affected the relationship between GI and social well-being. We 

theorized that ASAB and self-assigned gender category are indicators 

of how one is perceived by others, and that this could influence social 

well-being. For instance, someone who is assigned male at birth is 

typically raised as a boy and is often perceived by others as a boy or 

man throughout his life. Men tend to be afforded more privileges than 

women (Eagly, 1983) and therefore may feel more included by society 

in general. In Study 2, we found no significant results of ASAB or self-

assigned gender category (neither main nor interaction effects) on 

social well-being. In Study 3, we largely replicated these results, with 

one exception. In Study 3, we found a significant main effect of ASAB on 

life satisfaction, such that AMABs reported higher life satisfaction than 

AFABs. This is in line with the idea that people who are mostly perceived 

as men may have more privilege than people who are mostly perceived 

as women, and therefore may feel more satisfied in their lives. What 

remains unclear, however, is why we found this result in Study 3, but not 

Study 2. What was consistent across both studies though, was that the 
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effect of gender identification on social well-being is not moderated by 

ASAB or self-assigned gender category. We believe this underlines the 

theoretical implications of our multiple-identification model, and that 

our self-categorisation measure can be related to real psychological 

consequences, without it necessarily acting as a proxy for other ways of 

measuring gender and sex.

Limitations

 As stated, there was a discrepancy in our findings regarding 

the different clusters of GI whereby we found a different number 

of clusters, and different meanings attached to each cluster, 

across our three studies. This is likely to do with a lack of direct 

methodological replication in our studies: the measures in our survey, 

and the demographics of our sample, differed from study to study. 

Furthermore, the correlation of GIW with GIM showed a vastly different 

coefficient across studies. While in Studies 1 and 2, the correlation 

coefficients were relatively small, suggesting discriminant validity 

between the measures of GIM and GIW (Campbell, 1960), in Study 3, 

we found a high correlation coefficient between these two measures. 

This seems to show that, when asked to consider to what extent they 

identify with a third gender, participant responses shift such that GIM 

and GIW become highly related to one another. It should be noted 

that, even in Study 3, where GIM and GIW were highly related to one 

another, the best cluster solution for our data, with two inputs (GIM 

and GIW), was not binary but, rather, contained three clusters. As 

such, while the high correlation between GIM and GIW suggested that 

the two measures were on the same continuum (lack of discriminant 

validity), measuring both allowed us to find more than two clusters 

of gender identification. It is important for future researchers to 

investigate this finding further, and to run direct methodological 

replications of their studies.
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 In order to measure GI, we used a Social Identity Theory (Tajfel, 

1974) approach taken from Ellemers et al. (1999). However, there are 

alternative ways to measure gender identification. Our approach 

could be seen as measuring the self-investment component of gender 

identification (i.e., “solidarity” with a group, “satisfaction” with a 

group, and identity “centrality”), while there is also the self-definition 

component of gender identification, which measures self-stereotyping 

and group homogeneity (Leach et al., 2008). Measuring self-definition 

was not part of the scope of this paper. However, it will be important in 

future studies to investigate how estimates of gender non-conformity 

differ depending on the way we measure their identification.

 Next to the different ways of measuring identification with men 

and women, we also did not measure how our results would change if 

we had used different gender terminology than “man” and “woman.” 

Schudson et al. (2019) demonstrated that different gender words 

are associated with different definitions. While the words “male” and 

“female” tend to be associated with biological cues, such as body 

shape and genitals, the words “masculine” and “feminine” tend to be 

associated with social cues, such as clothing. Importantly, they found 

that the words “man” and “woman” are associated with a little bit of 

both types of gendered/sexed information: biological and social. Had 

we used words associated with just biology, for instance, we might 

have found that a binary model (two clusters) may have had the 

best statistical fit, as biological sex is seen as more fixed than gender 

(Skewes et al., 2018). On the other hand, had we used words associated 

with social information, for instance, we might have found that a 

three-cluster model would have been the best fit, similar to Bem (1974; 

“masculine,” “feminine,” and “androgynous” people).

 Participants in our studies were recruited from the sample of 

the online platform Prolific. This sample is relatively representative of 
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the general population (Palan & Schitter, 2018). However, the majority of 

participants who are active on Prolific are White and British. In Study 1, we 

found a much higher percentage of White participants and participants 

living in the UK than in any other country. This is not ideal since the 

changes in the gender narrative are happening world-wide and not just 

in the UK. However, in Study 2 we had more participant requirements 

and therefore our sample was much more international and ethnically 

diverse, meaning the White British-centric bias of Study 1 was reduced. 

Since results of both studies mostly converge, we assume that the 

UK bias in Study 1 was not detrimental to our results. Furthermore, our 

measurements were all explicit and self-reported. In future research we 

aim to use more implicit measures of gender identification, to further 

grasp the prevalence and implications of gender non-conformity.

 Finally, while the main scope of this paper was about strict 

gender categorisations that are in place in society, gender may not 

be the only social category that is falsely assumed to be binary. Social 

categories such as race (Black or White) or age (old or young) might 

behave in similar ways as the gender results described in this paper. 

It is worth noting that we made a start at comparing binary gender 

and binary ethnic categories and found that ethnic categories did not 

behave the same way as gender categories; the details of this can be 

found in the Supporting Information. 

Practical Implications

 We believe that the data reported in this paper speak to the 

current rise in gender-inclusive interventions (third gender markers 

in legal documents, e.g., Dunne & Mulder, 2018; gender-neutral toilets, 

e.g., Gershenson, 2010; unisex clothing, e.g., Park, 2014; gender-neutral 

language, e.g., Hord, 2016). These interventions are designed to include 

people who identify as “non-binary” (their self-assigned gender category 

is “non-binary”). However, we believe that these interventions could help 
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increase feelings of inclusion in anyone who self-categorises, in one way 

or another, in a gender non-conforming way. We have shown that the 

number of people who identify in a gender non-conforming way may be 

much larger than previously thought, and that gender non-conformity 

is related to social well-being, including how included or excluded 

people feel by society. We argue that an increase in gender-inclusive 

interventions may therefore be a positive change for many, including 

cisgender, heterosexual people who identify in a gender non-conforming 

way. However, more research is needed to draw a direct link between 

gender-inclusive interventions and people’s higher social well-being, as 

well as how to design these interventions to maximize positive effects.

Conclusion

 In this paper, we show that a binary model of gender (“man” vs. 

“woman”) is limited. Across three studies, we found that a binary model 

does not fit the general population as well as a multiple-identification 

model of gender. This means that measuring gender in a binary way 

(women are only asked how much they identify with women, and vice 

versa) misses some of the complexities and nuances of people’s gender 

identification. If we continue to do so, we are likely to draw a skewed 

picture in (social psychological) research. Furthermore, there are real 

consequences to identifying in gender non-conforming ways, as we 

found that individuals identifying in a gender non-conforming way 

often suffer from lower social well-being (particularly, feeling like they 

cannot be their authentic selves). Our research therefore reveals why 

maintaining a binary system in society may be harmful to a significant 

proportion of the population.
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Appendix A: Three-way Gender Identification Scale

1. I identify with women

2. I identify with men

3. I identify with a third gender

4. I identify as a woman

5. I identify as a man

6. I identify as a person with a third gender

7. I am like women

8. I am like men

9. I am like people with a third gender

10. Women are an important reflection of who I am

11. Men are an important reflection of who I am

12. People with a third gender are an important reflection of who I am

13. I see myself as someone belonging to the group of women

14. I see myself as someone belonging to the group of men

15. I see myself as someone belonging to a third gender

16. I have a lot in common with women

17. I have a lot in common with men

18. I have a lot in common with people with a third gender
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Footnotes

1 For a more detailed explanation of our power analysis reasoning, please 

see Supporting Information.

2 We checked for differences in cluster memberships depending on 

demographic profile by means of chi-square analyses and Pearson’s 

correlations but found no significant results.

3 We additionally asked participants about their emotional connection 

to each gender group, and their evaluation of each gender group, which 

are other subcomponents of gender identification, in line with Ellemers et 

al. (1999). There were several issues with these measures, such as cross-

factor loadings, low reliability, and lack of replication between Study 1 and 

Study 2 (which is also why we excluded these measures from Study 3). 

Because of this, the results of these measures are beyond the scope of 

this paper but can be found in the Supporting Information.

4 You can find the results of these questionnaires in the Supporting 

Information. The exceptions to this are the questions about feminine and 

masculine norms. We asked participants to fill out shortened versions 

of the Conformity to Feminine Norms Inventory (CFNI; Mahalik et al., 

2005) and the Conformity to Masculine Norms Inventory (CMNI; Mahalik 

et al., 2003). The goal, initially, was to measure a general conformity to 

feminine or masculine norms. However, a recent study has shown that 

the CMNI does not reliably measure a general conformity to masculine 

norms and is only reliable for measuring conformity to specific norms 

(Hammer et al., 2018), which we were unable to do with our shortened 

versions of the questionnaire. We concluded that the CFNI is similarly 

problematic and therefore refrained from analysing data from either 

measure.

5 We also ran separate analyses within male and female participants 

on the relationship between GIM and GIW. We found that the pattern 



of results of male and female participants were similar (with one result 

being non-significant in male participants but significant in females, 

likely due to lower male sample size), meaning we come to the same 

conclusions regardless of the participant’s gender. The details of these 

analyses can be found in the Supporting Information.

6 For more information about the reasoning for our power analysis, please 

refer to Supporting Information.

7 The word “ethnicity,” rather than “race,” was used in Prolific’s pre-

screening question at the time. Prolific have since changed their 

pre-screening question and use the word “race” instead, which more 

accurately reflects the answer options they provide (e.g., White) which 

are racial, rather than ethnic, categories. However, to stay consistent with 

the wording that was given to our participants, we have used the term 

“ethnicity” throughout this paper.

8 We additionally asked participants about their emotional connection 

to each gender group, and their evaluation of each gender group, in 

line with Ellemers et al. (1999). Similarly as in Study 1, the results of this 

are beyond the scope of this paper but can be found in Supporting 

Information.

9 We chose not to include the Positive And Negative Affect Schedule 

(PANAS), as in Study 2, because we were least interested in this measure. 

The other measures of social well-being were more easily generalizable 

to social well-being more broadly, which better fit the aim of Study 3.
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Abstract

 The gender binary is the pervasive view that people can only 

be men or women, and that these two gender groups are mutually 

exclusive. Conversely, previous research (Wickham et al., 2022) has 

shown that people do not explicitly see themselves as only male or 

female, but rather, as a mix of both. Across two empirical studies, we 

investigated how people view themselves in an implicit, rather than 

explicit, way. We additionally investigated people’s implicit concepts 

of other people’s genders and how those relate to their self-concepts. 

We conducted Study 1 (N =104) at a popular Dutch science festival, 

using a short version of a reaction time task. In Study 2 (N = 94), we 

replicated our previous findings among a larger sample, with a longer 

and more controlled experiment. We found that people’s implicit self-

concepts are also not strictly binary, replicating previous (explicit) 

results. For concepts of other people’s genders, we found that people 

also see others as a mix of both male and female, and thus also not in a 

strictly binary way. Furthermore, we found a strong relationship between 

implicit gender self-concepts and implicit concepts of one’s ingroup, but 

not one’s outgroup, suggesting that self-categorisation was more linked 

to ingroup prototypicality than distinctiveness from the outgroup. Our 

findings add to existing literature about gender non-conformity, gender 

self-categorisation, and gender social cognition.
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 The World Health Organization recently updated its guidelines 

for health managers, to reflect that neither sex nor gender are binary 

(WHO, 2022). This is an example of a societal shift in how we view 

gender. Specifically, the societal view is shifting away from the gender 

binary, whereby everyone is seen as either male or female, towards 

a more inclusive view of gender as a spectrum. This may have 

consequences for both our self-concepts, that is, how we view our own 

genders, as well as our concepts of others and their genders. Previous 

research has shown that a large proportion of the population do not 

fit into a strictly binary model in terms of how they view their own 

gender (Wickham et al., 2022). This previous research was done using 

explicit measures of gender identification. In the present chapter, we 

sought to expand on previous research, by using an implicit measure 

of gender identification, which can provide insight into people’s more 

unconscious and automatic gendered self-concepts. Furthermore, 

we sought to additionally investigate how people implicitly consider 

other people’s genders and whether these are also not seen as 

strictly binary. This provided us with insight into implicit gender 

categorisations of others. Lastly, given that our self-concepts as 

members of social groups are tied to how we view those social groups, 

we explored how gendered self-concepts are related to concepts of 

others’ genders.

Gender beyond the binary

 In recent years, a societal debate surrounding gender has 

emerged, whereby people are increasingly questioning whether 

gender is binary (i.e., people fit into two gender categories: men and 

women) or should rather be considered a spectrum (Cooper, 2019). As 

a result of this, we have seen a rise in gender-inclusive initiatives that 

are aimed at improving the lives of those who do not fit into the gender 

binary (Hord, 2016; Pun et al., 2017; Reis et al., 2018). Similarly, some 
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social psychological researchers have argued that we must research 

gender from a non-binary perspective, so as to address this societal 

debate (Morgenroth & Ryan, 2018).

 A special focus of previous research has been whether or not 

people’s gender identifications, that is, their self-categorisations and 

feelings of belonging to a certain gender group, are binary (Abed et 

al., 2019; Andrews et al., 2019; Baiocco et al., 2022; Endendijk et al., 2019; 

Joel et al., 2014). A study by Wickham et al. (2022), for instance, found 

that, in a large international sample, participants’ gender identifications 

consistently clustered into more than two categories, suggesting that a 

binary model of gender was not the best fit. Crucially, previous research 

has investigated gender identification using explicit measures (i.e., 

self-report) only. Implicit measures, on the other hand, may capture 

people’s gender self-concepts in a different way and may thus give us 

further insight into whether people see themselves in a binary way or 

not. Specifically, implicit measures are argued to tap into more stable, 

unconscious and automatic processes (Gawronski & Payne, 2010; Payne 

et al., 2008), and are less prone to social desirability and ambiguity 

in the interpretation of language (Uhlmann et al., 2012). Furthermore, 

previous research has had a strong focus on gender beyond the binary 

in terms of how we categorise ourselves, while there has been less of 

a focus on how we categorise others (in a binary way or not). How we 

categorise others is a relevant topic to study, since categorising others 

into groups is at the core of stereotypes, prejudice and intergroup 

conflict (Krueger & DiDonato, 2008), and can thus give us insight into 

societal norms around gender. Furthermore, as we know from self-

categorisation theory (Turner & Reynolds, 2011), our self-concepts are 

also tied to how we categorise others, highlighting the importance of the 

relationship between the two.
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Implicit gender self-concepts

 Researching gender self-concepts implicitly can give us further 

insight into whether people tend to view themselves in a binary way 

or not. Initially it was thought that implicit measures tap into more 

affective unconscious processes, and thus less cognitive or top-

down, but this highly debated (Gawronski et al., 2017; Gawronski & 

Sritharan, 2010). Nonetheless, there are other reasons why including 

implicit measures is valuable, namely that they are less prone to social 

desirability and rely less on language comprehension. Specifically, 

participants are often less able to deliberately perform in a specific 

way during an implicit task, and researchers can thus tap into beliefs 

or processes that participants may not be aware of themselves. 

Furthermore, while explicit measures often rely on language 

comprehension (e.g., questionnaires with fixed answer scales), implicit 

measures often make use of less words and more pictures (Uhlmann 

et al., 2012). Thus, implicit measures can be applied across different 

groups (of different cultures or abilities) since they rely less on 

everyone interpreting and processing language in the same way.

 Gender, in particular, is an excellent social category to study 

using an implicit measure, given that gendered language and symbols 

are so pervasive in society. Dutch (the language our studies were 

conducted in), just like most Indo-European languages (Corbett, 

2013), is highly gendered in that we often cannot speak about a person 

without referring to their gender (for instance, by using pronouns). 

Similarly, in the Netherlands, as well as many other countries, we 

are faced with gendered icons on a daily basis (for instance, when 

deciding which bathroom to use; Enke, 2016). This makes (binary) 

gender a highly salient identity which is primed very regularly through 

gendered language and symbols which a vast majority of people are 

very familiar with. In our study, our aim was thus to use an implicit 
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measure with common words and symbols to tap into somewhat more 

unconscious ideas about how the self fits into these pervasive societal 

concepts. While this was exploratory, we expected that we might be 

able to replicate results from previous research using explicit measures 

(Wickham et al., 2022), whereby it was found that people’s self-

concepts did not fit a strictly binary model of gender. Replicating this 

finding in an implicit way would further show that the societal debate 

about the gender binary reflects that people do not see themselves in 

a binary way.

Gender self-concept and other-concept

 In addition to people’s implicit self-concepts, we were also 

interested in people’s implicit concepts of other people. How we view 

ourselves is different from how we view others. Our self-concepts are 

more tied to our perceptions of our own sensations, emotions and 

cognitions, and thus a reality that we have more insight into than that 

of other people. Our concepts of others, on the other hand, are linked 

to our observations of others’ behaviours and expressions, from which 

we assume to understand their realities (Pronin, 2008). To understand 

our own gender we tend to rely more on our own feelings and thoughts 

about gender, and process those internally, rather than externally 

(Levi, 2006). To understand someone else’s gender, on the other hand, 

one would usually try to use perceptual information regarding their 

biological features (Mouchetant-Rostaing et al., 2000), how they 

are dressed (Leinbach & Fagot, 1993), or their feminine or masculine 

behaviour (Martin & Halverson, 1983).

 However, our self-concepts and other-concepts are also linked, 

given that the way we perceive and form social groups is related to 

how we view ourselves as members of those social groups (Turner & 

Reynolds, 2011). For instance, level of group identification (how much 

one sees oneself as a member of a group) is related to how we deal 
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with threats to group distinctiveness (Spears et al., 1997). Specifically, 

when the distinction between groups (e.g., men and women) is at 

threat, people who identify highly with their group will find ways to deal 

with that. For example, they may self-stereotype, that is, perceive and 

describe themselves in line with stereotypes about their own group 

(such as women being nurturing), in order to increase distinction from 

the out-group. Thus, while our self-concepts are distinct from our 

concepts of others because of different underlying processes of each, 

they are also related to one another. As such, exploring both within the 

same study can help us understand how they are distinct, but related, 

in the specific case of gender beyond the binary. In our studies, we 

explored both implicit gender self-concepts and implicit concepts of 

others’ (both in-group and out-group) genders.

The present studies

 Across two studies, we measured participants’ explicit gender 

identification, implicit gendered self-concepts and implicit concepts 

of others’ genders. Specifically, we asked participants to complete a 

reaction time task designed to measure their implicit associations of 

themselves, women in general, and men in general, by asking them to 

respond to gendered words and icons. We compared their implicit self-

concepts to an explicit measure of gender identification, to measure 

to what extent explicit and implicit gender self-concepts were related 

to one another. We also compared their implicit gender self-concepts 

to their implicit concepts of others’ genders, to explore how these 

associations about the self were related to implicit associations about 

the ingroup or outgroup.

 The two studies were very similar, with the second study 

being a conceptual replication and extension of the first. Study 1 was 

conducted at a popular Dutch science festival, which allowed us 

to swiftly and efficiently collect a lot of data while trying out a new 
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approach to measuring gender self-concepts. The purpose of Study 

2 was to replicate our previous findings among a larger sample, while 

using a longer experiment which participants conducted in a more 

controlled environment.

 Our experiment included gendered stimuli, for which we collected 

words and icons that are fundamentally gendered and which we come 

across in our daily lives, thus our participants would most likely be very 

familiar with them. While the words and icons we used in our reaction 

time task were binary (i.e., they were related to either men or women, and 

no other gender groups), we argue that our measure of implicit gender 

concepts is not binary. This is because we measured to what extent 

participants’ self-concepts were male as well as female, regardless of 

their self-assigned gender identity. As such, we were able to measure 

to what extent people implicitly see themselves as a mix of both male 

and female. Conversely, a strictly binary measure would be measuring 

women’s female self-concepts and men’s male self-concepts only, as 

that would imply that women can only see themselves as female (and 

never male), and vice versa for men.

 We had several predictions which we wanted to test. First, we 

expected to find a moderate relationship between participants’ explicit 

gender identification and implicit gender self-concept, such that the 

two would converge but be somewhat distinct, in line with literature on 

the relationship between implicit and explicit processes more generally 

(Payne et al., 2008).

 Second, we expected to find that participants’ implicit self-

concepts would not be binary, following previous findings using explicit 

measures. To establish this, we followed the analysis strategy of 

Wickham et al. (2022), whereby we tested to what extent participants 

may see themselves as both male and female, which would go 

against the binary idea that male and female are mutually exclusive. 
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Specifically, we tested whether implicit gender self-concepts (male and 

female) correlated relatively weakly, which would suggest that seeing 

oneself as male or as female are not polar opposites in people’s implicit 

associations, following Wickham et al. (2022). Second, we tested the 

multiple identification model of gender (Wickham et al., 2022), such that 

we clustered participants according to their implicit male and female 

self-concepts, to see whether we would find more than two clusters. This 

would show that a binary model of implicit gender is not the best fit.

 In a similar way, we explored whether participants’ concepts 

of others’ genders were binary but had no specific expectations about 

this. Specifically, we investigated whether implicit concepts of others’ 

genders (male and female) would correlate weakly (for all predictions 

regarding correlation size, we followed guidelines by Cohen, 1992), 

suggesting that seeing others as male or as female were also not 

polar opposites in people’s implicit associations. Lastly, we visually 

and statistically compared implicit gender self-concept and implicit 

concepts of others’ genders and expected that we would find a 

relationship between them, but had no specific expectations regarding 

the nature of this relationship.

Study 1

Methods

Participants

 Participants were visitors of the popular Dutch science festival 

“Betweter” in Utrecht, the Netherlands. We recruited 153 participants 

but had to exclude 49 participants due to missing data or disruptions 

during their participation. Our sample thus consisted of N = 104, 

of which 27 were self-identified men and 77 were self-identified 

women1. No participants had indicated taking any drugs, and most 

of our participants had indicated consuming no more than three 
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units of alcohol (90.38%), with a maximum of 6 units reported by one 

participant2. To minimise the duration of participation, we did not ask for 

any other demographics.

Materials

 Implicit gender associations. To measure participants’ implicit 

associations about women’s and men’s gender, as well as participants’ 

own (binary) gender, we asked participants to do an Implicit Relational 

Assessment Procedure (IRAP) based on Cartwright et al. (2017). 

Participants were shown icons representing either women or men (e.g., 

the typical women’s and men’s bathroom signs), as well as words that 

are fundamentally gendered (e.g., the personal pronouns “she” and “he”3; 

for a full list of stimuli, please see Appendix A). Above each icon or word, 

they either saw “men =”, “women =” or “I =”4. Participants were asked to 

respond to each trial with “true” or “false”, by pressing the letters ‘q’ or ‘p’ 

on their keyboards (which of the letters represented “true” or “false” was 

randomized across participants, as such controlling for left-right effects), 

according to a rule (see Figure 1 for an example of a trial). In the gender-

congruent block, the rule was that women were female (women = 

[typically female icon/word]) and men were male (men = [typically male 

icon/word]), and vice versa in gender-incongruent blocks. For female 

participants, the rule in the gender-congruent block was that participants 

themselves were female (I = [typically female icon/word]), while for male 

participants, the rule in the gender-congruent block was that participants 

themselves were male (I = [typically male icon/word]). If they responded 

incorrectly, they were shown a red ‘X’ for 500ms after the trial. The rule 

changed from block to block, such that there was one gender-congruent 

and one gender-incongruent block, as well as two practice blocks (one 

before each real block). The order of the blocks as well as the order of 

the icons and words were randomized, thus controlling for order effects. 

Before the first block, participants were shown all icons and images to 
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familiarize them to each pair of stimuli. Each block contained 24 trials. 

Participants were given a maximum of 2000ms to respond to each trial. 

After each trial, there was a break of 500ms, where participants viewed 

a fixation dot, before the next trial began. After each block, participants 

could rest for as long as they wanted before beginning the next block. 

By measuring the reaction times and accuracy of participants, we were 

able to calculate so-called d scores (Greenwald et al., 2003) to get an 

indication of how easy or difficult it is for participants to learn gender-

congruent as compared to gender-incongruent rules. Specifically, d 

scores were calculated as the difference in reaction times between 

conditions, divided by a pooled SD of all correct trials. Error latencies were 

replaced with a replacement value (M + 2 SDcorrect) and replaced latencies 

exceeding the maximum response time with the maximum response time 

of 2000ms. With this IRAP, we extracted six d scores, for the implicit beliefs 

that 1) participants are female (“I am female”), 2) participants are male 

(“I am male”), 3) women are female, 4) men are male, 5) women are 

male, and 6) men are female.
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Figure 1

Example of a Trial

 Explicit gender identification. To get an indication of 

participants’ level of gender identification, we asked to indicate how 

much they agreed, on a 7-point Likert scale (1 = “completely disagree”, 7 

= “completely agree”), with the following items: “I identify with men” and 

“I identify with women”5 (Postmes et al., 2013).

Procedure

 Participants were recruited among passers-by at “Betweter” 

festival and told that the experiment would take between three and 

five minutes. In order to minimise the effects of the noise and visual 

stimulation of many passers-by, participants completed the experiment 

behind a curtain, while wearing noise-cancelling headphones and 
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listening to white noise. They completed the experiment on Gorilla 

Experiment Builder (Anwyl-Irvine et al., 2020) and gave informed 

consent digitally. All participants completed the experiment in Dutch. 

They were asked to indicate how many units of alcohol they had 

consumed, and whether they had consumed any drugs. Next, they 

indicated their gender and gender identification. Next, they completed 

the implicit gender associations task. Lastly, they were debriefed and 

given the opportunity to ask any questions to the main experimenter.

Results and Discussion

Implicit associations of own gender

 We extracted d scores, based on accuracy and reaction time, 

representing the implicit associations between the self (“I”) and the 

two binary gender groups (male and female), such that we had scores 

representing two implicit beliefs: “I am male” and “I am female”. We 

explored how these implicit measures compared to the explicit gender 

identification measure, by comparing the patterns of descriptive results 

and analysing the correlation between implicit and explicit measures. 

 For descriptive statistics of men’s and women’s implicit and 

explicit gender self-concepts, see Table 1. Both implicit and explicit 

measures follow a similar pattern among men and women. Across the 

whole sample, we ran Spearman’s correlations between the two implicit 

measures (self-male and self-female association) and the two explicit 

measures (identification with men and with women). We found, as 

one might expect, that the self-male association correlated positively 

with male gender identification (rho = .46, p < .001) and negatively 

with female gender identification (rho = -.47, p < .001). The self-female 

association, on the other hand, correlated positively with female gender 

identification (rho = .40, p < .001) and negatively with male gender 

identification (rho = -.36, p < .001). All correlations were moderate, in 
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line with previous literature regarding the correlation between explicit 

and implicit measures (Payne et al., 2008), suggesting that implicit 

associations about one’s own gender somewhat converge with explicit 

gender identification measures, but that explicit and implicit measures 

did tap into different thought processes.

Table 1

Means and Standard Deviations of Implicit and Explicit Self-Concepts in 

Study 1, Split by Men and Women

  Measure

  Implicit female self-concept

  Implicit male self-concept

  Explicit identification with women

  Explicit identification with men

Multiple identification approach to own implicit gender

 Given that we had found a significant relationship between the 

implicit and explicit measures of gender identification, we concluded 

that we could explore whether we could replicate the findings of 

Wickham et al. (2022) using an implicit, rather than explicit measure. 

First, we examined whether the correlation between implicit gender 

self-concepts (male and female) would be moderate (and negative), 

which would suggest that seeing oneself as male or as female are 

related but not polar opposites in people’s implicit associations. 

Indeed, a Pearson’s correlation revealed a significant, moderate, and 

negative correlation (r = -.38, p < .001), replicating previous findings 

using an explicit measure of gender identification.

 Next, we tested a multiple identification model of gender 

(Wickham et al., 2022) using the implicit measures, to see whether we 

could replicate the finding that a binary model of gender is not the best 

Men (M (SD))

-.20 (0.65)

.93 (1.21)

2.07 (1.00)

6.11 (0.93)

Women (M (SD))

.99 (1.01)

-.49 (0.82)

6.22 (0.70)

2.22 (1.11)



183

fit for people’s (implicit) gender self-concept. As such, we ran a series 

of two-step cluster analyses with different numbers of clusters (two, 

three, four, and five). We found that a three-cluster model was the best 

fit in terms of BIC and silhouette of cohesion and separation combined 

(BIC = 135.09; .26 ≤ silhouette ≤ .50). Our results therefore suggest that a 

two-cluster (i.e., binary) model was not the best fit for our implicit data, 

replicating previous findings using explicit data.

 Cluster centres and percentages of participants in each cluster 

can be found in Table 2. We interpreted d scores that were relatively 

close to zero to represent medium identification with a gender group, 

given that a d score close to zero represents relatively equal ease of 

learning both the congruent and incongruent rules. On the other hand, 

we interpreted d scores larger than 0.5 as high identification with a 

gender group, and lower than -0.5 as low identification with a gender 

group. We thus identified the three clusters to represent: 1) high female, 

low male identifiers, 2) medium female, medium male identifiers, 

and 3) medium female, high male identifiers. This is consistent with 

a study by Wickham et al. (2022) which also found a three-category 

model of explicit gender identification when their sample had an 

underrepresentation of men, which was also the case in this study. Our 

cluster centres also suggest that our sample’s implicit female self-

concept was relatively high, likely because of our sample consisting of 

mostly women. This further corroborates the idea that a study with a 

more gender-equal sample may have shown results that were more 

consistent with previous findings.
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Table 2

Cluster Centres of Implicit Self-Concepts and Percentages of Overall 

Sample in Each Cluster, Study 1

  Cluster centre of implicit 

  female self-concept

  Cluster centre of implicit 

  male self-concept

  Percentage of overall 

  sample

Implicit associations of other people’s genders

 Next, we explored participants’ implicit associations about 

other people’s (men’s, women’s) genders. Descriptive statistics (see 

Table 3) showed that participants generally highly associated men 

with maleness and women with femaleness. Furthermore, participants 

generally did not associate men with femaleness and women with 

maleness. However, we suspected that correlations between men-

male and men-female, as well as women-female and women-male 

associations would be moderately negative at most, just as for implicit 

associations of one’s own gender. Indeed, Pearson’s correlations 

revealed a significant, weak and negative correlation between men-

male and men-female associations (r = -.26, p = .007), as well as 

a moderate and negative correlation between women-female and 

women-male associations (r = -.35, p = .004). This suggests that, while 

women are seen as more female than male (and men are seen as more 

Cluster 1 

(high female, 

low male)

1.99

-0.79

27.88%

Cluster 2 

(medium 

female, 

medium male)

0.24

-0.30

55.77%

Cluster 3 

(medium 

female, high 

male)

-0.07

1.64

16.35%
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Mean d score (SD)

0.45 (1.21)

-0.26 (1.02)

0.96 (1.24)

-0.49 (0.87)

male than female), the concepts of “male” and “female” are not polar 

opposites in terms of people’s implicit associations. Thus, participants’ 

concepts of men’s and women’s genders were generally not strictly 

binary, which we suspected. This finding suggests that implicit concepts 

of “female” and “male” are not implicitly seen as complete opposites. 

In other words, participants may be able to conceive of people who are 

female but also a little male, suggesting a less strictly binary worldview 

than one might assume.

Table 3

Means and Standard Deviations of Strength of Associations of Others’ 

Genders, Study 1

  Implicit association

  Men are male

  Men are female

  Women are female

  Women are male

Men’s and women’s views of ingroup and outgroup gender

  Lastly, we wanted to explore whether views about other 

people’s gender were dependent on the participant’s own group 

membership, that is, whether there were differences between men 

and women. As such, we tested whether men’s and women’s implicit 

associations of other people’s gender differed by means of a one-

way ANOVA (4 DVs: men-male association, men-female association, 

women-female association, women-male association). We found 

a significant difference between men and women in the men-male 

association (F(1, 102) = 7.88, p = .006, ηp
2 = 0.07), such that men (M 

= 1.00, SD = 1.21) tended to associate men with maleness more than 

women (M = 0.26, SD = 1.16). Similarly, we found a significant difference 
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between men and women in the women-female association (F(1, 

102) = 7.40, p = .008, ηp
2 = 0.07), such that women (M = 1.15, SD = 1.21) 

tended to associate women with femaleness more than men (M = 0.41, 

SD = 1.16). We did not find any differences between groups in the other 

two associations (ps ≥ .660). This suggests that there was an ingroup 

effect, whereby women have stronger associations about women 

being female than men, and men have stronger associations about 

men being male than women.

 Given that we had found this ingroup effect, we further compared 

all implicit associations (regarding the self and others) between groups. 

The pattern of results (see Figure 2) suggested that women’s associations 

about themselves being female and women being female, and men’s 

associations about themselves being male and men being male were 

very strong (ds ≥ 0.93). On the other hand, all other associations were 

comparatively weak (ds ≤ ± 0.51). Indeed, follow-up paired samples 

t-tests revealed no significant differences between women’s associations 

about themselves and other women being female (p = .319), while there 

were significant differences with all other associations (all ps < .001). 

Similarly, men’s associations about themselves and other men being 

male did not significantly differ (p = .820), while all other associations 

did (all ps ≤ .042). This shows that participants implicitly view themselves 

similarly to how they view their ingroup.6 
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Figure 2

Strengths of All Associations in Study 1, Split by Men and Women

Note. The darker bars represent the strongest associations for each 

gender group (men and women). These associations did not differ 

significantly from each other but differed significantly from all other 

associations (lighter colour).

 Together, these findings suggest an ingroup effect, whereby 

participants’ view of their own gender is highly related to how they 

view their ingroup, but less related to how they view their outgroup. 

According to theory (Simon, 1992), one might expect that people would 
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see their outgroup as more homogenous than their ingroup, and very 

much distinct from the ingroup. Had that been the case, we would 

have found that men had strong associations of women being female 

and not male (indicated by a large positive women-female d score 

and a large negative women-male d score). Comparatively, we would 

have found that men had weaker associations about men being male 

and not female (and vice versa for women’s associations). However, 

what we found was the opposite, indicating instead that participants 

implicitly viewed their ingroup as more homogenous (large positive 

women-female d score for women, and large positive men-male d 

score for men) than their outgroup. Group distinctiveness was also 

lower than one might expect based on theory (relatively small negative 

men-female d score for women, and relatively small negative women-

male d score for men). Our results may thus provide a different insight 

into self-categorisation and group formation (Turner & Reynolds, 2011) 

when it comes to the social category of gender. In Study 2, our aim was 

to replicate results from Study 1 using a longer and more controlled 

experiment.

Study 2

Methods

Participants

 We recruited 99 participants among Bachelor students of the 

Psychology course at Utrecht University, and among friends of those 

students, but had to exclude five participants based on low quality 

data. Our final sample size was thus N = 94 of which 78 were self-

identified women and 16 were self-identified men7. Due to an error 

during set-up, participants’ age and other demographics are unknown.

Materials

 Implicit gender associations. Participants completed the same 
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IRAP as in Study 1. However, we included a larger number of stimuli (see 

Appendix B) and therefore each block included 144 trials.

 Explicit gender identification. To measure participants’ level of 

gender identification with each binary gender group (men, women), we 

included 12 items from Wickham et al. (2022), six about men and six about 

women. Items were measured on a 7-point Likert scale (1 = “completely 

disagree”, 7 = “completely agree”). Examples included “I identify with [wo]

men” and “[Wo]men are an important reflection of who I am”8 (items 

about men, α = .94; items about women, α = .93).9

Procedure

 We recruited participants via the student participation system of 

Utrecht University, and among the student experimenters’ own networks. 

Participants were redirected to the experiment on Gorilla Experiment Builder 

(Anwyl-Irvine et al., 2020), and gave informed consent. All participants 

completed the experiment in Dutch. They were asked to indicate their 

gender, after which they did the implicit gender associations task. Next, 

they were asked to answer the self-report questions, in the order in which 

they appear in this chapter. They were asked to indicate whether they 

are colourblind, given that one pair of stimuli was the same for men and 

women, except for the colour (pink and blue). Lastly, they were debriefed 

and, if they wished, received compensation in the form of study credit.

Results and Discussion

Implicit associations of own gender

 Following Study 1, we investigated whether implicit (d scores) and 

explicit gender self-concept measures converged with one another but 

remained distinct. For descriptive statistics of men’s and women’s implicit 

and explicit gender self-concepts, see Table 4. Replicating results from 

Study 1, Pearson’s correlations showed a significant positive correlation 
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of self-male association with explicit male gender identification (r = .38, 

p < .001), as well as a negative correlation with explicit female gender 

identification (r = -.37, p < .001). Similarly, the self-female association 

correlated positively with explicit female gender identification (r = .28, p 

= .006) and negatively with explicit male gender identification (r = -.25, 

p = .014). These findings suggest that the implicit and explicit measures 

capture somewhat similar but distinct constructs.

Table 4

Means and Standard Deviations of Implicit and Explicit Self-Concepts in 

Study 2, Split by Men and Women

  Measure

  Implicit female self-concept

  Implicit male self-concept

  Explicit identification with women

  Explicit identification with men

Multiple identification approach to own implicit gender

 Following Study 1, and the methods of Wickham et al. (2022; using 

an explicit measure) we tested whether implicit gender self-concept was 

binary. First, a Pearson’s correlation revealed a significant, moderate-high, 

and negative correlation between implicit female self-concept and implicit 

male self-concept (r = -.52, p < .001). This suggests that seeing oneself as 

male or as female are highly related but not polar opposites in people’s 

implicit associations.

 Replicating findings from Study 1, a series of two-step cluster 

analyses with different numbers of clusters revealed that a three-cluster 

model was the best fit in terms of BIC and silhouette of cohesion and 

separation combined (BIC = 113.93, silhouette ≥ .50). Thus, implicit gender 

self-concepts were not binary (i.e., a two-cluster model was not the best fit).

Men (M (SD))

-.02 (0.53)

.53 (0.62)

2.18 (0.85)

5.45 (1.06)

Women (M (SD))

.62 (0.58)

-.13 (0.50)

5.79 (0.81)

1.76 (0.63)



 Cluster centres and percentages of participants in each cluster 

can be found in Table 5. We interpreted d scores in the same way as 

in Study 1. We identified the three clusters to represent: 1) high female, 

low male identifiers, 2) high female, medium male identifiers, and 3) 

medium female, high male identifiers. These resemble the clusters 

found in Study 1, even though d scores in Study 2 were overall lower 

than in Study 1. We attribute the d scores being lower to participants 

being able to learn the rules of the reaction time task more easily 

because they were in a quieter, more controlled environment and were 

performing a longer task with more trials (van Nunspeet et al., 2014). 

This likely affected their accuracy such that they were more accurate in 

incongruent trials, where the rule is more difficult to learn.

Table 5

Cluster Centres of Implicit Self-Concepts and Percentages of Overall 

Sample in Each Cluster

Cluster centre of 

implicit female s

elf-concept

Cluster centre of 

implicit male 

self-concept

Percentage of 

overall sample
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Cluster 1 

(high female, 

low male)

1.10

-0.71

24.47%

Cluster 2 

(high female, 

medium male)

0.60

0.01

48.94%

Cluster 3 

(medium 

female, high 

male)

-0.20

0.57

26.60%
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Implicit associations of other people’s genders

 We explored whether participants’ implicit associations about 

other people’s genders (for descriptive statistics, see Table 6) were 

similar in Study 2 as in Study 1. We indeed found that participants 

generally associated men with maleness and women with femaleness. 

Furthermore, participants generally did not associate men with 

femaleness and women with maleness, replicating findings from Study 

1. A Pearson’s correlation revealed a significant, moderate, and negative 

correlation between women-female and women-male associations (r 

= -.42, p < .001), and a non-significant, weak and negative correlation 

between men-male and men-female associations (r = -.18, p = .077). 

Our findings in Study 2, much like findings of Study 1, suggest that 

maleness and femaleness are not seen as polar opposites in people’s 

implicit associations. However, the correlation between men-male and 

men-female associations being non-significant differs from Study 1. 

This is likely due to small methodological differences between studies, 

namely a combination of the underrepresentation of men in our sample 

and the longer task which was related to lower d scores in Study 2 as 

compared to Study 1. Specifically, we had previously found that men 

tended to have stronger men-male associations than women; thus, 

having fewer men in our sample meant that the overall men-male 

association was relatively low. This, coupled with the lower d scores 

in general, likely meant that we could not find our previously found 

effect for the men-male association. We suspect that we would have 

found a moderate negative correlation between men-male and men-

female associations in a more gender-equal sample, which would have 

replicated results from Study 1.



Table 6

Means and Standard Deviations of Strength of Associations of Others’ 

Genders

  Implicit association

  Men are male

  Men are female

  Women are female

  Women are male

Men’s and women’s views of ingroup and outgroup gender

 Lastly, we investigated whether views about other people’s gender 

were dependent on the participant’s own ingroup, that is, whether there 

were differences between men and women, just as in Study 1. A one-

way ANOVA revealed significant differences between men and women 

in their men-male (F(1, 92) = 5.72, p = .019, ηp
2 = 0.06), men-female (F(1, 

92) = 5.30, p = .024, ηp
2 = 0.05), and women-female associations (F(1, 

92) = 14.16, p < .001, ηp
2 = 0.13), but not their women-male associations 

(p = .942). Specifically, women tended to have stronger women-female 

associations (M = 0.64, SD = 0.61) than men (M = 0.00, SD = 0.66),  weaker 

men-male associations (M = 0.17, SD = 0.52) than men (M = 0.51, SD = 

0.50), and stronger men-female associations (M = -0.37, SD = 0.49) than 

men (M = -0.06, SD = 0.50). This shows the same ingroup effect as in 

Study 1, whereby women have stronger associations about women being 

female than men, and men have stronger associations about men being 

male than women. It also shows an additional effect, whereby women 

have a stronger association about men not being female than men, 

though this effect is relatively weak.

 We then compared all implicit associations (regarding the 

self and others) between groups. The pattern of results (see Figure 

3) suggested that women’s associations about themselves being 
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Mean d score (SD)

0.23 (1.21)

-0.32 (1.02)

0.53 (1.24)

-0.15 (0.87)
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female and women being female, as well as men’s associations about 

themselves being male and men being male were very strong (d ≥ 0.51). 

All other associations were comparatively weak (ds ≤ ± 0.37). Follow-

up paired samples t-tests revealed no significant differences between 

women’s associations about themselves and other women being female 

(p = .658), while all other associations significantly differed (all ps ≤ .001). 

Similarly, men’s associations about themselves and other men being 

male did not differ (p = .773), while all other associations did (all ps ≤ 

.001). This shows that participants implicitly view themselves similarly to 

how they view their ingroup, following the findings of Study 1.10
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Figure 3

Strengths of All Associations in Study 2, Split by Men and Women 

Note. The darker bars represent the strongest associations for each 

gender group (men and women). These associations did not differ 

significantly from each other but differed significantly from all other 

associations (in lighter colour).

General Discussion

 Across two empirical studies, we shed a light on implicit gender 

self-concepts and other-concepts. The aims across both studies were 

to replicate previous findings that gender identification is not binary 
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by using an implicit measure, and to add to previous literature about 

gender self-concepts by investigating implicit concepts of others’ 

genders. We found consistent results across both studies: that a binary 

model of implicit gender self-concepts is not the best fit for our data, 

that concepts of “male” and “female” are not implicitly seen as polar 

opposites, and that implicit gender self-concepts are related to implicit 

concepts of the ingroup’s, but less so the outgroup’s, gender. These 

findings add to the existing literature on gender non-conformity, social 

cognition and self-categorisation.

Implicit gender self-concepts

 Previous literature (Abed et al., 2019; Andrews et al., 2019; Baiocco 

et al., 2022; Endendijk et al., 2019; Joel et al., 2014) has consistently 

shown that gender identification is not binary, in that a substantial 

proportion of the population can be seen as “gender non-conforming”: 

they identify with both men or women, with neither, and/or with another 

gender altogether. However, these studies have used explicit measures, 

such as questionnaires, to come to these conclusions. We added to 

this literature by showing that implicit gender self-concepts, that is, 

implicit associations of the self with men or women, are similarly not 

binary. Specifically, we found that a binary model of implicit gender 

was not the best fit for our data, and that around half of participants in 

both studies seemed to implicitly see themselves as both somewhat 

male and somewhat female. Given that implicit and explicit measures 

seem to capture distinct but related constructs (Payne et al., 2008; and 

we also showed this in our own study), this is an interesting finding. 

It suggests that people not only explicitly see themselves in a gender 

non-conforming way, they have also internalised this implicitly, which 

may provide insight into their automatic, unconscious or “bottom-up” 

processing of gender (Gawronski & Payne, 2010). This is further evidence 

that the societal debate about the gender binary (Cooper, 2019) and 
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the increasing number of gender-inclusive initiatives (Hord, 2016; Pun et 

al., 2017; Reis et al., 2018) reflect that people do not see themselves in a 

strictly binary way.

Male is not the opposite of female

 Previous work by Wickham et al. (2022) showed that gender 

identification with men and gender identification with women were 

not polar opposites of one another, in that they were only weakly or 

moderately (and negatively) related. Using our implicit measure, 

we showed that this was also the case for implicit male and female 

self-concepts, as well as concepts of others being male and female. 

Specifically, across both studies we showed that implicit associations of 

the self, women in general, and men in general, with “male” and “female” 

were moderately, negatively correlated. In a strictly binary world where 

men and women are seen as polar opposite groups, you would expect 

to find a (very) large negative correlation between the two. Thus, a 

moderate correlation suggests that the concepts of “male” and “female” 

are not polar opposites, and that participants could implicitly conceive 

of themselves, as well as others, as both somewhat male and somewhat 

female. This has implications for our understanding of social cognition 

regarding gender (Bussey & Bandura, 1999), as it shows that gender 

differentiation (i.e., the understanding that a person can be one of two 

genders: male or female) may not be as clear-cut as previously thought.

The relationship between the self, the ingroup and the outgroup

 Self-categorisation theory (Turner & Reynolds, 2011) tells us 

that we are more likely to categorise ourselves as members of a social 

group when there is a high level of fit with the ingroup and a high level of 

distinctiveness from the outgroup. As such, our social self-concepts are 

tied to our concepts of the ingroup and the outgroup. We thus expected 

that implicit gender self-concepts would be related to implicit associations 
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about both the ingroup’s and outgroup’s genders. Instead, we found that 

implicit gender self-concept was more related to implicit gender concepts 

about the ingroup, than about the outgroup. Furthermore, it has been 

shown that people tend to view the outgroup as more homogenous than 

the ingroup (Simon, 1992). Based on this, one would expect that implicit 

associations about the outgroup’s gender would be stronger than implicit 

associations about the ingroup, since the ingroup may be seen as more 

heterogeneous. Instead, we found that implicit gender associations about 

the ingroup were stronger than those about the outgroup.

 Specifically, across both studies, we found that women tended 

to have the strongest associations about themselves being female 

and women in general being female, while all other associations were 

comparatively weak. Similarly, men tended to have the strongest 

associations about themselves being male and men in general being 

male, with all other associations being comparatively weak. Our 

findings thus suggest that implicitly viewing yourself as a member of 

your gender group is, at baseline, most linked to the prototypicality of 

your gender ingroup, and somewhat less the distinctiveness from your 

outgroup. This may differ under different conditions. For instance, if group 

distinctiveness had been threatened, participants may have seen the 

outgroup as more homogeneous and distinct from themselves and their 

ingroup (Spears et al., 1997). In Study 2, we arguably found a weak effect 

of group distinctiveness, whereby women had a stronger association 

about men not being female than men. A potential avenue for future 

research is to further investigate whether this effect is present under 

various different conditions.

Suggestions for future research

 In this chapter we took a first step towards researching whether 

our views of other people’s genders follow a strictly binary view of 

gender. Our findings, that “male” and “female” are not implicitly seen 
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as polar opposites, and that our implicit associations of others’ genders 

are dependent on our own viewpoint (i.e., who is the ingroup and who 

is the outgroup), suggests that we do not see others in a strictly binary 

way. The gender binary is the view that humans all fit into one of two 

categories, men and women, that these categories are biologically 

meaningful, and that this view is natural and unmalleable (Hyde et al., 

2019). Given that gender categorisation is usually studied in a binary 

way (e.g., Kecskés-Kovács et al., 2013; Mouchetant-Rostaing et al., 

2000), we think that the findings in this chapter indicate that more 

research into gender categorisation beyond the binary is warranted. 

Gaining a better understanding of the conditions under which people 

categorise others in a binary way, and whether this is dependent on the 

type of information provided or the social context, would give us further 

insight into people’s understanding of gender.

Limitations

 There were several limitations that our studies share. First, in 

both of our studies, we were lacking demographic information about 

age, and other identities that may intersect with gender (e.g., race, 

sexuality, disability) and may thus affect participants’ understanding 

of gender (Cooper, 2016).

 Second, while it is a strength that each of our studies were 

conducted in different environments with different samples, each of our 

studies also had certain limitations regarding where data was collected 

and among whom. Study 1 was conducted at a popular science festival, 

which meant we were able to collect data among a highly motivated 

sample (as evident from conversations with participants by the first 

author) within the space of a few hours. However, the festival was far 

from a controlled environment, given noise levels and large volume 

of people walking past participants. Furthermore, we had to keep 

participation time short due to festival guidelines, meaning our reaction 
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time task contained a relatively small number of trials. Study 2, on the 

other hand, was conducted among a sample of mostly Psychology 

students (a highly homogeneous sample) who were able to participate 

from the comfort of their own homes, and could complete a longer 

version of the task. We think that, due to these discrepancies in data 

collection, we saw differences in results of the studies. Specifically, in 

Study 1, implicit associations were stronger (larger d scores) than in 

Study 2. We think this is because it was harder to do the task well in the 

hustle and bustle of the festival, and this was likely especially the case 

for incongruent trials where the rule (e.g. “women are not female”) was 

harder to learn than in congruent trials. Nonetheless, even with these 

discrepancies, we largely replicated results across both studies.

 Third, across both studies, we had an underrepresentation of 

men in our samples. As shown in previous research (Wickham et al., 

2022), an underrepresentation of one gender group can skew results 

regarding gender identification. Specifically, across both studies we 

found a three-cluster model of implicit gender self-concept, rather 

than a four-cluster model which one would expect based on some 

previous literature (e.g., Andrews et al., 2019). However, our findings 

were consistent with a study by Wickham et al. (2022) which also found 

a three-category model of explicit gender identification when their 

sample had an underrepresentation of men. Furthermore, we found 

slightly different results in terms of the interpretations of each cluster. 

For instance, in Study 2, there was no group that had a very low implicit 

female self-concept, while in Study 1, there was. We think this is in part 

an artifact because of the underrepresentation of men in our samples, 

and partly due to differences in d scores between studies affecting 

how we interpreted our results. Nonetheless, we achieved our goal of 

replicating, across both studies, the finding that implicit gender self-

concept was not binary (i.e., a two-cluster model was not the best fit).



Conclusion

 Across two empirical studies, we added to existing literature 

about gender non-conformity, gender social cognition, and gender self-

categorisation, by exploring people’s implicit gender self-concepts and 

implicit concepts of others’ genders. Using a novel measure, we found 

further evidence that people do not self-categorise in a strictly binary 

way, as has been shown in previous literature. Additionally, we show 

that people’s cognitive understanding of gender is not strictly binary, in 

that the concepts of “male” and “female” are not implicitly seen as polar 

opposites of one another. Lastly, we found that people’s implicit views of 

other people’s genders were dependent on their own gender group. We 

conclude that researchers should further investigate how we see others’ 

genders, or how we categorise others by gender, beyond the current 

binary framework.

Appendix A: Stimuli used in IRAP, Study 1

  Words

  Icons 
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Female

Zij (She)

Mevr. (Mrs.)

Female

Male

Hij (He)

Dhr. (Mr.)

Male



Appendix B: Additional stimuli used in IRAP, Study 2 

  Words

  Icons
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Female

Meisje (girl)

Vrouwelijk (female)

Zus (sister)

Moeder (mother)

Nicht (niece)

Tante (aunt)

Actrice (actress)

Prinses (princess)

Koningin (Queen)

Stewardess

Male

Jongen (boy)

Mannelijk (male)

Broer (brother)

Vader (father)

Neef (nephew)

Oom (uncle)

Acteur (actor)

Prins (prince)

Koning (King)

Steward

Female Male



203



204

Footnotes

1 We asked them to answer the question (in Dutch) “Wat is jouw gender?” 

with the answer options “Man”, “Vrouw” or “Anders”.

2 We also ran our analyses excluding participants who had consumed 

more than three units of alcohol, but found no differences in results. We 

thus decided to include all participants, regardless of units of alcohol 

consumed.

3 In Dutch, “zij” and “hij”.

4 In Dutch, “mannen =”, “vrouwen =”, “ik =”.

5 In Dutch: “Ik identificeer me met mannen” and “Ik identificeer me 

met vrouwen”; Likert scale going from 1 (“helemaal mee oneens”) to 7 

(“helemaal mee eens”).

6 We also compared all other effects with each other. These results are 

beyond the scope of this chapter but can be found in the Supporting 

Information.

7 We asked them to answer the question (in Dutch) “Wat is jouw gender?” 

with the answer options “Man”, “Vrouw” or “Anders”.

8 In Dutch, “Ik identificeer mij met mannen/vrouwen” and “Mannen/vrouwen 

zijn een belangrijke representatie van wie ik ben”

9 We also asked participants questions about their beliefs regarding 

gender essentialism, precarious manhood, precarious womanhood, and 

prescriptive and descriptive stereotypes about men and women. The 

findings from these measures are beyond the scope of this chapter, but 

can be found in the Supporting Information.

10 We also compared all other effects with each other. These results are 

beyond the scope of this chapter but can be found in the Supporting 

Information.
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Abstract

 We are witnessing a polarising gender debate in society right 

now, whereby one side is arguing for the biological basis of gender, and 

the other for the social construction of gender. Across four studies, we 

set out to investigate people’s explicit and implicit ideas about gender 

and whether these may be more nuanced than the public debate 

makes it seem. Specifically, we asked participants to reflect and report 

(Studies 1a and 1b; explicit measure) on the kinds of decisions they 

make during gender categorisation based on biological (e.g., facial 

structure) and social (e.g., clothing) information. Participants reported 

that both biological and social information was important when they 

categorised someone by gender. We also asked participants to perform 

a gender categorisation task (Studies 2a and 2b; implicit measure) 

where they were presented with a biological stimulus (a face) and 

a social stimulus (a shoe), and we investigated both their behaviour 

and attention (eye-tracking). We found that participants based their 

gender categorisations on both the social and biological stimuli, and 

paid attention to both. We also found that their behaviour and attention 

towards the social stimulus was higher in certain social contexts, 

showing that participants were also (implicitly) aware of the importance 

of social information for expressing identity. Overall, our findings suggest 

that people actually consider gender as partly biologically based and 

partly socially constructed, showing a nuanced (explicit and implicit) 

view of gender conceptualization. These findings can inform the 

polarised societal debate about gender.



207

 In a 1973 interview, Russell Harty asked David Bowie, who was 

wearing colourful high-heeled shoes: “And how about the shoes? Are 

those men’s shoes, or women’s shoes, or bisexual shoes?” To this, David 

Bowie replied: “They’re shoes-shoes, silly!” (Bailey et al., 1972-1981). Fifty 

years later, we still see clothes as a form of gender expression which is 

mostly binary (clothes are either for men or for women). However, there 

are still those who, like David Bowie, step out of gender norms in terms 

of the clothes they wear. In fact, in recent years, consumers’ interest in 

“genderless fashion” has been found to have increased dramatically 

(Kim et al., 2022), highlighting society’s current shift away from a strictly 

binary view of gender and towards a more inclusive understanding of 

both gender identity and expression.

 At the same time, there is a large public debate about the 

conceptualization of gender in society (Cooper, 2019), demonstrating 

that the shift away from the gender binary is not a smooth one. 

Specifically, one side of the debate argues that gender is entirely 

biologically based, and therefore that gender is a rigid, binary category. 

On the other hand, the opposing side argues that gender is socially 

constructed, that the biological base is not decisive, and thus that 

non-binary gender options are feasible too. The assumption underlying 

this debate seems to be that most people consider either biological 

or social information to be decisive in determining someone’s gender, 

while the reality is likely more nuanced. To investigate people’s gender 

conceptualizations, we took a step back from the societal debate of 

how gender should be conceptualized, and investigated how people 

currently use biological or social information to understand other 

people’s genders. Specifically, we first asked participants to reflect 

on the kinds of information they use (biological and social) when 

categorising others by gender. Subsequently, we asked participants 

to perform a gender categorisation task based on both biological and 
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social cues. By doing so, we were able to explore people’s (explicit and 

implicit) conceptualizations of gender, and whether they use biological 

or social cues to categorise others, or a little of both. We anticipated 

that people’s concepts of gender would be more nuanced than the 

public debate would have us believe, such that they make use of both 

biological and social information to understand someone’s gender.

The public debate about non-binary gender

 Gender as a social category is highly morally charged, 

whereby there are strict gender norms and those who break them are 

discriminated against. For instance, women who have higher societal 

status than their male partners are penalized (Vink et al., 2023), and 

high-status women often have to distance themselves from their gender 

group for continued career success (Faniko et al., 2017). Men face 

backlash for being modest rather than assertive (Moss-Racusin et al., 

2010), and feel they cannot ask for psychological help in times of distress 

without compromising their masculinity (Keohane & Richardson, 2018). 

People who identify in a gender non-conforming way feel less included 

by society (Wickham et al., 2023) and transgender people deal with 

harassment, violence and economic discrimination (Lombardi, 2009). 

All these findings indicate that breaking gender norms has negative 

consequences for people of all gender identities, which is why there are 

calls to change our current gender system.

 Our current system is a gender binary system, though this is in 

the process of shifting. The gender binary is the view that humans all fit 

into one of two categories, men and women, that these categories are 

biologically meaningful, and that this view is natural and unmalleable 

(Hyde et al., 2019). This is still the pervasive view; for instance, in most 

forms that we fill out, we are asked to indicate our binary gender and 

are often not given any other gender options (Morgenroth & Ryan, 2018). 

However, in recent years, a public debate about our current gender 
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system has emerged, with two opposing sides (Cooper, 2019). One side 

invokes arguments about gender being based on biological (binary) 

sex to argue that we must keep the rigid binary system, and the other 

argues that gender is an unfixed, diverse identity, and thus that the 

current system needs to change. For instance, we have seen a societal 

increase in initiatives that aim to include people with diverse gender 

identities (Pun et al., 2017), as well as these kinds of initiatives being 

shot down by those who believe gender to be entirely biologically based 

(Blumell et al., 2019). This public debate would make it seem like most 

people use either biological or social information to categorise others 

by gender, while people most likely use both. In this chapter, we sought 

to investigate that nuance by exploring how people use biological and 

social information to understand other people’s genders.

 We were also interested in both people’s explicit estimates of how 

they use biological and social information to categorise others by gender, 

as well as a more implicit measure: their actual behaviour of which they 

may not be aware. This is because we considered that there could be a 

discrepancy between participants’ explicit estimations and their actual 

behaviour, particularly since the topic of investigation could be seen as 

polarising. Specifically, questions about how individuals categorise others 

by gender may invite answers based on participants’ ideology and thus 

what they perceive to be socially desirable (Paulhus, 2017). Furthermore, 

individuals are sometimes not aware of their own underlying thought 

processes and are thus unable to estimate them correctly (Nisbett & 

Wilson, 1977; Rule & Sutherland, 2017). Investigating whether findings 

from explicit and implicit measures are similar or not can give us a more 

complete picture of what people do and what they think they do. As such, 

in this research, we explored gender categorisation based on biological 

and social information, both explicitly (through self-report) as well as 

more implicitly (through a gender categorisation task).
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Gender categorisation from a non-binary perspective

 Gender categorisation is the process by which we distinguish 

other people’s genders. It is a highly pervasive form of social 

categorisation, in that categorising someone by gender often occurs 

implicitly, even when this categorisation is not relevant to the situation 

(e.g., Ito & Urland, 2003). Furthermore, gender categorisation is at the 

core of gender stereotypes, prejudice and intergroup conflict (Krueger & 

DiDonato, 2008), making it a relevant process to study in order to better 

understand changing societal norms around gender.

 However, though societal norms around gender seem to be 

shifting, research into gender categorisation is still mostly being 

done from the gender binary perspective, whereby there are only 

two genders, and these are based solely on biological sex. For 

instance, most research into gender categorisation operates from the 

assumption that we (only) use biological information to categorise 

others by gender (e.g., Freeman et al., 2010; Kecskés-Kovács et al., 

2013; Latinus et al., 2010; Mouchetant-Rostaing et al., 2000), such 

that experiments include only biological features (e.g., faces devoid 

of make-up or other social markers) as stimuli. Research into the 

importance of social information in gender categorisation has been 

limited (e.g., Huart et al., 2005; Leinbach & Fagot, 1993; Martin & 

Halverson, 1983; Weißflog & Grigoryan, 2024), but has shown that social 

information can affect or sometimes override biological information 

during gender categorisation. Thus, including both biological and 

social information in gender categorisation research can provide us 

with a more complete understanding of how we view others’ genders.

 In our research, besides including both biological and social 

features in our research, we also investigated the influence of social 

context. We did this because we considered that gender categorisation 

does not occur in a vacuum, and people may be affected by what they 
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perceive to be important based on the social context around them. 

While research into the effects of social context on categorisation 

has been limited, social context has been found to affect the salience 

of social categories. Specifically, a typically salient social category 

(race) is seen by participants as less important when the social 

context dictates that another category is more important (Van Bavel & 

Cunningham, 2010). In our latter studies, we thus introduced different 

social contexts in which binary gender was implied to be more or less 

important and investigated how these affected gender categorisations.

The present studies

 Across four studies, we investigated how biological cues of sex and 

social cues of gender are used and interact when people categorise others 

by gender. In the first two studies (1a and 1b) we focused on people’s 

explicit estimates of how they categorise others by gender. Specifically, 

participants were asked to rate biological and social cues of gender 

by how important they thought they were when categorising others 

by gender, and we compared which cues they considered to be most 

important. We anticipated that participants would estimate biological 

cues of sex to be more important than social cues of gender, given the 

pervasive societal norm about gender still being binary and biologically 

essentialised. In the latter two studies (2a and 2b) we first focused on 

participants’ actual behaviour during a gender categorisation task where 

we combined biological cues (faces) with social cues (shoes). Then we 

asked participants to estimate to what extent they used the biological 

or social cue during the gender categorisation task. We were thus able 

to compare their actual behaviour (more implicit measure) to their self-

reflection on the way they categorise individuals (explicit measure). In 

the final study (2b), we also compared participants’ attention to different 

stimuli (measured with eye-tracking) to their behaviour, to get more 

insight into the underlying processes of their gender categorisation.
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 Additionally, in Studies 2a and 2b, we researched how social 

context may affect participants’ gender categorisation, to see under 

which conditions social cues are most likely to override biological cues. 

Specifically, we investigated how participants’ categorisations differed 

in different contexts, where (binary) gender categorisations were 

portrayed as more or less important. 

Study 1a

Method

Participants

 Based on a power analysis, our final sample (N = 84) consisted 

of a majority of female (71.43%), heterosexual (71.43%), cisgender 

(94.05%), and White (90.48%) participants. 61.90% of participants were 

students recruited from KU Leuven, Belgium, while the remaining 38.10% 

were recruited from Utrecht University, the Netherlands. We found 

no differences in results between people of different demographics. 

For more information about our participant sample, including power 

analysis, for all our studies, see Supplementary Information.

Materials

 Measures.

 Importance of features. To measure how important participants 

thought certain features of a person were when categorising others 

according to gender, we created a list that included both “biological” 

and “social” cues. We defined biological cues as occurring in the 

body and which people typically have little influence over besides 

through plastic surgery (e.g., “thick or thin lips” and “small or large 

waist”). We based our face-related items on the list of sex differences 

in facial appearance from Bruce et al. (1993) and based some of 

our body-related items on the description of sexual dimorphism of 
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body composition by Wells (2007). Social cues were forms of gender 

expression that people can easily have influence on (e.g., “presence or 

absence of make-up”, “shoes, heels or no heels”). These were entirely 

self-written, based on extensive reading of the literature about gender 

categorisation cues. On a 7-point Likert scale (1 = “Not important at all”, 

7 = “Very important”), participants rated how important they thought 

each feature was in deciding someone’s gender when they first meet a 

new person. Because these items were self-constructed, we explored the 

data from them at item level, rather than constructing scales.

Procedure

 We received ethical approval from the ethics board of our 

local Faculty of Social and Behavioural Sciences, which abides by 

APA ethical guidelines and the Declaration of Helsinki. Participants 

completed this study on Qualtrics (https://qualtrics.com/), where they 

first gave informed consent and were asked to answer all questions 

without thinking too long about their answers.  Next, participants 

answered questions regarding the importance of different features when 

categorising others in terms of gender. The items within this survey were 

randomized. There was an attention check randomly displayed among 

the different features, namely “Please choose option one”. Following this, 

they answered demographic questions. Lastly, they answered a question 

with which we checked whether they had participated in another of 

our studies within the same project1. Participants were debriefed and 

received study credit for their participation. 

Results

Importance of different features for gender categorisation

 We wanted to explore which features were rated as most 

important for gender categorisation, and whether those features 

were biological or social. We explored this in two stages. First, we ran 
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a Friedman test to reveal the ranks of each of the cues (see Figure 1). 

We found that the cues that were ranked most important (“presence 

or absence of facial hair” and “presence or absence of breasts”) were 

both biological features, suggesting that biological features may be 

considered more important for gender categorisation than social 

features. The highest-ranking social features were not far behind, 

showing that participants rated both biological and social features as 

important, and were “shoes, heels or no heels” and “bottom, skirt or 

trousers”. The Friedman test was overall significant (χ2(26) = 636.91, p < 

.001, W = 0.29), showing a main effect of differences between all ranks.
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Figure 1

Ranks of Each of the Gendered Features in the Friedmann Test

 Second, we ran Wilcoxon signed rank tests to see whether 

the top ranked biological features differed significantly from the top 

ranked social features. In a series of four Wilcoxon signed rank tests 

with Bonferroni correction, we compared each of the top two biological 

features with each of the top two social features. We found that both of 

the top two biological features differed significantly from both top two 

social features in how important participants considered these as cues 

for gender categorisation. Specifically, facial hair was significantly more 
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important than heels on shoes (Z = -4.79, p < .001, r = 0.52) and skirts 

versus trousers (Z = -5.44, p < .001, r = 0.59). Similarly, breasts were 

significantly more important than heels on shoes (Z = -3.83, p < .001, r = 

0.42) and skirts versus trousers (Z = -4.08, p < .001, r = 0.45). This further 

suggests that biological features are considered more important for 

gender categorisation than social features.

Discussion

 We succeeded in our goals for Study 1a, which were to make 

an inventory of social and biological cues of gender and explore which 

features would be rated as most important for gender categorisation by 

participants.

 As expected, we found a large range of importance ratings 

across both biological and social cues of gender, showing more 

variation within the biological and social feature categories than 

between them. This suggests that people view both biological and social 

features as important in determining someone’s gender. However, we 

also found that the top-rated biological cues of gender (facial hair; 

breasts) were rated as more important for gender categorisation 

than the top-rated social cues of gender (heeled shoes or not; skirt or 

trousers). This suggests that participants view biological cues overall as 

more important than social cues when reflecting on their own thought 

processes during gender categorisation.

 Given the large range of importance ratings across all features 

of gender, we wanted to explore how importance ratings of biological 

and social features would differ if we asked participants to rate them 

by category (e.g., “biological features of the body”), rather than by 

specific feature. This is thus what we explored in Study 1b, and we 

expected that biological features would be rated as more important 

than social features, overall, but that participants would still rate social 

cues as important as well. Furthermore, given that beliefs about which 
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features are most important may be related to ideological beliefs about 

gender, we also included some additional self-report items in Study 

1b. Specifically, we asked participants questions regarding their beliefs 

about gender being binary and biologically essentialised, and expected 

these beliefs to correlate with importance ratings of features. 

Study 1b

Method

Participants

 Our final sample size was N = 143. The majority of participants 

were female (81.82%), heterosexual (69.23%), cisgender (97.20%), White 

(94.41%), and Psychology students at KU Leuven (73.43%). We found no 

differences in results between people of different demographics.

Materials

 Measures.

 Importance of features. To measure how important participants 

thought certain features of a person were when categorising others 

according to gender, we asked them to rate, on a 7-point Likert scale (1 

= “Not important at all”, 7 = “Very important”) the following five features: 

“Biological facial features, such as face shape, shape of the eyes, mouth, 

chin or jaw”, “Accessories around the face, such as make-up, jewelry, or 

hairstyle”, “Biological features of the body, such as height, body shape 

or cleavage”, “Clothes, such as skirts versus trousers, high heels or flat 

shoes”, and “Facial expression or body language, such as how open or 

closed someone seems”. These items are categories that encompass 

the items from Study 1a.

 Binary gender beliefs. To measure whether participants’ beliefs 

about gender were binary (and thus biologically essentialized), we 

asked participants to rate, on a 7-point Likert scale (1 = “Completely 
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disagree”, 7 = “Completely agree”), how much they agreed with the 

following statements: “Someone born male is a man, regardless of 

whether he is wearing a dress”, “Someone born female is a woman, 

regardless of whether she is wearing a suit”, and “When I meet someone, 

I almost always think of them as a man or a woman, and rarely non-

binary”. We analysed these items separately from each other.2

Procedure

 The procedure for ethical approval, participant recruitment, 

online survey platform, and informed consent were the same as in Study 

1a. First, participants answered questions regarding the importance of 

different features when categorising others in terms of gender. Next, 

participants answered questions about their binary gender beliefs. There 

was an attention check, namely “Please choose I completely disagree”. 

All items within this survey were randomized. Following this, they 

answered demographic questions. Lastly, they answered a question 

with which we checked whether they had participated in another of 

our studies within the same project.3 Participants were debriefed and 

received study credit for their participation.

Results

Importance of different features for gender categorisation

 Following the data analysis procedure from Study 1a, we 

analysed this data in two stages. First, a Friedman test revealed the 

ranks of each of the types of cues (see Figure 2). We found that the cues 

that were ranked most important were both of the biological features, 

suggesting that biological features may be considered more important 

for gender categorisation than social features. The Friedman test was 

overall significant (χ2(4) = 63.91, p < .001, W = 0.11).



219

Figure 2

Ranks of Each of the Gendered Features in the Friedmann Test

Note. We have indicated which differences we found interesting to 

further investigate in follow-up tests with the letter “i”. We chose these 

because we wanted to compare the biological and social features of 

each area: the body and the face.

 Second, we ran follow-up Wilcoxon signed rank tests to see 

whether each of the biological features differed significantly from each 

of the corresponding social features. In a series of two Wilcoxon signed 

rank tests with Bonferroni correction, we compared biological features of 
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the body with social features of the body, as well as biological features 

of the face with social features of the face. We wanted to see whether, 

within each location (face, body), there was a significant difference 

between biological features and social features. We found that biological 

features of the body were ranked as significantly more important for 

gender categorisation than social features on the body (Z = -3.20, p 

= .001, r = 0.26). Similarly, we found that biological features of the face 

were ranked as significantly more important than social features on and 

around the face (Z = -4.28, p < .001, r = 0.36). This suggests that, when 

shown a face or a body, participants would consider biological features 

more important for gender categorisation than social features. However, 

as can be seen from the relatively small effect sizes, social features are 

considered almost as important as biological features, suggesting that 

people may view gender as both biological as well as social.

Relationship between binary gender beliefs and importance ratings of 

features

 To test whether importance ratings of any of the features 

correlated with beliefs regarding gender being binary or biologically 

essentialised, we ran a series of Spearman’s correlations (see Table 1). 

The pattern in the data indicates that importance ratings of biological 

features tended to correlate positively with these belief items, while 

importance ratings of social features did not tend to correlate with these 

belief items. This suggests that beliefs about gender being binary, or 

biologically essentialised, tend to be related to estimations of how much 

people use biological features to categorise others by gender, but not 

how much they use social features.
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Discussion

 In Study 1b, we aimed to a) investigate importance ratings of 

social and biological cues of gender by category, and b) explore how 

these importance ratings may be related to beliefs about gender.

 For our first aim we found, as expected, that participants rated 

both categories of biological features (facial, bodily) as more important 

than both corresponding categories of social features (facial, bodily) of 

gender. However, we also found that social features were rated almost 

as highly as biological features (effect sizes were small), showing 

that participants also view social features as relatively important. Our 

findings are in line with those of Study 1a, and further suggest that 

participants may view gender as partly biological and partly social.

 For our second aim, we largely found that beliefs about gender 

being binary and biologically essentialized were related to importance 

ratings of biological features, but mostly not related to importance 

ratings of social features. Our findings suggest that binary beliefs about 

gender may be related to overestimations of one’s use of biological 

features to categorise others. This aligns with the binary, biologically 

essentialized conceptualization of gender (Saguy et al., 2021). 

Estimations of how much people use social features, on the other hand, 

are mostly not affected by these beliefs. This indicates that people may 

find social features important for gender categorisation, regardless of 

their ideological beliefs about gender.

 Across both Studies 1a and 1b, we had investigated people’s 

explicit ideas about using biological and social features during 

gender categorisation. Next, we wanted to additionally explore their 

more implicit ideas by looking at their behaviour during a gender 

categorisation task. As such, in Study 2a, we aimed to explore 

participants’ gender categorisations based on biological and social 
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cues. For the biological cues, we decided to show participants images 

of faces, a type of stimulus commonly used in traditional gender 

categorisation tasks (Domen et al., 2020; Freeman et al., 2010; Kecskés-

Kovács et al., 2013; Mouchetant-Rostaing et al., 2000). For the social 

cues, we chose to show participants images of shoes. Shoes are a form 

of gender expression that participants had rated as highly important in 

Study 1a, and which is typically not highly affected by biological body 

shape (male and female feet typically only differ visibly in size while 

other differences are not easily seen with the naked eye; Luo et al., 2009). 

Thus, we wanted to explore what would happen when the information 

in the social cue differed from the information in the biological cue, for 

instance, when somebody’s biological facial features suggest that they 

are male, but their clothing is feminine. In line with results from Studies 

1a and 1b, we anticipated that participants would base their gender 

categorisations more on the biological cue than the social cue, overall 

(especially given neuroscientific evidence that faces are particularly 

attention-grabbing; Fusar-Poli et al., 2009). 

 More interestingly, we also wanted to investigate under which 

conditions the social cue may override the biological cue in people’s 

decision-making process. As such, in Study 2a, we explored the role 

of social context, whereby participants were placed in one of two 

conditions, which we based on feasible real-world scenarios. In one 

condition, participants were asked to categorise the other person 

by imagining that they were addressing them as “Mr.” or “Mrs.”, thus 

their categorisation was part of an interpersonal interaction. In the 

other condition, participants were asked to imagine addressing the 

other person by their first name, and it was implied that their gender 

categorisation was ‘private’ (thus, the other person would not know what 

gender the participant thought they were). We expected social cues to 

override biological cues more often in the interpersonal condition than 
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the private condition. This is because social cues indicate how people 

want to present themselves in interactions with others, and they may 

thus be seen as more relevant by participants in interpersonal situations 

than in private ones.

 Lastly, in order to compare participants’ behaviour with 

their own estimations of their decision-making process, we asked 

participants to indicate how much they thought they based their 

decision on the face or the shoe.

Study 2a

Method

Participants

 Our final sample size was N = 85. Participants were mostly 

female (85.88%), cisgender (100.00%), heterosexual (88.24%), and White 

(92.94%). We found no difference in results between people of different 

demographics. For more information, including power analysis, see 

Supplementary Information.

Materials

 Gender categorisation task. Participants were asked to 

imagine that they had started working in customer service for a 

shoe sales company. They imagined that their job was to video call 

customers and convince them to sign up to a newsletter, and that 

their performance would be assessed based on how many customers 

signed up to the newsletter. In each of the 180 trials, participants 

viewed a unique combination of a morphed face image and a shoe 

image and told that the customer (depicted in the face stimulus) had 

indicated buying this shoe for him/herself. Participants were asked to 

take a break every 45 trials (i.e., there were a total of three breaks), to 

avoid screen fatigue. There was no time limit for each trial. There were 
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two conditions, the interpersonal and the private conditions, each with 

a slightly different sequence of trials (see below).

 Interpersonal condition. Below the images of the face and the 

shoe, participants were asked how they would address each customer: 

as “Mr.” or “Mrs.” (and then their last name). This was thus the condition 

where we implied that participants were categorising the customer as 

part of an interpersonal interaction. On the next screen, participants 

indicated how confident they were in their gender choice (7-point 

Likert scale, 1 = “not confident at all”, 7 = “very confident”)4. At the end 

of each trial, they were given bogus, pseudo-randomised feedback 

regarding whether the participant had signed up to the newsletter or 

not. We thought that positive feedback in some trials might suggest to 

participants that they had made the ‘correct’ gender choice (i.e., in line 

with the customer’s own preferred title), thereby strengthening the idea 

that there was something at stake when they were making their choices. 

For an example of a trial, please see Figure 3.

Figure 3

Example of a Trial in the Interpersonal Condition

 Private condition. Below the images of the face and the shoe, 

participants were asked whether they thought this participant would 

sign up to the newsletter. Next, participants were asked what they 

thought the gender of the customer was (“male” or “female”). In this 
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condition, participants were told that they would address the customer 

by first name. We thus implied that the customer would not be aware of 

the participant’s gender categorisation, and thus their categorisations 

of the customer were private. At the end of each trial, participants 

indicated how confident they were in their gender choice (7-point Likert 

scale, 1 = “not confident at all”, 7 = “very confident”). For an example of a 

trial, please see Figure 4.

Figure 4

Example of a Trial in the Private Condition

 

 Face stimuli. A total of 20 face stimuli were taken from Huart et 

al. (2005). There were five faces which were 10% male and 90% female 

(very feminine), five which were 30% male and 70% female (moderately 

feminine), five which were 50% male and 50% female (ambiguous), five 

which were 70% male and 30% female (moderately masculine), and five 

which were 90% male and 10% female (very masculine). For an example 

of faces, please see Figure 5.
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Figure 5

Example of Face Stimuli

 Shoe stimuli. We selected 24 images of shoes, taken from the 

Clarks digital shoe shop (https://www.clarks.co.uk/), which we had 

piloted among 10 student participants. In the pilot, we asked participants 

to what extent they thought each shoe was typical for women or men 

(“designed for women/men”, “bought by women/men”, “suitable for 

women/men”, and “feminine/masculine”; on a 7-point Likert scale, 1 = 

“Not at all”, 7 = “Very much”). We selected three typical men’s shoes, 

which pilot participants had rated typical for men (M ≥ 5.63), but not 

typical for women (M ≤ 2.48). We selected three typical women’s shoes, 

which participants had rated typical for women (M ≥ 6.13), but not 

typical for men (M ≤ 2.28). Lastly, we selected three ambiguous shoes, 

which participants had rated relatively equally typical for men and 

women (Mdifference ≤ 1.48). Our final shoe stimuli thus consisted of three 

masculine shoes, three feminine shoes, and three ambiguous shoes. For 

an example of each shoe, please see Figure 6.
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Figure 6

Examples of Feminine, Masculine and Ambiguous Shoe Stimuli

 Gender categorisation estimates. To measure how much 

participants estimated having used each stimulus for their decision 

making during the categorisation task, we showed them the following 

items: “I used the picture of the face in my gender categorisation” and 

“I used the picture of the shoe in my gender categorisation” (7-point 

Likert scale; 1 = “Not at all”, 7 = “Very much”). We analysed these items 

separately from each other.

Procedure

 The procedure for ethical approval, participant recruitment 

and informed consent were the same as in Study 1a. Participants 

completed this study on Gorilla Experiment Builder (Anwyl-Irvine 

et al., 2018). Participants were randomly assigned to one of the two 

conditions (interpersonal or private) and completed the gender 

categorisation task. Next, participants filled in manipulation check 

items, items about task engagement, threat of misgendering, and how 

acceptable they find non-normative clothing.5 Next, they answered 

the items about gender categorisation awareness. Following this, they 

answered demographic questions regarding their gender identity, 

sexual orientation, and ethnicity. Lastly, they answered a question 

with which we checked whether they had participated in another of 
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our studies within the same project.6 Participants were debriefed and 

received study credit for their participation.

Results

Context-dependent gender categorisation

 We wanted to investigate differences in gender categorisation 

between conditions, in order to see whether the context in which one 

is categorising someone’s gender affects gender categorisation. For 

the purpose of analysis, we created a variable, ‘shoe-based gender 

response’7, and coded all gender responses that were in line with 

the gender of the shoe (e.g., participants chose “Mrs.” when shown a 

feminine shoe) as ‘shoe-based’. Conversely, we coded all trials where 

gender responses were not in line with the gender of the face (e.g., 

participants chose “Mr.” when shown a feminine shoe, not including 

ambiguous shoes) as ‘not shoe-based’. Next, we created a variable, 

‘congruence’, and categorised trials in which both the face and the shoe 

were (moderately or very) feminine/masculine as ‘congruent’, trials in 

which the face and the shoe had opposing gender information (e.g., 

feminine shoe with masculine face) as ‘incongruent’, and all other trials 

which included a gendered shoe (e.g., ambiguous face with feminine 

shoe) as ‘ambiguous’.

 We expected that participants would make more shoe-based 

responses (i.e., responses in line with the social feature) in the interpersonal 

condition than in the private condition. Specifically, we expected this 

difference to be present in incongruent and ambiguous trials, where 

the face and the shoe held different gender information. In order to test 

this, we ran a series of three chi-square tests (IV = condition, DV = shoe-

based gender response), one per trial type (congruent, incongruent, 

ambiguous). We found a significant difference between conditions in both 

the incongruent (χ2(1) = 132.10, p < .001, φ = 0.18), as well as the ambiguous 
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trials (χ2(1) = 22.12, p < .001, φ = 0.10), but not the congruent trials (p = 

.075), such that participants made more shoe-based gender responses 

in the interpersonal condition than in the private condition, as expected 

(see Figure 7). This implies that participants in the interpersonal condition 

gave more weight to the social cue (the shoe) and thus less weight to the 

biological cue (the face), than participants in the private condition.8

Figure 7

Percentages of Shoe-Based Gender Responses per Trial Type and 

Condition

Estimates of gender categorisation

 To test whether participants’ estimations of how much they 

used the face or shoe stimuli for their categorisation differed per 
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condition, we ran two independent-samples Mann-Whitney U tests, 

one for each item. We found that, in the interpersonal condition, 

participants reported using the face less than in the private condition 

(M1 = 6.11, SD1 = 0.91, N1 = 45, M2 = 6.63, SD2 = .67, N2 = 40, U = 1208.50, p 

= .003, r = 0.33), in line with their actual behaviour in the task. However, 

we found no significant difference between conditions in how much 

participants reported having used the shoe for their categorisation 

(M = 3.21, SD = 1.58, p = .139), even though their behaviour suggested 

that they did use the shoe more. This suggests that participants in the 

interpersonal condition may not have realized that they had given 

more weight to the shoe stimulus than participants in the private 

condition. Across both conditions, participants reported using the face 

(M = 6.35, SD = 0.84) significantly more than the shoe (M = 3.21, SD = 

1.58), as revealed by a related-samples Wilcoxon signed rank test (Z 

= 24.00, p < .001, r = 0.82). This suggests that participants thought the 

biological cue (the face) was more important than the social cue (the 

shoe) for gender categorisation, regardless of condition. This is also in 

line with the low shoe-based gender responses during the task.

Discussion

 Our aims for Study 2a were a) to explore participants’ gender 

categorisations based on a biological and a social cue, b) to investigate 

whether an interpersonal context would affect gender categorisations, 

as compared to a private context, and c) to compare participants’ 

estimations of their own decision-making with their behaviour during 

the gender categorisation task. For our first two aims, we found that, 

while participants tended to base their decisions less on the social cue 

than the biological cue, there were important differences between social 

contexts. Specifically, we compared two conditions: 1) a private context, in 

which participants categorised the other person with seemingly no social 

consequences, and 2) an interpersonal context, in which participants 
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categorised the other person for the purposes of an interpersonal 

interaction. We found that, in the interpersonal context, participants 

tended to base their decision more on the social cue than in the private 

context, as expected. We think this is because people use social cues 

(e.g., clothing) as a form of gender expression, making the social cue 

more relevant in a context where you have to use information to know 

how to correctly address someone. These findings suggest that we should 

understand gender categorisation as a tool for social communication, 

and not only a processing of information on a cognitive level. 

 For our final aim, we found that participants’ estimations of how 

much they used the biological cue differed between the private and 

interpersonal conditions, but their estimations of how much they used 

the social cue did not. Thus, though participants’ behaviour suggested 

that they used the social cue more in the interpersonal condition, they 

may not have been aware of this. This was in line with our expectations, 

since people are often not aware of their own categorisation processes 

(Rule & Sutherland, 2017) and this may be even more the case for a highly 

debated topic like gender (Cooper, 2019).

 Our findings in Study 2a indicated that a) the social cue can 

override the biological cue in participants’ decision-making during a 

gender categorisation task, in the right social context, and b) participants 

may be somewhat unaware of this. While in Study 2a we investigated 

gender categorisation in a less biologically essentialized, and more 

nuanced way than many previous studies, the gender choices we 

provided participants were still binary. In Study 2b, we wanted to 

additionally include conditions in which participants could choose from 

more than two gender categories, which is becoming more common in 

modern society (e.g., Davis, 2023). Given that we had found a difference in 

gender categorisations between the interpersonal and private contexts in 

Study 2a, we anticipated that we may also find a difference between the 
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binary and non-binary contexts in Study 2b.

 Furthermore, in Study 2b, we wanted to add another measure to 

the gender categorisation task, namely attention. Specifically, we wanted 

to explore how much attention they paid to the face and the shoe while 

making their decision, to see whether this was in line with their behaviour. 

Doing so could provide us with further insight into the processes 

underlying participants’ decision-making.

Study 2b

Method

Participants

 Our final sample size (N = 167) consisted of mostly students 

(66.47%), who were female (71.26%), cisgender (97.00%), heterosexual 

(64.67%), and White (65.87%). We recruited 37.72% of participants via 

the Utrecht University and KU Leuven student participation systems, 

while the remaining 62.28% of participants were recruited on Prolific 

(https://www.prolific.co/). We mostly recruited participants living in the 

Netherlands (41.32%) and Belgium (46.11%), to replicate our previous study 

samples. We checked for differences between participants of different 

demographics, which are beyond the scope of this chapter and can be 

found in the Supplementary Information.

Materials

 Gender categorisation task. We used the same categorisation 

task as in Study 2a, with four conditions, rather than two.

 Interpersonal, binary condition. This condition was the same as 

the ‘interpersonal condition’ in Study 2a.9

 Private, binary condition. This condition was the same as the 

‘private condition’ in Study 2a.
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 Interpersonal, non-binary condition. This condition was the 

same as the ‘interpersonal, binary condition’, except that participants 

had more than two gender choices: ‘Mr.’, ‘Mrs.’, ‘Mx.’, and ‘I don’t know’.

 Private, non-binary condition. This condition was the same as 

the ‘private, binary condition’, except that participants had more than 

two gender choices: ‘male’, ‘female’, ‘non-binary’, and ‘I don’t know’.

 Eye-tracking. We tracked participants’ eye fixations on the 

screen using a webcam-based eye-tracker, Webgazer.js (Papoutsaki 

et al., 2016). The face stimulus was located entirely on the left side of the 

screen, while the shoe stimulus was located entirely on the right side of 

the screen. Eye-tracking data from Gorilla Experiment Builder (Anwyl-

Irvine et al., 2018) records the time (in ms) that a participant fixated 

on each side of the screen: left and right. From this we extrapolated 

the percentage of time that participants spent looking at either the 

face (left) or the shoe (right), relative to each other. This gave us an 

indication of participants’ attention to each stimulus.

 Gender categorisation awareness. We included the same self-

report items as in Study 2a.

Procedure

 The procedure for ethical approval and informed consent were 

the same as in Study 1a. Participants were unable to participate on 

their phone. Participants were redirected from either the universities’ 

student participation systems, or from Prolific, to the experiment on 

Gorilla Experiment Builder (Anwyl-Irvine et al., 2018). Participants 

were asked to fill in some questions about their set-up, to check for 

differences in eye-tracking results depending on lighting (natural 

or artificial, bright or dark), device (laptop or tablet), device 

placement (on surface, on lap), and whether they wore glasses.10 Next, 

participants were randomly assigned to one of the four conditions. 
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They completed an eye-calibration where they had to fixate on five 

dots (one in each corner of the screen and one in the middle) twice 

for 10 seconds, before doing the gender categorisation task. After 

each break within the task, participants had to recalibrate their 

eyes to continue. After completion of the task, participants filled in 

the self-report measures.11 in the same order as Study 2a. Following 

this, they answered demographic questions regarding their gender 

identity, sexual orientation, and ethnicity. There were two attention 

checks throughout the surveys. Lastly, participants were debriefed and 

received monetary compensation for their participation.

Results

Gender categorisation dependent on private or interpersonal context

 Just like in Study 2a, we wanted to test whether the percentage 

of socially based (i.e., shoe-based) gender responses differed between 

the interpersonal and private conditions. We thus ran a series of three 

chi-square tests (IV = condition, 2 levels; DV = shoe-based gender 

response), one per trial type (congruent, incongruent, ambiguous), the 

same as in Study 2a (see Figure 8).
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Figure 8

Percentages of Shoe-Based Gender Responses per Trial Type and 

Interpersonal or Private Condition, Collapsed over Binary and Non-

binary Conditions

 

 As expected, and replicating our previous results, we found 

significant effects of condition on percentage of shoe-based gender 

responses in incongruent (χ2(1) = 417.44, p < .001, φ = 0.25) and 

ambiguous trials (χ2(1) = 55.85, p < .001, φ = 0.13). In both incongruent 

and ambiguous trials, the percentage of shoe-based gender responses 

was higher in the interpersonal condition, replicating findings from 

Study 2a.12 Additionally, we found a significant effect of condition on 

percentage of shoe-based gender responses in congruent trials (χ2(1) 

= 44.19, p < .001, φ = 0.08). Specifically, we found that participants made 
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higher numbers of shoe-based (and thereby also face-based, since 

trials were congruent) responses in the private condition, suggesting a 

spillover effect from incongruent and ambiguous trials.

Gender categorisation dependent on binary or non-binary context

 We wanted to explore whether giving participants more than two 

gender options to choose from (non-binary condition) would result in 

different amounts of shoe-based gender categorisations as compared 

to giving participants only two options (binary condition). We thus ran 

a series of three chi-square tests (IV = condition, 2 levels; DV = shoe-

based gender response), one per trial type (congruent, incongruent, 

ambiguous; see Figure 9).
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Figure 9

Percentages of Shoe-Based Gender Responses per Trial Type and 

Binary or Non-Binary Condition, Collapsed over Interpersonal and 

Private Conditions

 We found a small significant effect of non-binary condition 

on the percentage of shoe-based responses (and thereby also 

face-based responses, given that the two stimuli were congruent) in 

congruent trials (χ2(1) = 47.70, p < .001, φ = 0.08), suggesting another 

spillover effect. More importantly, we found a small significant effect of 

(non-)binary condition on the percentage of shoe-based responses 

in incongruent trials (χ2(1) = 28.77, p < .001, φ = 0.07). Specifically, we 
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found that participants made more shoe-based responses in the 

non-binary condition than the binary condition. We also found a small 

significant effect of (non-)binary condition on the percentage of shoe-

based responses in ambiguous trials (χ2(1) = 13.95, p < .001, φ = 0.06). 

Specifically, we found that participants in the non-binary condition 

made a higher number of shoe-based responses than participants in 

the binary condition, opposing the pattern of results for incongruent 

trials. This suggests that participants in the non-binary condition relied 

more on the gendered information in the shoe (when coupled with an 

ambiguous face) than participants in the binary condition.

 We wanted to explore why the pattern of results was different in 

incongruent than in ambiguous trials for the non-binary condition. We 

suspected that these differences may have been to do with the number 

of times participants chose the non-binary gender option in each trial 

type.13 As such, we ran a chi-square test (IV = trial type, 3 levels; DV = 

gender response, 4 levels) including only participants in the non-binary 

conditions, and found differences in type of gender response given per 

trial type (see Figure 10). The chi-square was significant (χ2(6) = 897.31, 

p < .001, φ = 0.25) and post-hoc z scores (p ≤ .050) revealed significant 

differences between all conditions. Interestingly, in incongruent trials, 

participants more often chose the non-binary gender option than in 

the ambiguous trials. This indicates that participants were more likely 

to choose a non-binary gender option when shown conflicting gender 

information (e.g., a masculine face and a feminine shoe) than when 

shown an ambiguous face and a gendered shoe. This is likely part of 

why we found a different pattern of results for trials in which there was 

conflicting information (incongruent trials) versus trials in which there 

was ambiguous information.
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Figure 10

Percentages of Gender Choices Selected per Trial Type

Eye-tracking: Relationship between condition and attention to each 

stimulus

 We explored whether participants’ attention to the social and 

biological cues of gender matched their behaviour, in that they paid 

more attention to the social cue (the shoe) than the biological cue 

(the face) in conditions where they made more socially based gender 

responses. We thus tested whether the percentage of time looking at 
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the shoe relative to the face differed between conditions. We chose 

this, rather than testing for differences in time spent looking at the shoe 

(in ms) and the face (in ms), to be able to make direct comparisons 

between behavioural data (which is in percentages) and attention data. 

Furthermore, we wanted to make sure our results were not confounded 

by total time looking at both stimuli (in ms), which we had found to differ 

between conditions.14

 We thus tested, in a one-way ANOVA, whether the percentage 

of time spent looking at the shoe (relative to the face) differed between 

the four conditions (interpersonal binary, private binary, interpersonal 

non-binary, and private non-binary). We found a significant main 

effect of condition (F(3,30051) = 69.55, p < .001, ηp
2 =  .01). A Tukey 

post-hoc test showed that participants spent more time looking at 

the shoe in conditions where they tended to make less shoe-based 

gender responses (see Figure 11). Specifically, we found that participants 

looked at the shoe the least in the interpersonal, non-binary condition 

(significantly different from all other conditions, ps < .001). Participants 

looked at the shoe the most in the private, binary condition (significantly 

different from all other conditions, ps < .001). Participants in the 

interpersonal, binary and the private, non-binary conditions looked at 

the shoe to an equal extent (p = .945). This indicates that, even when 

participants do not base their decision on the social cue, they spend 

considerable time looking at it, showing that they do pay attention to it 

(see Figure 11). We think this further highlights the importance of social 

cues in gender categorisation.
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Figure 11

Percentage of Time Spent Looking at Shoe per Condition

Note. Stars (*) denote significant differences between conditions.

 In a factorial ANOVA we checked whether the effect of condition 

interacted with either the congruence of the trial, the type of face, or the 

type of shoe, but all interactions were non-significant (ps ≥ .221). This 

suggests that the effect of condition on time spent looking at the shoe 

(relative to the face) was not affected by the type of trial.15

Gender categorisation estimates

 To test whether participants reported using the face or the shoe 

more, and whether this differed between conditions, we ran a related-
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samples Wilcoxon signed rank test. This (Z = 587.50, p < .001, r = 0.64) 

revealed that, across all conditions, participants reported using the face 

(M = 6.24, SD = 1.03) significantly more than the shoe (M = 4.43, SD = 

1.74). This indicates that participants thought the biological cue (the 

face) was more important than the social cue (the shoe) for gender 

categorisation, regardless of condition. This is also in line with their 

gender responses in the task, as well as their attention to each cue as 

revealed by the eye-tracking. 

 More interestingly, to test whether participants’ estimations of 

how much they used the face or shoe stimuli for their categorisation 

differed per condition, we ran two independent-samples Kruskall-

Wallis tests, one for each item. These revealed no significant differences 

between conditions in how much participants reported using the face or 

the shoe (ps ≥ .157). This suggests that participants may not have been 

aware that they used the face less or the shoe more in the interpersonal 

and non-binary conditions.

Discussion

 Our aims for Study 2b were a) to replicate findings from 

Study 2a regarding the effect of interpersonal versus private context 

on gender categorisation, b) to additionally explore the effect 

of binary or non-binary context on gender categorisation, c) to 

explore participants’ attention to social and biological cues using 

eye-tracking, and d) to replicate findings from Study 2a regarding 

participants’ own estimates of their decision-making processes during 

gender categorisation.

 For our first aim, we found, just as in Study 2a, that participants 

based their gender categorisations more often on the social cue in 

the interpersonal context than the private context. This was the case 

regardless of whether the participant was shown binary or non-binary 
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gender options to choose from. This highlights the robustness of the 

effect of interpersonal context on gender categorisation based on both 

social and biological cues.

 For our second aim, we found a small and less robust effect of 

non-binary context, as compared to binary, on gender categorisation. 

Specifically, providing participants with non-binary gender options 

seemed to be related to a higher number of shoe-based gender 

responses in ambiguous trials, and lower numbers of shoe-based 

gender responses in incongruent trials. When exploring this further, 

we found that participants tended to select the non-binary gender 

choice more often in incongruent trials than ambiguous trials, partly 

explaining these results. It thus seems that participants tend to assume 

that someone is non-binary more often when provided with conflicting 

gender information (e.g., masculine face and feminine shoe). As such, 

the “non-binary” gender option may represent “something in between 

male and female” in people’s minds. On the other hand, when provided 

with an ambiguous face and a gendered shoe (e.g., feminine shoe), 

participants tended to rely more on the gender information in the shoe 

and select a binary gender choice. While these effects were somewhat 

smaller than the effects of interpersonal context (as compared to 

private context) on gender categorisation, they do suggest that a non-

binary context (i.e., where a non-binary gender option is provided) 

affects how people categorise by gender. This further highlights how 

gender categorisation can be based on context and hence, is a social 

performance besides a cognitive process.

 For our third aim, our eye-tracking results revealed that 

participants looked at the social cue the longest in conditions where 

they tended to base their decision less on the social cue. This suggests 

that, even when participants ultimately base their gender categorisation 

on the biological cue, they are paying attention to the social cue, 
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perhaps more so than when they base their decision on the social 

cue. This highlights that people take the social cue into substantial 

consideration, even though they base their final decision on the 

biological cue.

 Furthermore, just as in Study 2a, we found that participants 

did not report using the social cue (the shoe) more for their decision-

making process in the conditions where they actually did use it more. 

Additionally, unlike in Study 2a, participants also did not report using 

the biological cue (the face) less in conditions where they did, in fact, 

use it less. However, our eye-tracking results also provide us with more 

insight as to why this might be, given that we found that participants 

tended to look at the social cue more (and thus the biological cue less) 

in conditions where they tended to base their decision on the social cue 

less (and thus more on the biological cue). As such, participants who 

based their decision less on the social cue may judge that they used the 

social cue to come to their decision, since they paid attention to it (for 

an overview of results, see also Figure 12).

General Discussion

 Across four studies, we investigated to what extent people use 

biological (e.g., facial structure) and social (e.g., clothing) information 

to decide the gender of people they encounter. Doing so provided us 

insight into what participants consider to be defining characteristics 

of people’s genders and thus engage with the current public debate 

around gender (Cooper, 2019). In the first two studies, we investigated 

gender categorisation in a more abstract way, by asking participants 

to imagine meeting a new person and to reflect on how they decide 

the gender of that person. In the latter two studies, we did so in a more 

concrete way, by asking participants to categorise people by gender, 

based on a picture of a face and a shoe. Throughout four studies, our 

central aim was to investigate how people use biological and social 
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information to categorise by gender, both explicitly (self-report, all 

studies) and implicitly (behaviour in a gender categorisation task, 

Studies 2a and 2b; attention to stimuli, Study 2b). Furthermore, to 

better understand under which conditions social information may 

override biological information during gender categorisation, we also 

manipulated social context based on real-world gender-inclusive 

language initiatives (Studies 2a and 2b). For a visual representation of 

the themes of each study, how they relate to one another, and our main 

findings, please see Figure 12.

Figure 12

Visual Representation of the Research Themes, Dependent Variables 

and Main Findings in this Chapter

Explicit and implicit measures of gender categorisation

 As per our main aim, we were able to gain a better 

understanding of people’s explicit estimations about the type of 

information (biological and social) they use to understand someone’s 

gender and compare this to their behaviour and attention during a 
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gender categorisation task, which represents a more implicit measure. 

Specifically, we found that, overall, participants judged biological 

information to be more important for determining someone’s gender 

than social information. We found this when we asked participants 

to rate specific features (e.g., presence or absence of a beard; 

Study 1a), when we asked participants to rate categories of features 

(e.g., biological features of the face; Study 1b), as well as when 

we asked participants to reflect on their own behaviour during a 

gender categorisation task (Studies 2a and 2b). This was in line with 

our expectations and the societal narrative, in which gender is still 

largely portrayed as a biologically essentialized concept (Fine, 2017). 

However, we also found, across all studies, that participants did not 

rate social cues of gender as unimportant, showing that people to 

some extent view social expression (e.g., clothing) as another defining 

characteristic of gender. This highlights that the way people use 

information to determine someone’s gender may be somewhat more 

nuanced than the polarized societal debate around gender would have 

us believe (Cooper, 2019).

 A strength of the studies in this chapter is that we investigated 

how people use biological and social information for gender 

categorisation, both explicitly and more implicitly. Our results also 

show why it is important to investigate both. Specifically, in Studies 

2a and 2b, we found that participants used social information more 

in certain conditions than others but did not report doing so. This 

highlights that people are not always aware of their own thought 

processes (Rule & Sutherland, 2017). Furthermore, our eye-tracking 

findings (Study 2b) also provided further insight into participants’ 

thought processes during gender categorisation. Specifically, we found 

that in conditions where they ultimately based their decision on the 

biological information, they looked at the social information for longer. 
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We thus show that investigating gender categorisation from different 

angles, using different measures, can provide a more complete picture 

of how people process gendered information about a person. 

Gender categorisation and social context

 To give us further insight into the conditions under which social 

information may override biological information, we also manipulated 

social context during the gender categorisation task. Specifically, we 

were inspired by real-world gender-inclusive language initiatives 

(Davis, 2023; Merriam-Webster, n.d.) and wanted to know how those 

may affect gender categorisation. As such, in Studies 2a and 2b, 

participants either imagined addressing people in a gendered way 

(using titles: ‘Mr.’ or ‘Mrs.’) or addressing them by their first name. 

These are realistic scenarios, since we often have to make a decision 

about someone’s gender in order to be able to address them formally 

in daily life. Furthermore, in Study 2b, we added two further conditions, 

in which participants could additionally choose from non-binary 

gender options (e.g., the gender-neutral title ‘Mx.’). We are currently 

seeing an increase in gender-inclusive language initiatives, such as 

gender-neutral pronouns (Sendén et al., 2021), highlighting a shift in 

the social narrative surrounding gender and gendered language. While 

it is not yet common to use non-binary language everywhere, these 

kinds of initiatives have been gaining considerable media attention 

(e.g., Hawkins, 2022; McGann, 2017; Swerling, 2023), making this a 

timely topic that participants have also likely heard about. We found 

differences in gender categorisations between the different social 

contexts, whereby social information more often overrode biological 

information when participants had to address the other person in a 

gendered way, or when we provided them with non-binary gender 

options. This highlights that people may process social and biological 

information differently depending on the situation they are in.
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Limitations

 While the studies in this chapter explored gender categorisation 

in a novel way, beyond the binary (and thus biologically essentialized) 

narrative, the research presented here was only a start. There were thus 

a number of limitations that should be addressed in future research.

 First, throughout our studies, we measured participants’ own 

estimations of how they categorise others by gender and their actual 

behaviour during a gender categorisation task but did not include all 

conditions in all our studies. For instance, while in our latter two studies 

we manipulated social context and investigated how this affected 

participants’ behaviour, we did not manipulate social context in our 

first two studies (which were self-report). Thus, we were missing some 

comparisons between explicit and implicit measures depending on 

different social contexts.

 Second, and relatedly, in our latter two studies we compared 

participants’ behaviour in a gender categorisation task with their own 

retrospective reflection of the type of information they used during 

the task. We found that participants’ reflections did not match their 

behaviour. However, we investigated this in a between-subjects 

design. If we had investigated this in a within-subjects design (where 

participants would have been in both/all conditions), participants may 

have been better able to judge how they make decisions in different 

contexts (because they would have been able to compare their choices 

across conditions).

 Third, while we asked participants about many different 

biological and social features in Studies 1a and 1b, in our latter two 

studies (2a and 2b) we only used one type of biological cue (faces) and 

social cue (shoes). Comparing many different types of cues was beyond 

the scope of these studies but would be useful for testing the robustness 
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of our effects. Specifically, it is well-documented that faces are treated 

preferentially in the brain (Fusar-Poli et al., 2009), meaning other types 

of biological cue (for instance, bodies or body parts) may be more easily 

overridden by a social cue. Similarly, some social cues may be more or 

less salient than shoes. We selected shoes as our social cue because 

participants in Study 1a had indicated finding this the most important 

feature, and because feet shapes vary less between biological sexes 

(Luo et al., 2009) than other body parts.

 Last, while the use of eye-tracking was a strength of this study, 

as it allowed us to explore participants’ attention to different stimuli in 

different conditions, the type of eye-tracking we used may have been 

a limitation. Due to the covid pandemic and having to conduct our 

experiments online, we used an online eye-tracking measure (Anwyl-

Irvine et al., 2018), which was noisier and somewhat more limited than 

an eye-tracker in a more controlled environment, such as a laboratory. 

This restricted what we could do with the data, such that we only explored 

which stimulus participants looked at for longer, overall. Eye-tracking 

in a more controlled environment may help researchers investigate 

eye-movements between stimuli, which could give an indication of how 

they are processing the gendered information. For instance, many eye 

movements between stimuli could indicate that participants are relying 

less on their visual working memory and are thus perhaps more unsure of 

how to use the visual information (Somai et al., 2020).

Implications

 There are both theoretical, as well as practical, implications of 

the research presented in this chapter. Our findings reflect a change 

in the gender narrative, which we currently see happening around 

us (Pun et al., 2017), whereby the binary conceptualization of gender 

is being brought to question. We show that gender categorisation is 

adaptive depending on social context, and that both biological and 
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social information are used when categorising others by gender. This 

has theoretical implications for how we understand gender as a social 

category, and how we should study gender in social psychology, that 

is, beyond the binary conceptualization that is still most common in 

research as of date.

 Furthermore, we have shown that participants use social 

and biological information differently to determine people’s genders 

depending on social context, whereby our contexts were inspired by 

real-world gender-inclusive language initiatives. We have seen an 

increase in gender-inclusive initiatives in society (Pun et al., 2017), fueled 

by the societal debate around gender conceptualization (Cooper, 2019). 

Our results suggest that real-world gender-inclusive policies can affect 

how we perceive and interact with others in daily life.

Conclusion

 The gender binary is the view that humans all fit into one of two 

categories, men and women, that these categories are biologically 

meaningful, and that this view is natural and unmalleable (Hyde et 

al., 2019). Across four studies, we showed that participants do not view 

biological information as the only important factor in determining 

someone’s gender; rather, they also view social information (e.g., 

clothing) as important. Furthermore, we show that their gender 

categorisations may be adaptive to the social context. We also show 

how explicit and implicit measures can be used together to better 

understand the underlying processes of gender categorisation. We 

conclude that it is important for future social psychological research to 

study gender beyond the binary view, and for policymakers to consider 

that gender may not be either biological or social, but both.
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Footnotes

1 We also performed all tests excluding participants who had participated 

in a previous study of the same project but found no different results. We 

thus decided to include them.

2 We also included an item (“When I meet someone new, I almost always 

know their gender just from looking at them”) as an assumption check, 

which was passed; the results of this can be found in the Supplementary 

Information.

3 We also performed all tests excluding participants who had participated 

in a previous study of the same project but found no different results. We 

thus decided to include them.

4 Confidence data were used to see how engaged participants were in 

different conditions. For brevity, we have included the results of this data 

in the Supplementary Information.

5 For brevity, the results of these can be found in the Supplementary 

Information. Importantly, we found our manipulation checks to be 

successful, and that participants were engaged during the task.

6 We also performed all tests excluding participants who had 

participated in a previous study of the same project (N = 9) but found no 

different results. We thus decided to include them.

7 We also created a variable, ‘face-based gender response’, and coded 

all gender responses that were in line with the gender of the face (e.g., 

participant chose “Mrs.” when shown a feminine face) as ‘face-based’, 

similarly to the ‘shoe-based gender response’ variable. We conducted all 

of the same analyses with the ‘face-based’ variable and found the same 

results as for the ‘shoe-based’ variable. For the purposes of conciseness 

of the chapter, we have included those analyses in the Supplementary 

Information.
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8 We also checked for differences in gender categorisation between trials 

with different faces, to see how the type of face we showed affected 

participants’ gender choices. We found that participants tended to 

default to the male gender choice more often than the female gender 

choice, particularly for ambiguous faces. These results are beyond 

the scope of this chapter but can be found in the Supplementary 

Information.

9 Data regarding how confident participants were in their gender choice 

can be found in the Supplementary Information, just as for Study 2a. 

As an additional measure of confidence, we also explored how long 

participants looked at the stimuli before making their decision, since 

longer duration would suggest more hesitance. For brevity, these results 

can also be found in the Supplementary Information.

10 Descriptive statistics of these can be found in the Supplementary 

Information. We only included participants with an acceptable set-up for 

the eye-tracking. All other participants were prevented from taking part.

11 Data about manipulation checks, task engagement, threat of 

misgendering and acceptance of non-normative clothing can be found 

in the Supplementary Information. The manipulation checks were passed, 

participants were found to be engaged, and we found no interesting 

relationships between task responses and gender beliefs.

12 As in Study 2a, we also explored how different types of faces affected 

participants’ gender categorisations and replicated the finding that 

participants tended to default to the male gender choice more than 

other gender choices (particularly for ambiguous faces). These 

results are beyond the scope of this chapter but can be found in the 

Supplementary Information.

13 For more results regarding number of times participants chose non-

binary options, see Supplementary Information. For brevity, and because 
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of the scope of this chapter, we do not include these in the main text, but 

we found that participants chose the non-binary gender a substantial 

amount of times.

14 These results, regarding total fixation duration, further highlight how 

confident participants felt in different conditions and how engaged 

they were, and shows that the manipulation worked as intended. These 

results are beyond the scope of the chapter but can be found in the 

Supplementary Information.

15 Additionally, we also explored participants’ attention to each type of 

face or shoe stimulus, and found, as one would expect based on the 

literature, that participants looked the longest at stimuli with carried 

ambiguous gender information. For brevity, these results can be found in 

the Supplementary Information.
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 The central goal of this dissertation was to investigate commonly 

held assumptions about the gender binary and the societal shift 

away from a strictly binary system. The gender binary is the view that 

humans all fit into one of two categories, men and women, that these 

categories are biologically meaningful, and that this view is natural 

and unmalleable (Hyde et al., 2019). Our society (in the Netherlands 

and generally in the Westernised world) is set up in a gender binary 

way. For instance, a binary gender is shown on our official identification 

documents with few exceptions. However, in recent years, a shift has 

been occurring whereby more genders are now being recognised legally 

(Ryan, 2018), in everyday language (Bradley et al., 2019; Gustafsson 

Sendén et al., 2015), physical spaces that we frequent (Bovens & 

Marcoci, 2023) and fashion (Kim et al., 2022), to name a few.

 There are a number of assumptions that are commonly 

held about how or why the gender binary is being maintained. 

Specifically, that the gender binary is natural to humans and thus 

hard to move away from, or that the gender binary is helpful to us 

for social categorisation purposes. I have discussed these in the 

General Introduction to this thesis, including how this dissertation 

collects evidence to examine the validity of these assumptions. In this 

chapter, I focus on the generally held assumptions regarding the shift 

away from the gender binary. In particular, I focus on assumptions 

that practitioners may hold. I challenge, based on research evidence 

provided in my dissertation, the notion that implementing gender-

inclusive initiatives will have few positive and many negative effects. 

For more on these assumptions, and particularly for readers who 

are themselves practitioners, see the Practical Implications section 

within this chapter.1 There is also a Dutch version of these practical 

implications in the ‘Nederlandse Samenvatting’.
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 Below, I summarise the most important finding from each 

chapter, focussing also on what this finding means, practically speaking, 

for practitioners looking to take steps away from a strictly binary gender 

system. Next, I dive into the practical and theoretical implications of 

the findings in this thesis. Last, I discuss the limitations of the studies 

reported in this thesis and consider directions for future research.

Part 1: Gender-Inclusive Initiatives

 In Part 1 of this dissertation, which includes two chapters, I 

focused on gender-inclusive initiatives, the discussions about them 

that I was reading in the media and online, and what positive impacts 

gender-inclusive initiatives might make to society as a whole.

 In Chapter 2, I investigated communication about gender-

inclusive initiatives from both the perspective of those who engage in 

online discourse about this topic (the ‘writers’), as well as those who 

may read the online discourse (the ‘readers’). One important finding 

was that beliefs about gender being binary and negative opinions about 

gender-inclusive initiatives may be perpetuated online by a small, 

threatened minority (the ‘writers’). On the other hand, the people who 

read these online opinions (the ‘readers’) may often not agree with 

them, but also do not feel strongly enough to engage in the discussion 

themselves. Thus, the online discourse about gender-inclusive initiatives 

may be skewed to reflect the opinions of a minority who are against 

such initiatives. In this chapter, I concluded that we may thus not want 

to give too much weight to the views expressed in online discourse when 

considering whether or not to implement a gender-inclusive initiative.

 In Chapter 3, I went beyond the current focus in the literature on 

benefits of gender-inclusive initiatives on non-binary and transgender 

people. Specifically, I examined whether and how such initiatives may 

also have hidden benefits for cisgender men and women, by reducing 
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gender stereotypes in the labour market. One of the current obstacles 

to men entering women-dominated jobs and women entering men-

dominated jobs are gender stereotypes about job suitability for each 

gender. In this chapter, I found that gender-inclusive initiatives may 

impact beliefs about these stereotypes, which is beneficial for all of 

society because it may lead to decreased gender discrimination in the 

labour market and beyond.

Part 2: Gender (Self-)Categorisation

 In Part 2 of this dissertation, which includes three chapters, I 

focused on how we currently understand gender and how this may 

change if the societal narrative around gender shifts away from a binary 

view. To do so, I investigated both how we see and categorise our own 

genders as well as those of other people.

 In Chapter 4, I investigated how people self-categorise in terms 

of gender, and whether those self-categorisations better fit a binary or 

a non-binary model of gender. I also investigated the consequences of 

identifying in a non-binary way for various social well-being measures, 

including feelings of societal inclusion, self-esteem, life satisfaction and 

general affect. Importantly, I found that a large group of participants 

self-categorised in a non-binary way, meaning they indicated 

identifying with both men and women, with neither, or identifying with a 

third gender. All these people also indicated having lower social well-

being than the group who self-categorised in a ‘binary’ way. In this 

chapter, I concluded that the move away from a strictly gender binary 

system could benefit a large number of people by aligning better with 

their self-views, thus increasing their social well-being, particularly 

their feelings of societal inclusion. Thus, the shift in the gender narrative 

may be justified in that it represents how many people feel about their 

own gender and avoids adverse effects on their well-being due to the 

adherence to a strictly binary gender system.
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 In Chapter 5, I extended the findings of Chapter 4, regarding gender 

self-categorisation, by measuring this implicitly using a reaction-time 

task. Additionally, I explored implicit categorisations of others and related 

these to people’s self-categorisations. Importantly, this data corroborated 

findings from Chapter 4, such that I found that many people also self-

categorise in gender non-binary ways when we measure this using an 

implicit measure, which is less prone to social desirability. Additionally, 

I found that the way people categorise others is also not strictly binary, 

which provided first evidence that we may not struggle to understand 

others’ genders if gender boundaries become more blurred (i.e., less strictly 

binary). This provided a foundation for the research in Chapter 6.

 In Chapter 6, I further delved into how people categorise others 

by gender, in terms of what biological and social information they use to 

do so, and how this may be affected by changes in the gender narrative. 

Importantly, I found that participants very often used social markers of 

gender, such as clothing, to understand other people’s genders. This fits 

a non-binary idea of gender (whereby gender is socially constructed 

rather than entirely biological). Furthermore, in this Chapter I asked 

participants to imagine working for a company which either had a gender 

binary policy, whereby “Mr.” and “Mrs.” were used in communication, or 

a less binary policy, whereby more gender-neutral language was used 

in communication. I found that the less gender binary policy affected 

participants’ gender categorisations, such that they used more social 

information for their categorisation. This highlights how a move away 

from a strictly gender binary system may affect how people perceive and 

interact with others and gives us insight into what is ahead as we further 

shift away from a gender binary system.

Practical Implications: Breaking Down Common Assumptions

 Since the end of my contract as a PhD student, I have taken a 

step away from academia and now work as a researcher in the field. In 
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my work, I speak to practitioners on a regular basis, for instance human 

resources managers, diversity and inclusion officers, and government 

officials. When I tell them about the topic of my PhD, there are a number 

of assumptions that some practitioners tell me about, which I believe my 

dissertation can provide some evidence against.

 First, practitioners are sometimes afraid to implement gender-

inclusive initiatives because they fear that their organisation may face 

backlash. Certainly, the narrative around these initiatives can often be 

negative, but, as I also show in Chapter 2 of this thesis, the narrative may 

be skewed because the discourse is dominated by people who feel very 

negative about gender-inclusive initiatives. There are also many people 

who do not express their views very forcefully but may feel positive 

about changes to the gender narrative, in particular people who feel 

they do not fit into strict binary categories themselves (which constitute 

a large percentage of people; Chapter 4).

 Relatedly, some practitioners express that nobody at their 

organisation is non-binary, or in need of gender-inclusive policies or 

initiatives. Alternatively, they may assume that only a tiny minority 

of people would benefit from such initiatives, and thus their money 

is better spent in other domains. As I show in Chapter 4 of this 

dissertation, one may be surprised how many people do not see 

themselves as strictly binary: estimates vary between a third and a 

half of people, in other words, this is not a small minority. Furthermore, 

gender-inclusive initiatives may be beneficial for the well-being of an 

organisation’s employees who don’t entirely ‘fit’ the binary. Moreover, 

there are hidden benefits of gender-inclusive initiatives for those who 

do ‘fit’ the binary (i.e., cisgender men and women), such that they 

may decrease gender discrimination in organisations by reducing 

stereotypes about job suitability (Chapter 3). This may help with 

attracting and retaining more talent.
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 Third, practitioners sometimes express hesitation to implement 

gender-inclusive policies or initiatives because they fear that people 

will find this change difficult, thus costing a lot of time and effort which 

could be better spent elsewhere. However, as shown in Chapters 

4-6, people already do not see gender as entirely binary, even in the 

current, rather strict, binary system. Specifically, in Chapter 6, I showed 

that a gender-inclusive organisational policy was not too difficult for 

participants to adapt to (as shown by their behavioural responses in the 

task). Furthermore, in Chapter 3, I found evidence of gender-inclusive 

initiatives affecting people’s beliefs almost immediately after the 

manipulation. This adaptability suggests that people may not have that 

much trouble with changes to the gender narrative.

 In conclusion, moving away from a gender binary system may 

feel like attempting to square the circle: an impossibly difficult task. 

However, many of the findings in this thesis challenge this notion. 

The take-away that I would like practitioners to remember from this 

thesis is that gender-inclusive initiatives may be beneficial for their 

organisations, and are likely to have fewer and less severe negative 

effects than they might fear.

Theoretical Implications

 In Part 1, the main theoretical contribution is highlighting how 

social psychological literature and methods can add to an existing field 

of study, in this case, gender. There are two unique contributions that are 

made possible by seeing gender through a social psychological lens, 

which I describe below.

 Specifically, in Chapter 2, I used an understanding of social 

psychological threat to uncover what may be driving negative online 

discourse about gender-inclusive initiatives. In social psychology, 

threat is often seen as the underlying source of resistance to change, 
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because people tend to find comfort in the current system, even when 

this system is not beneficial to them (Jost & Van der Toorn, 2012). 

Specifically, I used a social psychological framework of threat while 

observing behaviour in online comments sections and found that people 

who leave negative comments may be communicating their feelings of 

threat. People do not intend to communicate their feelings of threat; in 

fact, they may not be aware of their own threat (Seery, 2013). Thus, their 

hidden communications of threat may not be picked up on without an 

understanding of social psychological theory (Morgenroth & Ryan, 2021). 

Importantly, picking up on threat that people may be feeling can give 

us a better understanding of why they show resistance to change in the 

gender narrative, and insights into how to reduce threat to decrease 

resistance (Scheepers & Ellemers, 2019).

 In Chapter 3, I used a social psychological lens by thinking about 

how majoritised group members (in this case, cisgender men and 

women) may also be positively affected by including the minoritised 

group (non-binary and transgender people). Specifically, I investigated 

whether a gender-inclusive initiative may reduce sexist beliefs, which 

is linked to lower discrimination, as compared to a gender-binary 

initiative. Much of the research conducted in the broader, cross-

disciplinary field of ‘gender beyond the binary’ has a strong focus on 

the minoritised group (Gibson & Fernandez, 2018; Richards et al., 2017). 

This is invaluable, but in order for initiatives to be successful it is also 

essential to study the majoritised group and how to increase support 

from them (e.g., Mallett et al., 2008). This focus on the majoritised group 

can thus form an important social psychological contribution to the 

field, by strengthening our understanding of how to increase support for 

gender inclusion.

 In Part 2, on the other hand, rather than using a social 

psychological lens to add to the broader field of gender studies, I added 
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to social psychological theory by questioning common assumptions 

about gender. I believe that, as academics, we must be aware of our 

own assumptions when conducting research and (at least occasionally) 

challenge them. I describe examples of how I did so below.

 One such assumption is that people only identify with their 

own explicit gender identity, and not others. For instance, if we want to 

measure the gender identification of someone who has indicated being 

a woman, we should only ask her how much she identifies with being a 

woman (e.g., van Breen et al., 2017). In Chapters 4 and 5, I showed that 

adding extra gender options to questions about self-identification (or 

trials in a reaction time task), affected our data by showing a much 

broader diversity in how people self-identify in terms of gender, as 

compared to asking about fewer (or one) gender categories. This is 

a contribution to social identity theory (Turner et al., 1987), which is 

sometimes overly simplified in terms of the group identities studied. 

Thinking about people, even those who are seemingly “just” men and 

women, as diverse in terms of gender group identities (or as having 

multiple group identities, Wong et al., 2022), affects outcome variables 

such as well-being (Chapter 4) and categorisation of others (Chapter 

5). Thus, we need to consider the complexity of identity more in social 

psychological research.

 A second assumption is about how we categorise others by 

gender, namely that we do so rapidly, automatically, and based 

primarily on biological information (e.g., facial structure and body 

shape). We see this assumption in psychological literature in the 

way that gender categorisation is studied: in a lab, devoid of human 

interaction, with participants looking at pictures of faces that have 

been stripped of social markers of gender (e.g., make-up, hairstyle, 

clothing; Huart et al., 2005). These kinds of experiments are very clean, 

in the sense that they do not include many distracting features, such 
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as social markers of gender, which we consider to be confounding. 

However, they are also far from realistic, since we typically categorise 

others during interpersonal interaction: in a social context, wearing 

make-up, clothes and communicating with our body language 

(i.e., using social gender markers). In daily situations, we may even 

update our categorisation of someone based on new information. 

In Chapter 6, I showed that, if you add additional gender markers as 

well as manipulate the social context in which you measure gender 

categorisation, this affects the choices participants make when 

deciding someone’s gender. This adds to theory about social cognition 

(Fiske & Macrae, 2012), meaning how we understand the social groups 

of those around us, by showing how categorisation of others is affected 

by additional (non-biological) information.

 In conclusion, there are several unique contributions of this thesis 

to theory. First, this thesis contributes to gender studies theory by using 

a social psychological lens to understand the current shift in the gender 

narrative. Second, it contributes to social psychological theory by using 

a non-binary gender framework to understand how we categorise the 

self and others by gender.

Limitations and Directions for Future Research

 While this dissertation addresses a highly relevant societal topic, 

provides many practical implications, and enriches gender studies 

theory, as well as social psychological theory, some limitations need to 

be pointed out. These limitations also provide ideas for future research. I 

describe all of these below.

 First, while the research reported in this dissertation has 

important practical implications, a limitation is that much of the 

research focused on specific psychological mechanisms and effects. 

For instance, rather than studying the direct effects of implementing 
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an intervention in an organisation, I studied how participants reacted 

to hypothetical interventions that were based on real life, among a 

sample that was not directly affected by this intervention (Chapters 2, 

3 and 6). However, I also supervised various Bachelor (unpublished) 

and Master (Lemmen, 2021) student theses, where we researched 

how participants felt about real-life interventions. Although these 

studies are not reported here, they largely offered evidence confirming 

results I had found with hypothetical interventions reported in this 

thesis. A direction for future research emerging from this work is to 

design, implement and test interventions that limit feelings of threat 

and maximise support among the majoritised group, while increasing 

inclusion among the minoritised group.

 Relatedly, including research populations with a majority of 

cisgender men and women was a strength of the research in this 

thesis, because of the importance of majoritised support for initiatives 

(Mallett et al., 2008). However, this comes with a limitation with regards 

to less focus on the needs of the minoritised group in the shift away 

from a gender binary system. A specific focus on the minoritised group 

was beyond the scope of this thesis, and also comes with sampling 

challenges of a group that is difficult to access. However, if future 

researchers wish to design and test gender-inclusive initiatives, it is 

essential to put the minoritised group at the forefront: the difficulties 

that they face and their wishes for initiatives that work to be more 

inclusive of them.

 Similarly, the research was conducted in a Westernised 

context (most participants were European, some were from the U.S.), 

with a majority of White participants. Gender norms and gender 

conceptualisation are culturally and ethnically dependent (Stryker, 

2008) and thus we cannot extrapolate all findings in this thesis to 

different cultural contexts, or people of different cultural backgrounds. 
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Furthermore, while I measured identities that are known to intersect 

with gender (sexuality, race/ethnicity, disability and others), in-depth 

research into the effects of having multiple intersecting identities 

(Wong et al., 2022) was beyond the scope of this research. It is possible 

that intersecting identities affect how participants conceptualise 

gender, their opinions about gender-inclusive initiatives or their needs 

for inclusion during a shift away from the gender binary (Francis et 

al., 2022). For instance, while we know from extensive literature that 

‘colour-blind’ interventions often do more harm than good (Jackson 

et al., 2016), this may not be the case for ‘gender-blind’ interventions 

(or ‘de-gendering’, which is a more inclusive term; Morgenroth et al., 

2021). However, individuals of different ethnic groups may feel differently 

about de-gendering than White people, for instance, because it feels 

like a further erasure of identity on top of colour-blindness. An important 

direction for future research is thus to investigate the shift in the gender 

narrative in different cultural contexts and among participants with 

multiple, marginalised intersecting identities.

 Last, a limitation of the research in this thesis were the 

methodologies I was able to use. Importantly, due to the covid-19 

pandemic, use of the lab was severely limited and recruiting 

participants for in-person studies was very difficult. While I included 

diverse methodologies (surveys across all chapters; qualitative 

observational research in Chapter 2; reaction time tasks in Chapters 

3, 4 and 6; eye-tracking in Chapter 6), I was unable to run certain lab 

studies which I had planned. For instance, the research in Chapter 2 

was about social psychological threat, which I had originally wanted 

to measure using physiological measures of heart rate and blood 

pressure (Seery, 2013). This is a direction for future research, as it can 

provide important insights. Specifically, along with measuring threat 

in an implicit way, one can also use this methodology to measure 
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challenge: a different physiological state which is often considered to 

be related to support for social change, as opposed to resistance to it 

(Scheepers & Ellemers, 2019).

Conclusion

 In recent years, we have seen a gradual shift in how we 

conceptualise gender: away from a strict binary, whereby we see 

everyone as ‘men’ or ‘women’, and towards a gender spectrum whereby 

many identities exist. Through extensive research within this thesis, I 

have added to our understanding of resistance toward gender-inclusive 

initiatives, possible positive effects of gender-inclusive initiatives, and 

how we conceptualise gender for both ourselves and others. These 

insights further inform us about how we, as a society, can approach the 

current and future shift in the gender narrative, and inspire follow-up 

questions for future research.
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Footnote

1 NB: this General Discussion chapter contains all of the elements of a 

classic scientific dissertation discussion chapter, but may deviate at 

times from the classic structure of those elements. This chapter is written 

with practitioners in mind, for instance, D&I officers of organisations, and 

what they may want to take away from this thesis. 
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Supplementary Materials

All Supplementary Materials for all chapters can be found via the 

following link:

https://osf.io/cvbqs/?view_only=48c4eed9c9d64a46864e78a6c4e66b27
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Nederlandse Samenvatting

Een vierkant blok in een rond 
gat duwen: Gender buiten het 
binaire model

“Wat is je gender, wat voor 
mens wil je vandaag zijn? Wil 
je man of vrouw of liever toch 
neutraal zijn?” 

Wat is je gender – Stippenlift 
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 Het hoofddoel van dit proefschrift was om te bekijken wat 

de gangbare opvattingen zijn over het traditionele genderbinaire 

model en hoe de samenleving dit systeem geleidelijk aan begint los 

te laten. Het ‘genderbinaire’ model is het idee dat mensen in twee 

categorieën kunnen worden ingedeeld, namelijk mannen en vrouwen, 

en dat deze categorieën natuurlijk en onveranderlijk zijn (Hyde et al., 

2019). Onze samenleving, zowel in Nederland als in andere westerse 

landen, is gebaseerd op een genderbinaire structuur. Onze officiële 

identiteitsdocumenten vermelden bijvoorbeeld doorgaans een 

geslachtsaanduiding die binair is. Uitzonderingen hierop, zoals een X als 

geslachtsaanduiding, zijn zeldzaam.

 Het genderbinaire model weerspiegelt echter niet hoe veel 

mensen hun eigen genderidentiteit ervaren (Kuyper & Wijsen, 2014; Van 

Caenegem et al., 2015). Daarom lijkt het gerechtvaardigd dat er een 

verandering in de samenleving plaatsvindt. Met andere woorden, als 

veel mensen zich voelen alsof ze het spreekwoordelijke “vierkante blok” 

zijn dat in een “rond gat” wordt geduwd, is het wellicht verstandig om 

deze rigide structuren meer los te laten.

 In de afgelopen jaren hebben we gezien dat deze verandering 

steeds meer voet aan de grond krijgt, bijvoorbeeld door een grotere 

erkenning van diverse genderidentiteiten. Dit komt onder andere tot 

uiting in de wetgeving (Ryan, 2018), in alledaagse taalgebruik (Bradley 

et al., 2019; Gustafsson Sendén et al., 2015), in de fysieke omgevingen die 

we regelmatig bezoeken (Bovens & Marcoci, 2023), en zelfs in de mode 

(Kim et al., 2022). Deze veranderingen in onze samenleving roepen 

vragen op over hoe het genderbinaire model heeft standgehouden. 

Daar bestaan enkele wijdverbreide theoretische veronderstellingen 

over. Een van die veronderstellingen is dat het genderbinaire model 

iets ‘natuurlijks’ is en daardoor moeilijk te veranderen is. Een andere 

veronderstelling is dat het genderbinaire model handig is om mensen 



273

in sociale categorieën te plaatsen zodat we de sociale wereld om ons 

heen makkelijker kunnen begrijpen. Deze veronderstellingen worden 

behandeld in Hoofdstuk 1, de inleiding.

 Naast het bespreken van veronderstellingen over hoe het 

systeem in stand wordt gehouden, weerleg ik ook enkele algemeen 

aangenomen veronderstellingen met betrekking tot de verandering in het 

gendersysteem. Ik richt me met name op ideeën die professionals zoals 

beleidsmakers of diversiteitsmedewerkers soms hebben. Bijvoorbeeld, 

de veronderstelling dat het implementeren van gender-inclusieve 

initiatieven weinig positieve en veel negatieve effecten zou hebben. Ik 

betwist deze ideeën in Hoofdstuk 7, de algemene discussie, op basis van 

de onderzoeksresultaten die in dit proefschrift worden gepresenteerd.

 In deze Nederlandse samenvatting richt ik me met name op 

kernboodschappen voor professionals. Ik doe dit door de bevindingen uit 

elk hoofdstuk te belichten, die vooral voor professionals van belang zijn. Ik 

zal ook bespreken wat deze bevindingen betekenen voor de praktijk.

Deel 1: Gender-inclusieve initiatieven

 Dit proefschrift is opgedeeld in twee delen. In Deel 1 van dit 

proefschrift, bestaande uit twee hoofdstukken, heb ik me gericht op 

gender-inclusieve initiatieven. Ik heb gekeken naar discussies die ik 

hierover tegenkwam in de media en online. Ik heb ook onderzocht welke 

positieve impact gender-inclusieve initiatieven mogelijk kunnen hebben 

op de samenleving als geheel.

 In Hoofdstuk 2 heb ik online discussies over gender-

inclusieve initiatieven onderzocht. Hierbij heb ik gekeken naar 

zowel het perspectief van degenen die hun meningen hierover in 

online comments uiten (de ‘schrijvers’) als degenen die deze online 

comments mogelijk lezen (de ‘lezers’). Een belangrijke bevinding in 

dit hoofdstuk was dat negatieve meningen over gender-inclusieve 
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initiatieven mogelijk verspreid worden door een kleine, bedreigde 

minderheid (de ‘schrijvers’). Aan de andere kant zijn de mensen die 

deze online meningen lezen (de ‘lezers’) het vaak niet eens met de 

schrijvers, maar hebben zij ook geen mening die sterk genoeg is om 

zelf aan de discussie deel te willen nemen. Hierdoor kunnen online 

discussies over gender-inclusieve initiatieven een vertekend beeld 

geven van de algemene opinie hierover. In dit hoofdstuk ben ik tot de 

conclusie gekomen dat bij het beslissen of men een gender-inclusief 

initiatief wil uitvoeren, het niet verstandig is om te veel te letten op de 

meningen van mensen die online hun gedachten hierover delen.

 In Hoofdstuk 3 heb ik de focus verschoven van de gebruikelijke 

literatuur die de voordelen van gender-inclusieve initiatieven voor 

non-binaire en transgender personen benadrukt. Ik heb specifiek 

onderzocht of dergelijke initiatieven ook verborgen voordelen 

kunnen hebben voor cisgender mannen en vrouwen. Bijvoorbeeld, 

door het verminderen van genderstereotypen op de arbeidsmarkt. 

Het kan namelijk lastig zijn voor mannen om te kiezen voor banen 

waar vrouwen in de meerderheid zijn, en voor vrouwen om te kiezen 

voor banen waar mannen in de meerderheid zijn. Dit komt doordat 

sommige banen nu nog worden gezien als meer geschikt voor het ene 

geslacht dan voor het andere. Met andere woorden, banen worden 

gestereotypeerd. In dit hoofdstuk heb ik ontdekt dat gender-inclusieve 

initiatieven de manier waarop mensen denken over genderstereotypen 

meteen na implementatie kunnen veranderen. Dit zou goed voor 

iedereen zijn. Mannen en vrouwen zouden zich daardoor namelijk 

minder beperkt in hun keuzes voelen en organisaties zouden meer 

talent kunnen aantrekken, ongeacht gender.

Deel 2: Hoe wij (ons eigen en andermans) gender begrijpen

 In Deel 2 van dit proefschrift, bestaande uit drie hoofdstukken, 

heb ik me gericht op hoe we gender momenteel begrijpen en hoe dit 
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kan veranderen wanneer onze samenleving minder binair wordt. Hierbij 

heb ik onderzocht hoe we niet alleen onze eigen gender identificeren, 

maar ook hoe we de genders van andere mensen begrijpen.

 In Hoofdstuk 4 heb ik onderzocht hoe mensen hun eigen 

gender zien, en of deze zelfbeelden meer in lijn zijn met een binair of 

niet-binair model van gender. Ook heb ik gekeken naar de impact 

van een niet-binair zelfbeeld1 op verschillende aspecten van sociaal 

welzijn, zoals gevoelens van maatschappelijke inclusie, zelfvertrouwen, 

levensvoldoening en algemene gemoedstoestand. Een belangrijke 

bevinding was dat een aanzienlijk aantal deelnemers (soms zelfs rond 

de helft) zichzelf op een niet-binaire manier zag. Ze identificeerden 

zich met zowel mannen als vrouwen, of met geen van beiden, of met 

een derde gender. Deze groep ‘niet-binaire’ mensen ervoer over het 

algemeen een lager sociaal welzijn dan de groep die zichzelf op een 

‘binaire’ manier categoriseerde. In dit hoofdstuk heb ik geconcludeerd 

dat een verandering in het gendersysteem voordelen kan hebben voor 

veel mensen. Een verandering zou namelijk beter aansluiten bij hun 

zelfbeeld én positieve gevolgen hebben voor hun sociale welzijn, met 

name hun gevoelens van maatschappelijke inclusie.

 In Hoofdstuk 5 heb ik de bevindingen van Hoofdstuk 4 verder 

onderzocht door gender-zelfbeeld op een impliciete manier te meten, 

met behulp van een reactietijdtaak. Impliciete manieren van meten zijn 

namelijk minder beïnvloedbaar door sociale wenselijkheid. Ook heb ik 

gekeken naar hoe mensen het gender van anderen impliciet begrijpen. 

Een belangrijke bevinding was dat ik met Hoofdstuk 5 de resultaten 

van Hoofdstuk 4 verder kon bevestigen. Bovendien heb ik ontdekt dat 

de manier waarop mensen anderen in genders onderverdelen ook niet 

strikt binair is. Dit was een belangrijke aanwijzing dat het veranderen 

van het gendersysteem wellicht minder moeilijk voor mensen zou zijn 

dan men zou verwachten. Als mensen namelijk genders van anderen 
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nu al niet op een strikt binaire manier begrijpen, zouden ze misschien 

ook niet zoveel moeite hebben met een minder binair systeem.

 In Hoofdstuk 6 heb ik diepgaander onderzocht hoe mensen 

anderen onderverdelen op basis van gender. Ik keek hierbij naar hoe 

mensen biologische en sociale informatie gebruiken om het gender van 

een ander te begrijpen. Onder biologische informatie valt bijvoorbeeld 

iemands gezichtsstructuur en onder sociale informatie valt bijvoorbeeld 

iemands kleding. Ik heb onderzocht hoe gender-inclusief beleid 

beïnvloedt hoe mensen biologische en sociale informatie gebruiken als 

ze het gender van een nieuw persoon moeten begrijpen. Specifiek vroeg 

ik deelnemers zich voor te stellen dat ze voor een bedrijf werkten met 

ofwel een genderbinair beleid, waarbij “Meneer” en “Mevrouw” werden 

gebruikt in communicatie, of een minder binair beleid, waarbij meer 

genderneutrale taal werd gebruikt. Een belangrijke bevinding was dat 

mensen vaker sociale informatie gebruikten wanneer ze zich voorstelden 

dat ze voor het minder binaire bedrijf werkten. Met andere woorden, ze 

baseerden hun begrip van andermans gender meer op bijvoorbeeld 

kleding dan op de biologie van iemand. Dit benadrukt hoe gender-

inclusiviteit van invloed kan zijn op hoe mensen anderen waarnemen en 

met hen omgaan, en geeft ons inzicht in wat ons te wachten staat als 

onze maatschappij verder verandert.

Wat betekent dit voor de praktijk?

 Sinds het einde van mijn contract als promovendus ben ik 

overgestapt van de academische wereld naar een functie als onderzoeker 

in de praktijk. In mijn nieuwe rol heb ik regelmatig gesprekken met 

professionals uit diverse vakgebieden, zoals HR-managers, beleidsmakers, 

medewerkers van overheidsinstanties en diversiteitsmedewerkers. 

Wanneer ik hen vertel over het onderwerp van mijn proefschrift, merk ik 

dat sommigen van hen bepaalde aannames hebben waarvan ik denk dat 

mijn proefschrift wellicht tegenbewijs kan leveren.
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Ten eerste uiten sommige professionals bezorgdheid over het 

implementeren van gender-inclusieve initiatieven uit angst voor 

mogelijke weerstand binnen en buiten hun organisatie. Hoewel het 

klopt dat discussies rond deze initiatieven vaak negatief kunnen 

zijn, kan dit beeld vertekend zijn omdat de discussies grotendeels 

worden gedomineerd door mensen die sterk tegen gender-

inclusieve initiatieven zijn. Verder zijn er echter ook veel mensen die 

hun opvattingen niet zo uitgesproken uiten, maar wel positief staan 

tegenover gender-inclusieve initiatieven. Dit laat ik ook in Hoofdstuk 2 

van dit proefschrift zien.

 Verder uiten sommige professionals dat er niemand in hun 

organisatie non-binair is en dat er daardoor geen behoefte is aan 

genderinclusief beleid of initiatieven. Ze gaan ervan uit dat slechts een 

kleine minderheid van mensen zou profiteren van dergelijke initiatieven 

en dat de financiële middelen dus beter elders besteed kunnen 

worden. Het is echter zo dat een derde tot de helft van de bevolking zich 

waarschijnlijk als niet-binair ziet. Zoals ik aantoon in Hoofdstuk 4, zouden 

gender-inclusieve initiatieven voordelig kunnen zijn voor het welzijn van 

deze niet-binaire mensen. Daarnaast zijn er verborgen voordelen van 

gender-inclusieve initiatieven voor degenen die wél binnen de binaire 

hokjes passen (cisgender mannen en vrouwen dus). Gender-inclusieve 

initiatieven kunnen namelijk genderstereotypen bestrijden, bijvoorbeeld 

over de geschiktheid van banen. Dit laat ik in Hoofdstuk 3 zien.

 Ten derde aarzelen praktijkmensen soms om genderinclusief 

beleid of initiatieven te implementeren omdat ze vrezen dat mensen 

deze verandering moeilijk zullen vinden. Ze denken dus dat er voor 

medewerkers veel tijd en moeite in zou zitten om zich aan het nieuwe 

beleid aan te passen. Zoals aangetoond in Hoofdstukken 4-6, zien 

mensen gender nu al niet als iets wat volledig binair is. Verder heb ik in 

Hoofdstuk 6, door het analyseren van reactietijden en gedrag tijdens 
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het uitvoeren van een taak, aangetoond dat mensen zich best kunnen 

aanpassen aan een genderinclusief organisatiebeleid. Daarnaast 

heb ik in Hoofdstuk 3 aanwijzingen gevonden dat gender-inclusieve 

initiatieven bijna meteen na implementatie de overtuigingen van mensen 

beïnvloeden. Deze aanpasbaarheid suggereert dat mensen misschien 

niet zoveel moeite hebben met veranderingen in het gendersysteem.

 Al met al zijn veel van de bevindingen in dit proefschrift 

relevant voor professionals omdat ze gangbare aannames 

weerleggen en laten zien hoe gender-inclusieve initiatieven een 

organisatie ten goede kunnen komen. Bovendien wijzen veel van de 

bevindingen in dit proefschrift erop dat de negatieve effecten van het 

implementeren van dergelijke initiatieven minder talrijk en ernstig zijn 

dan professionals wellicht vrezen.

Conclusie

 In de afgelopen jaren hebben we een geleidelijke verandering 

gezien in hoe de samenleving over gender denkt. Hoewel we nog in een 

maatschappij leven die volgens een genderbinair model is opgesteld, 

verandert dit steeds meer. Gender-inclusieve initiatieven worden 

talrijker en er wordt steeds meer over non-binaire genders gesproken. 

Met het uitgebreide onderzoek binnen dit proefschrift heb ik bijgedragen 

aan de literatuur over weerstand tegen gender-inclusieve initiatieven, 

de positieve effecten van gender-inclusieve initiatieven, en hoe we 

gender conceptualiseren voor zowel onszelf als anderen. Deze inzichten 

bieden perspectieven over hoe wij, als samenleving, de huidige en 

toekomstige veranderingen in het gendersysteem kunnen benaderen.
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Voetnoot

1 Een niet-binair zelfbeeld is niet hetzelfde als een non-binaire identiteit. 

Sommige van de deelnemers die een niet-binair zelfbeeld hadden, 

identificeerden zich wel expliciet als vrouwen of mannen. Voor meer 

informatie, zie Hoofdstuk 4.
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