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Summary

Numerical models play a crucial role in bridging the spatial and temporal scales
between ‐ and beyond ‐ natural observations and laboratory experiments. De‐
veloping and applying numerical models provide a unique way to validate and
generate scientific hypotheses that are not immediately demonstrable via ob‐
servations. Recent advancements in instrumentation and methodologies have
significantly improved the quantity and quality of natural and laboratory ob‐
servations. Particularly, the rich observations in the Groningen gas field since
the 2012 Huizinge earthquake (ML 3.6) have stimulated booming research on
induced seismicity in this area. The dense geodetic and seismological networks
improve the measurements of ground subsidence and earthquake source prop‐
erties. The experiments conducted under in‐situ conditions on samples col‐
lected from boreholes provide important information on the physical proper‐
ties of all relevant geological layers. Given that numerical models are starting
to master homogeneous model setups, the enriched observations provide us
with an opportunity to develop and test models with more realistic heteroge‐
neous setups. In this thesis, I aim to understand how earthquake nucleation
and sequences are affected by heterogeneous material parameters and dimen‐
sions. To do so I further developed and validated (quasi‐)dynamic earthquake
sequence models from zero to three dimensions, frommillions of years to sub‐
milliseconds, and from loading due to tectonic motions, gas extraction, poro‐
elastic reservoir compaction and fluid flow. I apply the necessary ingredients
from these models to explore unique observations across a range of settings
from small‐scale laboratory experiments (Chapter 3) to large‐scale tectonic en‐
vironments (Chapter 2), and to human‐induced earthquakes in the Groningen
gas reservoir (Chapters 4 and 5).

A recurring concern amongnumericalmodelers centers on determining the op‐
timal model complexity to address their research objectives. The impact of spa‐
tial dimension reduction on results, both qualitatively and quantitatively, is a



2 Summary

common consideration. In Chapter 2, the first systematic examination of the
advantages and limitations of simplifications that eliminate spatial dimensions
in earthquake sequencemodels is presented. The quasi‐dynamic analysis spans
from3‐Dmodelswith a 2‐D fault plane to 0‐Dor 1‐Dmodelswith a 0‐D fault point.
While 2‐D or 3‐D models with quasi‐periodic characteristic earthquakes exhibit
qualitatively similar behavior to 0‐D or 1‐D models, dimension reduction quan‐
titatively influences various outcomes. Notably, increased recurrence intervals,
coseismic slip, peak slip velocities, and rupture speeds are observed. These
changes stem from the elimination of velocity‐strengthening patches, reducing
interseismic stress rates and amplifying the slip deficit. A concise theoretical
framework is developed to support this quantitative explanation. By introducing
an equivalent stressing rate at the nucleation length ℎ∗ of 2‐D and 3‐D models,
0‐D or 1‐D models can effectively replicate the recurrence intervals and related
source properties of higher‐dimensional models. Additionally, it is highlighted
that under the same resolution, 3‐D models demand significantly longer com‐
puting times than lower‐dimensional counterparts. A representative simulation
in 0‐D runs over a million times faster than in 3‐D. Consequently, dimension re‐
duction not only minimizes energy‐consuming simulations but also enhances
the efficiency of projects requiring repetitive forwardmodels. Finally, this chap‐
ter provides qualitative and quantitative guidance on economical model design
and interpretation of modeling studies.

Recent large‐scale laboratory experiments exhibit varying nucleation locations
with changing nucleation lengths, which is analogous to natural observations.
It is hypothesized that heterogeneous normal stresses play an important role.
Since fault stresses may vary significantly across variable lithologies in induced
seismicity configurations (Chapter 5) and effective normal stress significantly
impact fault strength and fracture energy, I systematically investigate the influ‐
ence of normal stress heterogeneity on earthquake nucleation and the subse‐
quent sequences in Chapter 3. Utilizing an earthquake sequence model featur‐
ing a stochastically variable, spatially heterogeneous normal stress field, analo‐
gous to a 2‐meter scale laboratory experiment, I identify five regimes of earth‐
quake nucleation and slip behaviors. These regimes are governed by the ra‐
tio of the heterogeneity wavelength (𝜆) to the nucleation length (𝐿𝑐). First, full
ruptures are observed when 𝜆 is significantly smaller than 𝐿𝑐, displaying slips
and recurrence intervals akin to those on homogeneous faults with the same av‐
eraged normal stress (termed the homogenized nucleation regime). However,
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frequent occurrences of slow slip events and partial ruptures prevail when 𝜆 is
much larger than 𝐿𝑐, wherein each earthquake’s nucleation length depends on
the local stress level (localized nucleation regime). Between these end‐member
cases, when 𝜆 approaches themagnitude of 𝐿𝑐, nucleation locationsmigrate be‐
tween low normal stress regions (LSR) and high normal stress regions (HSR).
Specifically, when 𝜆 is larger than 𝐿𝑐, earthquakes nucleate in LSRs, and HSRs
function as barriers (LSR‐preferred nucleation regime). However, HSRs and
LSRs exchange their roles when 𝜆 is smaller than 𝐿𝑐 (HSR‐preferred nucleation
regime). Interestingly, nucleation location migrates from a LSR to its neighbor‐
ing HSR in a single earthquake, when 𝜆 is between theminimum andmaximum
nucleation length of the heterogeneous fault (migratory nucleation regime). In
this case, a large amount of aseismic slip and an associated stress drop are ob‐
served in the initial LSR, which can be linked to themigration of foreshocks doc‐
umented in natural and laboratory observations. Notably, the study sheds light
on the significance of effective normal stress in modifying the seismic potential
of natural faults, especially in induced seismicity settings where human activi‐
ties impact and even control the effective normal stress distribution. These re‐
sults may be used to estimate fault stresses based on seismological and geodetic
observations of fault slips, such as foreshocks and slow slips.

Current knowledge suggests that faults in the shallow subsurface should resist
earthquake nucleation, because their frictional strength increases as slip accel‐
erates. Yet, these supposedly stable faults frequently experience earthquakes
inducedbyhumanexplorationof the subsurface. InChapter 4, I tackle this para‐
dox of induced earthquakes by simulating earthquake sequences and fault heal-
ing governedby rate‐and‐state friction onanormal fault crosscutting adepleting
gas reservoir. I demonstrate that single earthquakes can nucleate on velocity‐
strengthening faults following long‐term fault healing over tectonic timescales.
Subsequent slip on ruptured segments remains stable and aseismic. On our hu‐
man lifetimes, these ruptured segments thus form a barrier repressing future,
larger, and more destructive earthquakes. The frictional healing mechanism
during the period of tectonic inactivity increases fault strength. In this way,
the subsequent fault failure caused by induced stress accumulation could obtain
fast slips due to an adequate stress drop. The healing mechanism, governed by
the evolution parameter 𝑏 in rate‐and‐state friction, emphasizes the potential
seismicity of conventionally stable faults, challenging previous assumptions. I
quantify the corresponding potential of any fault to experience induced seis‐
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micity in terms of the required healing time to achieve a sufficient slip rate
upon fault reactivation. With a geological timescale of healing, the conven‐
tional divide between seismogenic and non‐seismogenic frictional properties
at velocity‐neutral (𝑎/𝑏 = 1) is shifted substantially to the velocity‐strengthening
side: 𝑎/𝑏 = 1.3, and at most 𝑎/𝑏 = 1.7 when dynamic weakening in form of flash
heating is considered. The nucleation characteristics on velocity‐strengthening
faults and velocity‐weakening faults also show similarities in terms of nucle‐
ation length and slip acceleration. I update the theoretical nucleation length
calculation to include the contribution of healing time. My quantification em‐
phasizes that rock layers previously deemed safe in sustainable explorations
can unexpectedly host earthquakes, making them potentially riskier than previ‐
ously presumed. Myfinding illustrates the importanceof abetter understanding
andquantification of healing rate andhealing time globally towards correctly as‐
sessing induced seismic hazard in all traditional and sustainable settings. Better
understanding and accounting for fault healingwhen assessing induced seismic
hazardsmay contribute to safer exploration of the shallow subsurface and assist
in our transition towards a society driven by sustainable energy.

I extend these generalized simulations with global relevance to build a more
realistic earthquake sequence model of the Groningen gas reservoir in Chap‐
ter 5. This model features lithology‐dependent friction and elastic parameters
obtained from laboratory experiments and seismic inversions. Combining my
findings in Chapter 4 with experimental output suggests a velocity‐weakening
Basal Zechstein layer in the overburden is potentially seismogenic, whereas the
velocity‐strengthening Slochteren sandstone reservoir becomes seismogenic
upon healing over geological times. Other over‐ and underburden layers are
expected to remain non‐seismogenic due to their low or even negative rate‐
and‐state 𝑏 parameter. This suggestion raises critical questions about which
layers will be able to nucleate earthquakes and whether the seismic rupture
can propagate into other layers. Despite highly dense recordings, seismologi‐
cal observations fail to sufficiently answer questions on earthquake nucleation
and slip locations due to measurement and inversion uncertainties. My simula‐
tions feature induced earthquakes nucleating within the velocity‐strengthening
sandstone reservoir, mostly from the top end, and rupturing across its entire
width. However, compared to the homogeneous model used in Chapter 4, a
larger pore pressure change is required due to the less efficient loading result‐
ing from heterogeneous elastic properties. Notably, no evidence of earthquakes
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nucleating within the velocity‐weakening Basal Zechstein layer is found, nor
does this layer rupture seismically. Moreover, all ruptures I have simulated
do not extend into the underburden, represented by a non‐healing, velocity‐
strengthening Carboniferous shale layer. I find that the pore pressure change
outside the reservoir is minimal, such that the stress state at the fault is far from
critical. This strong stress valley forms an efficient barrier inhibiting propa‐
gation to larger depths. On top of that, the fault segments that are velocity‐
strengthening do not exhibit healing and thus did not build up strength during
the geological timescale, which is required to trigger an adequate stress drop
upon activation. Consequently, earthquake nucleation is not expected, and dy‐
namic rupture is arrested in these areas, restricting rupture propagationmostly
within the reservoir. This reduced possibility of propagation into the under‐ and
overburden reduces the total seismic energy release and the anticipated mo‐
ment magnitude. These findings have substantial implications for estimating
maximum earthquake magnitude and defining seismic hazards in Groningen.
Given the uncertainties in parameters and fault geometry, I will build on my
currentmodel sets to test whether other factors, such as reservoir thickness and
fault offset, will allow seismic propagation into the underburden.

Lastly, the development and validation of the two code packages used in this
thesis are introduced in Chapter 6. I used Garnet in Chapters 2 and 3. This code
library has been validated in a series of benchmark problems, which compare
my simulations of fully dynamic and quasi‐dynamic sequences of earthquakes
and aseismic slip in 2D and 3D to those of others in the community. Besides
these developments based on the existing code package Garnet to model var‐
ious dimensions, scales, fluid diffusion and heterogeneous fault stress, a com‐
pletely newMATLAB code is developed from scratch to accurately accommodate
the dipping fault used in Groningen. This code is used in Chapters 4 and 5. My
code features heterogeneous stress states, frictional properties andmechanical
properties, along with the implementation of frictional healing and controlled
pore pressure change due to gas production. In summary, I provide the commu‐
nity with open access codes that simulate nucleation and dynamic earthquake
ruptures, reservoir geomechanics and fluid‐induced (a‐)seismic slips.

Overall, these chapters collectively contribute to our understanding of earth‐
quake nucleation, propagation and arrest and provide valuable insights for re‐
fining seismic hazard assessments across different scales and tectonic settings.
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In Chapter 7, I summarize the main findings and discuss potential implications
and applications ofmy findings across natural, induced and laboratory settings.
My forward models are also used to provide the physics‐based input for the as‐
similation of limited and uncertain observations, such that both earthquakes
and slow slip events canbe better forecast in synthetic studies. Finally, I propose
future research avenues and challenges that require community attention.



Samenvatting

Numerieke modellen spelen een cruciale rol in het overbruggen van de
ruimtelijke en temporele schalen tussen ‐ en voorbij ‐ natuurlijke waarnemin‐
gen en laboratoriumexperimenten. Het ontwikkelen en toepassen van nu‐
merieke modellen biedt een unieke manier om wetenschappelijke hypothesen
te valideren en te genereren die niet direct aantoonbaar zijn via waarnemin‐
gen. Recente ontwikkelingen in instrumentatie en methodologieën hebben de
kwantiteit en kwaliteit van natuurlijke en laboratoriumwaarnemingen aanzien‐
lijk verbeterd. Met name de rijke waarnemingen in het Groningen gasveld
sinds de Huizinge aardbeving in 2012 (ML 3.6) hebben intens onderzoek naar
geïnduceerde seismiciteit in dit gebied gestimuleerd. De dichte geodetische
en seismologische netwerken verbeteren de nauwkeurigheid van grondverza‐
kkingsmetingen en de bepaling van bron karakteristieken van de aardbev‐
ing, zoals hypocenterlocatie. De experimenten uitgevoerd onder in‐situ om‐
standigheden op monsters verzameld uit boorgaten informeren ons over de
fysische eigenschappen van de verschillende gesteentes. Gezien het feit dat
numerieke modellen beginnen te domineren in homogene modelopstellingen,
bieden de verrijkte waarnemingen ons een kans om modellen te ontwikke‐
len en te testen met meer realistische heterogene opstellingen. In deze scrip‐
tie streef ik ernaar te begrijpen hoe aardbevingsnucleatie en sequenties wor‐
den beïnvloed door heterogene materiaalparameters en dimensies. Om dit
te doen, heb ik (quasi‐)dynamische aardbevingssequentie modellen verder on‐
twikkeld en gevalideerd, van nul tot drie dimensies, vanmiljoenen jaren tot sub‐
millisekonden, en van belasting als gevolg van tektonische bewegingen, gaswin‐
ning, poro‐elastische reservoircompactie en vloeistofstroming. Ik pas denodige
elementen uit dezemodellen toe omunieke waarnemingen te verkennen in een
serie omgevingen van kleinschalige laboratoriumexperimenten (Hoofdstuk 3)
tot grootschalige tektonische omgevingen (Hoofdstuk 2), en tot door de mens
geïnduceerde aardbevingen in het Groningen gasreservoir (Hoofdstukken 4 en
5).
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Een terugkerende zorg onder numerieke modelleurs is het bepalen van de op‐
timale modelcomplexiteit om hun onderzoeksdoelen te bereiken. De impact
van ruimtelijke dimensiereductie op de resultaten, zowel kwalitatief als kwan‐
titatief, is een veelvoorkomende overweging. In Hoofdstuk 2 wordt het eerste
systematische onderzoek gepresenteerd naar de voordelen en beperkingen
van vereenvoudigingen die ruimtelijke dimensies elimineren in aardbevingsse‐
quentie modellen. De quasi‐dynamische analyse varieert van 3D‐modellen met
een 2D‐breukvlak tot 0D‐ of 1D‐modellen met een 0D‐breukpunt. Terwijl 2D‐
of 3D‐modellen met quasi‐periodieke karakteristieke aardbevingen kwalitatief
vergelijkbaar gedrag vertonen met 0D‐ of 1D‐modellen, beïnvloedt dimensiere‐
ductie kwantitatief verschillende uitkomsten. Met name verhoogde herhal‐
ingsintervallen, coseismische verschuiving, piekschuifsnelheden en breuksnel‐
heden worden waargenomen. Deze veranderingen zijn het gevolg van de elimi‐
natie van snelheidsversterkende patches, waardoor de interseismische snelheid
van spanningslading afnemen enhet schuiftekort toeneemt. Ik heb eenbeknopt
theoretisch kader ontwikkeld om deze kwantitatieve verklaring te onderste‐
unen. Door een equivalente snelheid van spanningstoename te introduceren op
denucleatielengte ℎ∗ van 2D‐ en 3D‐modellen, kunnen 0D‐ of 1D‐modellen effec‐
tief de herhalingsintervallen en gerelateerde bron‐eigenschappen vanmodellen
met hogere dimensies repliceren. Daarnaast wordt benadrukt dat bij dezelfde
resolutie 3D‐modellen aanzienlijk langere rekentijden vereisen dan modellen
met lagere dimensies. Een representatieve simulatie in 0D draait meer dan een
miljoen keer sneller dan in 3D. Als gevolg hiervan vermindert dimensiereductie
niet alleen energieverslindende simulaties, maar verbetert het ook de efficiën‐
tie van projecten die repetitieve voorspellendemodellen vereisen. Tot slot biedt
dit hoofdstuk kwalitatieve en kwantitatieve richtlijnen voor economisch mode‐
lontwerp en de interpretatie van modelleringstudies.

Recente grootschalige laboratoriumexperimenten vertonen variërende nucle‐
atielocaties met veranderende nucleatielengtes, wat analoog is aan natuurli‐
jke waarnemingen. Er wordt verondersteld dat heterogene normale spannin‐
gen een belangrijke rol spelen. Aangezien breukspanningen significant kun‐
nen variëren over verschillende lithologieën in geïnduceerde seismiciteitscon‐
figuraties (Hoofdstuk 5) en effectieve normale spanning de breuksterkte en
breukenergie significant beïnvloeden, onderzoek ik systematisch de invloed van
heterogeniteit in normale spanning op aardbevingsnucleatie en de daaropvol‐
gende sequenties in Hoofdstuk 3. Ik heb een aardbevingssequentie model met
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een stochastisch variabel, ruimtelijk heterogeen normaal spanningsveld, on‐
twikkeld dat analoog aan een laboratoriumexperiment op schaal van 2 me‐
ter. Daarin identificeer ik vijf regimes van aardbevingsnucleatie en schuifge‐
drag. Deze regimes worden bepaald door de verhouding van de heterogeniteits‐
golflengte (𝜆) tot de nucleatielengte (𝐿𝑐). Ten eerste worden volledige breuken
waargenomen wanneer 𝜆 aanzienlijk kleiner is dan 𝐿𝑐, waarbij verschuivin‐
gen en herhalingsintervallen worden weergegeven die vergelijkbaar zijn met
die op homogene breuken met dezelfde gemiddelde normale spanning (ge‐
noemdhet gehomogeniseerde nucleatieregime). Echter, frequente voorkomens
van trage verschuivingen en gedeeltelijke breuken prevaleren wanneer 𝜆 veel
groter is dan 𝐿𝑐, waarbij de nucleatielengte van elke aardbeving afhangt van
het lokale spanningsniveau (gelokaliseerd nucleatieregime). Tussen deze ex‐
treme gevallen, wanneer 𝜆 de grootte van 𝐿𝑐 nadert, migreren nucleatielocaties
tussen lage normale spanningsgebieden (LSR) en hoge normale spannings‐
gebieden (HSR). Specifiek, wanneer 𝜆 groter is dan 𝐿𝑐, nucleëren aardbevin‐
gen in LSR’s, en fungeren HSR’s als barrières (LSR‐voorkeursnucleatieregime).
Echter, HSR’s en LSR’s wisselen hun rollen wanneer 𝜆 kleiner is dan 𝐿𝑐 (HSR‐
voorkeursnucleatieregime). Interessant genoeg migreert de nucleatielocatie
van een LSR naar een aangrenzende HSR in een enkele aardbeving, wan‐
neer 𝜆 zich bevindt tussen de minimale en maximale nucleatielengte van de
heterogene breuk (migrerend nucleatieregime). In dit geval wordt een grote
hoeveelheid aseismische verschuiving en een bijbehorende spanningsafname
waargenomen in de initiële LSR, wat kanworden gekoppeld aan demigratie van
voorschokken die zijn gedocumenteerd in natuurlijke en laboratoriumwaarne‐
mingen. Deze studie benadrukt het belang van effectieve normale spanning bij
het wijzigen van het seismische potentieel van natuurlijke breuken, vooral in
geïnduceerde seismiciteitsomgevingen waar menselijke activiteiten de verdel‐
ing van effectieve normale spanning beïnvloeden en zelfs beheersen. Deze re‐
sultaten kunnenworden gebruikt om breukspanningen te schatten op basis van
seismologische en geodetische waarnemingen van breukverschuivingen, zoals
voorschokken en langzame verschuivingen.

De huidige kennis suggereert dat breuken in de ondiepe ondergrond aardbev‐
ingsnucleatie zouden moeten weerstaan, omdat hun wrijvingssterkte toeneemt
naarmate verschuiving versnelt. Toch ervaren deze ogenschijnlijk stabiele
breuken vaak aardbevingen dieworden geïnduceerd doormenselijke exploratie
van de ondergrond. In Hoofdstuk 4 behandel ik deze paradox van geïnduceerde



10 Samenvatting

aardbevingen door aardbevingssequenties en breukgenezing of versterking over
duizenden tot miljoenen jaren te simuleren. Dit wordt beschreven door de
wrijvingsweerstand afhankelijk van schuifsnelheid en een evoluerende breuk
toestand te maken ‐ zogenaamde rate-and-state friction ‐ en die toe te passen
op een afschuivende breuk die een leeglopend gas reservoir doorkruist. Ik
toon aan dat enkele aardbevingen kunnen nucleëren op snelheidsversterkende
breuken na breukgenezing over tektonische tijdschalen. Vervolgens kan dat
stuk geen aardbevingen meer genereren en alleen nog maar heel erg langzaam
over miljoenen jaren schuiven. Over verscheidene mensenlevens vormen deze
gebroken stukken dus een barrière die toekomstige, grotere en schadelijkere
aardbevingen onderdrukt. Tijdens de periode van tektonische inactiviteit ver‐
sterkt de breuk dankzij wrijvingsgenezing. Op deze manier kan de daaropvol‐
gende aardbeving veroorzaakt door geïnduceerde spanningsopbouw snelle ver‐
schuivingen verkrijgen vanwege een adequate spanningsafname. Het genez‐
ings mechanisme, beheerst door de evolutieparameter 𝑏 in rate‐and‐state fric‐
tion, benadrukt het potentiële seismische risico van conventioneel stabiele
breuken. Dit staat in contrast tot eerdere aannames. Ik kwantificeer het
bijbehorende potentieel van elke breuk om geïnduceerde seismiciteit te er‐
varen in termen van de vereiste genezingstijd om een schuifsnelheid te kunnen
genereren die seismische golven zal uitzenden. Met een geologische tijdschaal
van genezing wordt de conventionele scheidslijn tussen seismogene en niet‐
seismogene wrijvingseigenschappen aanzienlijk verschoven van snelheidsneu‐
traal (𝑎/𝑏 = 1) naar snelheidsversterkend (𝑎/𝑏 = 1.3), en maximaal 𝑎/𝑏 = 1.7
wanneer extreme dynamische verzwakking in de vorm van f̈lash heatingẅordt
meegenomen. De nucleatiekenmerken op snelheidsversterkende breuken en
snelheidsverzwakkende breuken vertonen ook overeenkomsten in termen van
nucleatielengte en schuifversnelling. Ik pas de theoretische nucleatielengte‐
berekening aan om de bijdrage van genezingstijd mee te nemen. Mijn kwantifi‐
cering benadrukt dat gesteentelagen die voorheen als veilig werden beschouwd
in duurzame exploraties onverwachts aardbevingen kunnen veroorzaken. Hi‐
erdoor zijn deze gesteentes potentieel riskanter dan eerder aangenomen. Mijn
bevindingen illustreren het belang van een beter begrip en kwantificering van
genezingssnelheid en genezingsstijd om de gevaren van geïnduceerde seismis‐
che wereldwijd correct in te schatten in zowel traditionele als duurzame ex‐
ploratie omgevingen. Door rekening te houden met breuk genezing kan geïn‐
duceerde seismiciteit beter geminimaliseerd worden. Hierdoor kan de ondiepe
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ondergrond veiliger gebruikt worden om een overgang naar een samenleving
gedreven door duurzame energie te versnellen.

Ik breid deze gegeneraliseerde simulaties met mondiale relevantie uit om een
realistischer aardbevingssequentiemodel van het Groningen gasreservoir te
bouwen in Hoofdstuk 5. Dit model bevat lithologie‐afhankelijke wrijvings‐
en elastische parameters, die verkregen zijn uit laboratoriumexperimenten
en geofysische observaties. Experimentele resultaten en mijn bevindingen in
Hoofdstuk 4 suggereren dat een snelheidsverzwakkende Basal Zechstein‐laag
boven het reservoir potentieel seismogeen is, terwijl het snelheidsversterkende
Slochteren zandsteenreservoir pas seismogeenwordt na genezing over geologis‐
che tijdschalen. Ik verwacht dat aardbevingen niet kunnen ontstaan in andere
boven‐ en onderlagen vanwege hun lage of zelfs negatieve rate‐and‐state evo‐
lutie parameter 𝑏. Deze bevindingen roepen kritische vragen op over in welke
lagen in Groningen de aardbevingen ontstaan en of de aardbevingen zich ook
in andere lagen zullen voortplanten. Ondanks zeer dichte opnamen kunnen
seismologische waarnemingen deze belangrijke vragen niet voldoende beant‐
woorden vanwege meet‐ en inversieonzekerheden en kunnen deze waarnemin‐
gen ook niet in de toekomst kijken. Mijn simulaties genereren geïnduceerde
aardbevingen die nucleëren binnen het snelheidsversterkende zandsteenreser‐
voir, meestal vanaf de bovenkant, en die breken vervolgens de gehele reser‐
voir breedte. Echter, in vergelijking met het homogene model uit Hoofdstuk
4, is een grotere drukverandering in de poriën vereist vanwege de minder ef‐
ficiënte lading als gevolg van heterogene elastische eigenschappen. Opmerke‐
lijk is dat er geen bewijs is van aardbevingen die nucleëren binnen de snelhei‐
dsverzwakkende Basal Zechstein‐laag, noch dat deze laag met seismische snel‐
heden geactiveerd kan worden. Bovendien breiden alle aardbevingen die ik
heb gesimuleerd zich niet uit naar de onderlaag, vertegenwoordigd door een
niet‐genezende, snelheidsversterkende Carboon schalielaag. Ik observeer dat
de drukverandering in de poriën buiten het reservoir minimaal is, waardoor
de spanning op de breuk net onder het reservoir verre van kritisch is en een
sterke barrière vormt. Bovendien vertonen deze stukken van de breuk die snel‐
heidsversterkend zijn geen genezing enbouwen ze dus geen sterkte opover geol‐
ogische tijdschalen. Hierdoor kan ook mijn alternatieve manier om aardbevin‐
gen te genereren geen adequate spanningsafname veroorzaken bij activering.
Als gevolg hiervan wordt aardbevingsnucleatie niet verwacht en wordt de dy‐
namische aardbeving in deze gebieden snel gestopt, zodat de aardbeving zich



12 Samenvatting

voornamelijk binnen het reservoir voortplant. Deze verminderde mogelijkheid
vanvoortplantingnaar deonder‐ enbovenlagenvermindert de totale seismische
energievrijgave en de verwachte grootte van een aardbeving aanzienlijk. Deze
bevindingen hebben belangrijke implicaties voor het schatten van demaximale
aardbevingsmagnitude en het definiëren van seismische gevaren in Groningen.
Gezien de onzekerheden in parameters en breukgeometrie, zal ik voortbouwen
opmijn huidige modelsets om te testen of andere factoren, zoals reservoirdikte
en geologisch verschoven breuk afstand, seismische voortplanting naar de on‐
derlaag mogelijk maken.

Ten slotte worden de ontwikkeling en validatie van de twee codepakketten die in
deze scriptie worden gebruikt, geïntroduceerd inHoofdstuk 6. Ik gebruikteGar-
net in Hoofdstukken 2 en 3. Deze bibliotheekmet codes is succesvol gevalideerd
in een reeks benchmarkproblemen, die mijn simulaties van volledig dynamis‐
che en quasi‐dynamische sequenties van aardbevingen en aseismische ver‐
schuiving in 2D en 3D vergelijkenmet codes van anderen in de wetenschappeli‐
jke gemeenschap. Naast mijn werk om met een bestaande code verschillende
dimensies, tijd en ruimte schalen, vloeistof diffusie en heterogene breukspan‐
ningen te modelleren, heb ik een geheel nieuwe MATLAB code van de grond af
ontwikkeld omde dippende breuk in Groningen nauwkeurig te kunnen beschri‐
jven. Deze code wordt gebruikt in Hoofdstukken 4 en 5. Mijn code bevat hetero‐
gene spanningsstaten, wrijvings‐ en mechanische eigenschappen, samen met
de implementatie vanwrijvingsgenezing en gecontroleerde poriedrukverander‐
ing als gevolg van gasproductie. Samengevat, voorzie ik de gemeenschap van
publiek te gebruiken codes die de tektonische lading, nucleatie, voortplant‐
ing en de stop van series van aardbevingen, reservoirgeomechanica en door
vloeistof geïnduceerde (a‐)seismische verschuiving simuleren.

Over het geheel genomen dragen deze hoofdstukken gezamenlijk bij aan ons
begrip van het ontstaan, voortplanten en eindigen van aardbevingen, en bieden
ze waardevolle inzichten voor het verfijnen van seismische risicobeoordelingen
op verschillende schalen en tektonische omgevingen. In Hoofdstuk 7 vat ik de
belangrijkste bevindingen samen en bespreek ik de potentiële implicaties en
toepassingen van mijn bevindingen over en voor natuurlijke, geïnduceerde en
laboratorium aardbevingen. Mijn voorwaartse modellen worden ook gebruikt
om de fysica‐gebaseerde invoer te leveren voor de assimilatie van beperkte
en onzekere waarnemingen, zodat zowel aardbevingen als trage verschuivin‐
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gen beter voorspeld kunnen worden in synthetische studies. Ten slotte stel ik
toekomstige onderzoeksmogelijkheden enuitdagingen voor die de aandacht van
de gemeenschap vereisen.
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Earthquakes, amongnature’smost formidable phenomena, have reshaped land‐
scapes and societies through their immense power and devastating conse‐
quences. The 2004 Sumatra (Indonesia) earthquake, registering a staggering
9.1 in moment magnitude, generated a massive tsunami that devastated pop‐
ulations along coastlines in multiple countries. Similarly, the 2008 Wenchuan
(China) earthquake, though of lower magnitude, resulted in significant casu‐
alties and widespread destruction due to its shallow depth and proximity to
densely populated areas. The 2011 Tohoku (Japan) earthquake, a magnitude 9.0
event, demonstrated the multifaceted hazards associated with seismic activity.
Beyond the intense ground shaking, the subsequent tsunami wreaked havoc on
coastal regions, triggering nuclear emergencies and exposing the vulnerabili‐
ties of critical infrastructure.

Meanwhile, regions far away fromplate boundaries are suffering fromemerging
induced seismicity: earthquakes triggered by human activities, such as extrac‐
tion of gas from or injecting of fluids into the subsurface [Segall, 1989; McGarr
et al., 2002; Ellsworth, 2013]. An example is the Groningen gas field in theNether‐
lands, where onAugust 16, 2012, at 22:31 local time, an earthquake ofmagnitude
ML 3.6 occurred near the village of Huizinge (Fig 1.1). This earthquake resulted
from gas extraction from the Groningen gas field, Europe’s largest gas field, lo‐
cated at 3 km depth within the Groningen province. While not the first recorded
earthquake in the area, it was the most powerful one up to now, causing dam‐
age to buildings and spreading fear among locals [Dost and Kraaijpoel, 2013]. The
Groningen gas field was discovered in 1959 and soon became one of the largest
onshore reservoirs in the world [de Jager and Visser, 2017]. Production started
in 1963 and the first earthquake was recorded in 1991 with a magnitude of 2.5.
While earthquakes had been infrequent, their frequency and size began to rise
since 2003 (Fig 1.1) [van Thienen-Visser and Breunese, 2015]. The increasing num‐
ber of earthquakes felt a decade agomarked a turning point in the public percep‐
tion of induced seismicity in the Netherlands. It altered the future of Dutch gas
production. Before the Huizinge earthquake, the earthquake statistics showed
that the maximum earthquake magnitude in the gas fields would remain small,
but the earthquake showed otherwise, causing a reevaluation of gas production
and the potential risks associated. Following the Zeerijp earthquake in 2018 (ML
3.4), the Dutch government decided to completely halt gas production by 2030,
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later moving up the timeline to 2022. However, the public concern about in‐
duced seismicity, perhaps even after field closure, remains unsettled. Not re‐
stricted to Groningen, induced earthquakes, sometimes reaching magnitudes
as high as 5.5, have occurred in various regions globally. These events have
been documented in several countries, including theUnited States, Switzerland,
South Korea and China [Hough, 2014; Li et al., 2007; Diehl et al., 2017]. Both tra‐
ditional and novel usage of the underground, such as in geothermal energy and
CO2 storage, are being challenged.

These natural and induced earthquakes stand as stark reminders of the catas‐
trophic hazards associated with seismic activity, highlighting the critical need
for comprehensive risk mitigation methodologies. Current hazard mitigation
strategies include increasing the preparedness from civil engineering and sci‐
entific perspectives, which both depend on a reliable understanding of where,
when, why and how earthquakes take place in both long‐term and short‐term
time scales. However, earthquake forecasting remains an elusive pursuit due
to the inherent complexities and uncertainties surrounding earthquakes and
faults [Geller et al., 1997]. Advancements in probabilistic seismic hazard as‐
sessments (PHSA) offer insights into the likelihood of earthquakes occurring
within specified time frames and regions, and thus provide guidance on urban
planning and risk mitigation without precisely predicting the exact timing or
magnitude of an event. While significant progress has been made in under‐
standing earthquake processes in the past decades, accurate short‐term earth‐
quake forecasting remains a scientific challenge. Seismologists pin their hope
on precursory phenomena such as foreshocks and precursory slips, changes in
groundwater level and underground gas release, and gravitational and electro‐
magnetic anomalies [Reasenberg, 1999; Jordan et al., 2011; Pritchard et al., 2020].
However, these signals still lack consistent correlation with imminent seismic
events, not to mention that their physical basis is yet to be verified. Emerging
technologies like machine learning and big data analysis are gaining scientists’
attention. By analyzing vast datasets and patterns, these approaches aim to dis‐
cern precursory signals from being immersed in noises. Nevertheless, these
data‐dense methodologies intentionally or unintentionally overlook the funda‐
mental physics of earthquake processes. Despite the inherent complexities and
uncertainties, I believe that understanding earthquake physics plays a funda‐
mental role towards earthquake forecasting. Combining physics‐based numeri‐
cal modeling of earthquake sequences and seismological and geodetic observa‐
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Figure 1.1: Spatial and temporal distribution of Groningen seismicity. (a) Spatial distribution
of induced earthquakes (magnitude above 1.0) and surface subsidence (black contour lines, cm).
The location of Groningen field in Europe is shown in the bottom-left inset. The locations of the
2012 Huizinge earthquake (ML 3.6) and the 2019 Westerwijtwerd earthquake (ML 3.4) are labeled,
adopted from [Hunfeld, 2020]. (b) Faults in the Groningen field (grey) colored by fault offset. Black
and gray squares indicate producing and closed-in wells, with the Stedum 1 (SDM-1) well and the
Zeerijp 1 (ZRP-1) labeled. The fault offset is colored. Data from NAM (www.nam.nl), adopted from
[Buijze et al., 2017]. (c) The number of induced earthquakes (magnitude above 1.0) and the gas pro-
duction per calendar year. The data are derived from https://www.nam.nl/feiten-en-cijfers,
adopted from [Hunfeld, 2020].

www.nam.nl
https://www.nam.nl/feiten-en-cijfers


1.1 Induced earthquakes in Groningen 19

tional data will lead to a better estimate of fault evolution. Within the DeepNL
InFocus project my collaborators and I adopt ensemble data assimilation meth‐
ods to achieve this [Van Dinther et al., 2019a; Diab-Montero et al., 2023]. In this
thesis, I start fromutilizingnumericalmodels to simulate earthquakeprocesses,
quantify seismic hazard halfway through, and conclude with a forward‐looking
exploration of earthquake forecastability. In this opening chapter, I will begin
by outlining the essential aspects of the Groningen gas field, covering its geo‐
logical and seismological attributes. Next, I will elaborate on the critical pro‐
cesses I aim to explore concerning both earthquake and aseismic sequences,
alongwith themost impactful factors influencing these processes. I will provide
a summary of previous research and my current comprehension, emphasizing
the novelty brought by my PhD work. Lastly, I will articulate the motivation be‐
hind this work and lay out its objectives, concluding with an outline of how the
thesis is structured.

1.1 Induced earthquakes in Groningen

1.1.1 Geological, geodetic and seismological observations

Lithology and faulting

The Groningen gas field occupies a roughly 30 km by 30 km region in the North‐
east of the Netherlands and is one of the largest onshore gas fields in the world
(Fig 1.1) [de Jager and Visser, 2017]. Seismological studies and well logs have pro‐
vided us with an unprecedented resolution of the subsurface (Fig 1.2). The gas
extraction from the Groningen field primarily targets the Slochteren formation
within the upper Rotliegend group of Permian age. This geological layer is pre‐
dominantly composed of fluvial and aeolian sandstones characterized byporosi‐
ties ranging from 10% to 24% and permeabilities from 1 to 1000 mD [de Jager
and Visser, 2017]. The reservoir’s depth varies across the field, lying at about
2400 m in the southern region and deepening to approximately 2900 m towards
the northern areas [de Jager and Visser, 2017]. The reservoir also thickens north‐
ward, ranging from around 50 m to exceeding 300 m [de Jager and Visser, 2017].
Overlying the Slochteren Formation is the Ten Boer Claystone, part of the upper
Rotliegend group, with a thickness varying fromseveral tens ofmeters to over 80
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Figure 1.2: Stratigraphy of the subsurface in Groningen. (a) A cross-section of the Groningen field
showing the rock formations with faults, adopted from [Hunfeld et al., 2021]. (b) Stratigraphy of
the Groningen field at the SDM-1 and ZRP-3a wells. The data are from https://www.nlog.nl/

datacenter/brh-overview, adapted from [Pijnenburg et al., 2019].

https://www.nlog.nl/datacenter/brh-overview
https://www.nlog.nl/datacenter/brh-overview
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m. Further above lies the Triassic Zechstein formation, characterized by a 50‐m
thick basal sequence of anhydrite and carbonates known as the Basal Zechstein
formation, overlain by a rocksalt (Halite) formation spanning 100‐1000 meters
in thickness. Beneath the Slochteren Reservoir lies the Carboniferous under‐
burden, consisting of siltstones and shales.

In the Slochteren Formation, an extensive network of over a thousand nor‐
mal faults has been identified through 3D seismic interpretations [Kortekaas
and Jaarsma, 2017]. The primary fault trend within the Groningen gas field
predominantly follows an NNW‐SSE orientation, complemented by additional
fault trends aligned in an east‐west (E‐W) and north‐south (N‐S) direction. Typ‐
ically, these faults exhibit a steep dip, ranging from 60 to 80 degrees, within
the Slochteren reservoir [Wentinck, 2016]. These faults are characterized by off‐
sets typically ranging between 20 to 100 meters and occasionally up to around
300meters, resulting in the juxtaposition of various stratigraphic units (Fig 1.2).
They have been imaged to extendmore than 1000m downdip into the Carbonif‐
erous underburden, while their upper extents stop at the Basal Zechstein. The
ductile Zechstein rocksalts inhibit brittle deformation, such that faults typically
do not crosscut the rocksalt [Kortekaas and Jaarsma, 2017]. The origin of the
faults can be traced back to the Late Jurassic to Early Cretaceous rifting period
and the faults were reactivated during the Late Cretaceous to Early Tertiary in‐
version associated with the Alpine orogeny [de Jager and Visser, 2017].

Reservoir compaction

Prior to gas production, the vertical stress at the reservoir depth was approx‐
imately 65 MPa due to the 3 km overburden. The minimum horizontal stress
was approximately 43 MPa. The gas pressure before production was around 35
MPa [Breckels and Van Eekelen, 1982]. The field’s gas production began in 1963
and surged to a peak annual production exceeding 80 BCM (billion cubic me‐
ters) in 1976, after which it gradually stabilized to 40 BCM per year for three
decades. Following theHuizinge earthquake in 2012, gas productionwas further
restricted to mitigate seismic risks, and finally phased out. Consequently, the
reservoir pressure has significantly decreased to 8 MPa at the present day [van
Oeveren et al., 2017]. This pressure decline has been relatively uniform across
different reservoir compartments, indicating a high permeability of the reser‐
voir faults. Additionally, pressure measurements reveal that the overlaying Ten
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Boer Claystone is undergoing pore pressure depletion, although it lags behind
the depletion observed in the sandstone layer [Burkitov et al., 2016].

The principal process that leads to fault activation and induced earthquakes in
Groningen is the differential loading on the fault due to reservoir compaction,
which is the consequence of the pore pressure reduction [Van Wees et al., 2014;
Van Eijs, 2015]. This mechanism will be further explained in the next section.
Reservoir compaction leads to subsidence at the surface that can be measured
by geodetic instruments and techniques, such as GNSS and InSAR. Since a few
years after the start of gas production, the Groningen field has experienced ac‐
celerated surface subsidence. Currently, the subsidence has reached approxi‐
mately 35 cm in the central part of the field, coinciding with the areas of highest
porosity, while the peripheral regions have subsided less (Figure 1.1a). The com‐
paction is also monitored with in‐situ measurements using distributed strain
sensing [Cannon and Kole, 2017]. The measured reservoir compaction rate in
2016 is about 25 𝜇𝜀/yr (microstrain per year). The same study also measured
compaction of 10 𝜇𝜀/yr in the overburdening Ten Boer claystone, in agreement
with the pore pressure measurement at the same layer.

Earthquakes

The recent advancements in the seismological instrumentation network in the
Groningen field have significantly enhanced earthquake location accuracy [Dost
et al., 2017]. Prior to 2014, limited station coverage and reliance on a 1D velocity
model led to large uncertainties in earthquake locations, with horizontal un‐
certainties of 0.5 to 1 km and vertical uncertainties exceeding 1 km. However,
improvements in the seismic network since 2014 and the introduction of a 3D
velocity model by NAM in 2017 reduced these uncertainties to 0.1 to 0.3 km hor‐
izontally and 0.3 kmvertically [Dost et al., 2017]. The relocation of seismic events
between 2014 and 2016 highlighted two key observations: the relocated events
often clustered around known faults, and a majority occurred within the reser‐
voir formation [Spetzler and Dost, 2017;Willacy et al., 2019]. This aligns with data
from deep borehole arrays [Zhou and Paulssen, 2020] andwaveform inversion re‐
sults. Moment tensor inversions of larger events, such as the 2012Huizinge, and
2018 Zeerijp earthquakes, indicated a dominant normal faulting mechanism on
NW‐SE faults, consistent with the regional stress field where the maximum hor‐
izontal stress aligns NNW‐SSE [Van Eijs, 2015]. This result also agrees with full
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waveformmodeling using data from deep and shallow boreholes [Willacy et al.,
2019].

Adopting the Brune source model, which assumes a circular rupture area, the
rupture radius, slip, and stress drop associated with the aforementioned earth‐
quakes can be estimated [Kraaijpoel and Dost, 2013]. For example, the 2012
Huizinge earthquake had a rupture radius of about 390 m, a stress drop of 2.5
MPa, and an average slip of 50 mm. It should be noted that these computations
rely on assumptions regarding rupture shape and kinematics. To avoid making
large assumptions about the source behaviors, I model earthquakes and aseis‐
mic slips in sequence from millions of years ago and into the future. My simu‐
lations resolve and focus on the entire earthquake process.

1.2 Modeling of earthquake and aseismic slip

1.2.1 “Earthquake cycle”

Earthquake cycle is a widely accepted term describing the (quasi‐)recurring pat‐
tern of loading, release and relaxation of fault stress. The associated fault slips
encompass a broad spectrum from aseismic creep, slow slip events to earth‐
quakes, which are observed in both natural and induced scenarios [Dragert et al.,
2001; Eyre et al., 2022]. While cycle may suggest a repetitive sequence of compa‐
rable or characteristic events, it is essential to note that real fault behavior often
deviates from a perfectly predictable cycle. Understanding the earthquake cy‐
cle involves exploring the various phases of fault activity that span across many
time and slip rate scales. Generally, an earthquake cycle can be divided into
four phases:

1. Interseismic phase: This phase is characterized by a period of relative fault
quiescence where stress gradually accumulates along the fault. The fault is
locked in some regions (asperities) so that strain energy builds up at the tran‐
sitions between the locked and creeping regions. This phase can last from years
to centuries, with slip velocities that are far below the tectonic loading rate, or
practically zero (<1 nm/s).
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2. Nucleation phase: As stress accumulates, there is a point where slip begins to
accelerate. This phase represents the preparation for the coming earthquake,
with slip velocities still relatively low (<1 mm/s). During this phase, the acti‐
vated fault patch progressively grows until it reaches a critical length scale, the
nucleation length 𝐿𝑐. With further acceleration, the slip goes from aseismic to
seismic, which is reflected in the fast slip rate and rupture speed. The slip rate
usually goes beyond 1 mm/s and the rupture speed goes to the order of km/s at
the end of this phase (Fig 1.3).

3. Coseismic phase: This is the phase where an earthquake occurs. Rapid slip
along the fault generates seismicwaves, releasing accumulated stress and strain
energy. Slip velocities during this phase can be extremely high, reaching speeds
of 1 m/s or higher, and continue for milli‐seconds to minutes. This is the pe‐
riod when faults show various dynamic behaviors depending on the earthquake
magnitude, among others. Earthquakes can propagate at different slip rates and
rupture speeds, producing different stress drops and ground motions, depend‐
ing on the nature and the history of the fault [Perrin et al., 2016].

4. Postseismic phase: Following the main shock, the fault continues to adjust
and relax, resulting in decelerating slip velocities. The fault in this phase still
slips at rates ranging from 1 mm/s to 1 nm/s, as the fault settles back to a more
stable state and finally becomes re‐locked. This phase can last for years, some‐
times even decades, after an event.

Research into fault properties and fault evolution is fundamental for under‐
standing the kinetic and dynamic aspects of earthquake ruptures. It aids in
seismic hazard assessment by predicting potential earthquake behavior and as‐
sessing associated risks. Improved simulations of fault processes can enhance
earthquake forecasting capabilities and contribute to various fields like the safe
use of the subsurface for sustainable energy production and storage, hydrology,
and civil engineering, where knowledge of faults is essential for resource explo‐
ration, water management, and infrastructure stability.

In this work, I center my investigation on the whole sequence of recurring
earthquakes and aseimic slips particularly on the nucleation phase, employ‐
ing numerical models to understand if, why, and how slow slips finally esca‐
late into earthquakes. The nucleation phase primarily comprises two funda‐
mental mechanisms: fault failure and fault weakening. Nucleation starts with
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Figure 1.3: Earthquake nucleation. Schematic illustration of the growth of the rupture zone. The
colored region shows a symmetrical growth of the nucleation zone to reach the nucleation length 𝐿𝑐.
The three stages match the first three phases in an earthquake cycle. The evolution of the slip rate at
the rupture tip is shown at the bottom.

fault failure, which marks the moment when faults start to deviate from elastic
deformation and slip initiates. Yet, the continuation of nucleation and the fol‐
lowing coseismic rupture demand continuous fault weakening, which can be in
the form of slip‐weakening, velocity‐weakening, and various forms of dynamic
weakening.

1.2.2 Fault as a frictional interface

Until now I have not defined what a fault is, which is necessary to benefit the
comingmathematical descriptions. Froma seismological perspective, faults are
localized deformation zones where unstable energy release, i.e. earthquakes,
can take place. Earthquakes are considered as a fracture process, a frictional
process, or a combination of the two. Fracture mechanics treats earthquakes as
a growing fracture or crack, and focuses on understanding the stability of cracks
under stress. It offers a structured approach to analyzing the behavior of mate‐
rials near the tips of pre‐existing cracks, providing insights into fracture initia‐
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tion, propagation, and failure. As one of the prevalent branches, linear elastic
fracture mechanics (LEFM) establishes critical concepts such as stress inten‐
sity factors, fracture toughness, and crack propagation criteria [Freund, 1979].
Stress intensity factors quantify the stress state near a crack tip and determine
the likelihood of crack growth under the applied loading conditions. Fracture
toughness represents a material’s resistance to crack propagation and is crucial
in assessing its ability to withstand fracture. Additionally, Griffith’s energy bal‐
ance defines the conditions under which cracks propagate, providing critical
insights into material failure mechanisms. In practice, using the concept of the
crack tip as an analog to the rupture tip has been proven to be a successful es‐
timate for describing the behavior of the dynamic rupture front [Kammer et al.,
2015; Weng and Ampuero, 2022].

Frictional description of earthquakes and faults treats the inelastic fault slip as a
frictional process. This theory is rooted in the observation that earthquakes pre‐
dominantly occur along pre‐existing fault lines, often sealed within the Earth’s
crust. Shear stress accumulates along locked faults until it surpasses the fric-
tional strength, resulting in sudden fault slip and the release of stored energy as
seismicwaves. Empirical friction laws, established on the basis of laboratory ex‐
periments, establish relationships between shear stress on the fault and normal
stress, slip velocity, and slip history. Notably, the rate‐and‐state phenomenol‐
ogy, pioneered by Dieterich [1979] and Ruina [1983], presents a framework that
describes the multi‐faceted shear stress evolution using simple empirical pa‐
rameters. This formulation has successfully included the time‐dependent fault
strength recovery and the dependency of fault strength on slip rate. In partic‐
ular, as the slip rate increases fault strength may decrease (velocity‐weakening)
or increase (velocity‐strengthening). The rate‐and‐state frictional response is
influenced by factors such as mineralogy, pressure, temperature, fault mi‐
crostructure, and other environmental conditions. Different from fracture me‐
chanics, this frictional model predicts a smooth transition of stable, aseismic
slip to unstable, seismic slip. Despite being based on different assumptions,
some parallelsmay be drawnbetween the fracture and the friction descriptions.
Both demonstrate a mechanism of stress drop at the rupture tip and an associ‐
ated energy release. The analogy of breakdown energy results in a compara‐
ble length scale requirement for unstable deformation, i.e., the characteristic
length of the process zone in the fracture model and the nucleation length in
the frictional model. Recently, increased attention has been given to a combi‐
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Figure 1.4: Rate-and-state friction. Schematic diagram showing the evolution of friction coef-
ficient after a velocity step and corresponding rate-and-state parameters. Scenarios of velocity-
strengthening and velocity-weakening friction are shown in blue and red, respectively.

nation of the two descriptions to better accommodate the on‐fault and off‐fault
ruptures in a single framework. In this thesis, I employ the rate‐and‐state fric‐
tional description of faults and discuss fault failure and weakening in this con‐
text.

1.2.3 Rate-and-state friction

The rate‐and‐state dependent friction (RSF) formulation ismainly derived based
on two types of laboratory experiments, the velocity‐step experiments and the
slide‐hold‐slide experiments (reviews by Dieterich and Kilgore [1996]; Marone
[1998]). The classical expression has the form [Dieterich, 1979; Ruina, 1983]

𝜇 = 𝜇0 + 𝑎 ln( 𝑉
𝑉0

) + 𝑏 ln( 𝑉0𝜃
𝐷𝑅𝑆

) (1.1)

where:
‐ 𝜇 represents the coefficient of friction defined as 𝜇 = 𝜏/𝜎, with 𝜏 being the
fault shear stress and 𝜎 the fault normal stress;
‐ 𝑉 is the slip rate;
‐ 𝜃 is the state variable;
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‐ 𝜇0 represents the coefficient of friction at a reference velocity 𝑉0;
‐ 𝑎 and 𝑏 are experimentally determined dimensionless constants, linked respec‐
tively to the rate and state dependence of friction; and
‐ 𝐷𝑅𝑆 denotes a critical slip distance.

The rate parameter 𝑎, also known as the direct effect, dictates the immediate re‐
sponse in frictional behavior corresponding to a change in sliding velocity and
is always in the same direction as the velocity step (i.e. a is always positive).
The state parameter 𝑏, also known as the evolution effect, characterizes the ex‐
tent of the evolution of frictional properties in response to the change in sliding
velocity. These parameters can be determined from velocity‐step experiments
(Fig 1.4). Imagine a fault is sheared at a constant slip rate𝑉 and reaches a steady
state. The slip rate is then suddenly increased to 𝑒𝑉 and the friction has to evolve
to reach a new steady state. During this process, the friction first increases tran‐
siently by a magnitude of 𝑎 before any fault slip. Then it gradually drops by a
magnitude of 𝑏 over a certain amount of slip. The final steady‐state friction dif‐
fers from the initial state by (𝑎−𝑏). If 𝑎−𝑏 > 0, fault resistance becomes stronger
upon slip acceleration (velocity‐strengthening, VS), and stable slip is favored
[Rice and Ruina, 1983]. Conversely, 𝑎 − 𝑏 < 0 represents velocity‐weakening
friction (VW), favoring fault acceleration and an instability can emerge. Thus,
these friction parameters are critical in determining conditions suitable for the
growth of a nucleation patch. Laboratory experiments demonstrate that theRSF
framework effectively describes fault sliding behaviors at low velocities across a
diverse range of geological materials, subject to factors including temperature,
composition, gouge thickness, and slip rate [Marone, 1998]. The usage of the
value of (𝑎−𝑏) as an indicator for fault stability has gained success when applied
to nature [Dieterich, 1992; Rubin and Ampuero, 2005; Kaneko et al., 2008]. How‐
ever, this convention is challenged by the emergence of induced earthquakes.
They are observed at shallow depths wheremost fault rocks consistently exhibit
velocity‐strengthening behavior in low temperature and pressure experiments
[Marone and Scholz, 1988; Scholz, 2019; Kang et al., 2019; Ruggieri et al., 2021;
Miyamoto et al., 2022; Zhong et al., 2023]. The Groningen earthquakes strengthen
this paradox. I will propose a new mechanism inside the rate‐and‐state frame‐
work to solve the paradox.

The critical slip distance 𝐷𝑅𝑆 is often interpreted as the distance over which
the state variable 𝜃 evolves in order to reach a new steady state upon alteration
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in sliding conditions. It is suggested to reflect the renewal of the population of
frictional contacts during slip progression in themicroscopic sense [Marone and
Kilgore, 1993]. Various formulations have been proposed to model the evolution
of the state variable based on experimental observations and interpretations
[Dieterich, 1979; Ruina, 1983; Beeler et al., 1994; Kato and Tullis, 2001; Tullis and
Goldsby, 2003]. Two prevalent state evolution laws include the Dieterich‐Ruina
aging law [Dieterich, 1979]

̇𝜃 = 1 − 𝑉𝜃
𝐷𝑅𝑆

(1.2)

and the Ruina‐Dieterich slip law [Ruina, 1983]

̇𝜃 = − 𝑉𝜃
𝐷𝑅𝑆

ln( 𝑉𝜃
𝐷𝑅𝑆

) . (1.3)

The aging lawmatches betterwith data fromslide‐hold‐slide experiments, while
the slip law matches better with velocity‐step experiments. More complicated
laws combining the two and accounting for the rate‐dependence of the param‐
eters include the Kato-Tullis law [Kato and Tullis, 2001; Tullis and Goldsby, 2003]
and microphysics‐based models such as the Chen-Niemeijer-Spiers model [Chen
and Spiers, 2016] or the Aharonov & Scholz model [Aharonov and Scholz, 2018].

In summary, the RSF framework serves as a robust mathematical tool for mod‐
eling earthquake cycles, aiding in inferences about earthquake nucleation pro‐
cesses and earthquake cycles [Lapusta et al., 2000; Lapusta and Rice, 2003; Rubin
and Ampuero, 2005;Kaneko et al., 2008]. Despite the lack ofmicrophysical under‐
standing of rate‐and‐state friction being addressedwith themicrophysics‐based
models, questions about parameter scaling and the effects of natural fault het‐
erogeneity remain inadequately understood, which I will introduce shortly af‐
ter.

1.3 Mechanisms and models for induced
seismicity in Groningen

This section summarizes the physical mechanisms and models proposed for
the induced earthquakes in Groningen. Modeling of Groningen seismicity in‐
cludes the works that focus on seismicity rates in the fault network in response
to Coulomb stress changes [Bourne and Oates, 2017; Candela et al., 2019, 2022;
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Smith et al., 2022; Heimisson et al., 2022; Acosta et al., 2023]. Candela et al. [2019,
2022] explored the non‐linear relation between stressing rate and seismicity rate
in Groningen using a Coulomb rate‐and‐state approach. A similar Coulomb
rate‐and‐state approach is adopted in Acosta et al. [2023] while this work also re‐
veals the role nucleation time plays in the characteristics of seismicity at various
timescales. Bourne and Oates [2017];Heimisson et al. [2022]; Smith et al. [2022] up‐
dated the Coulomb criterion by adding a failure threshold to explain the lagged
response of Groningen seismicity to production. Their model reproduced a bet‐
ter seismicity rate profile in Groningen than using a static Coulomb failure cri‐
terion.

Other works focus on modeling the time‐dependent stress change on a single
fault and the induced fault failure [VanWees et al., 2014, 2017; vanWees et al., 2018;
Jansen et al., 2019; Jansen and Meulenbroek, 2022; Cornelissen and Jansen, 2023].
Jansen et al. [2019]; Jansen and Meulenbroek [2022]; Cornelissen and Jansen [2023]
derived analytical and semi‐analytical expressions of the fluid‐induced stress
changes on displaced vertical and inclined faults and the associated aseismic
slips. Van Wees et al. [2017]; van Wees et al. [2018] combines the semi‐analytical
approach with a finite element method to solve the stress change during and
after gas production.

More works focus onmodeling the earthquake processes of a single earthquake
using quasi‐dynamic or dynamic approaches [Zbinden et al., 2017; Buijze et al.,
2019; Buijze, 2020; Weng et al., 2021; Ruan et al., 2023]. Buijze et al. [2019]; Buijze
[2020] used a 2‐D quasi‐static reservoir depletion model to simulate until fault
activation coupled to a dynamic rupturemodel for the subsequent dynamic rup‐
ture. In their simulations, most seismic ruptures remain confined to the reser‐
voir interval, but may propagate into the underburden in conditions such as
small fault offset, large stress drop, small fracture energy, and critical in situ
stress. Ruan et al. [2023] applied a similar approach in 3‐D and confirmed the
aforementioned findings. They add that whether the induced earthquakes nu‐
cleate from the top, middle, or bottom of the reservoir could be related to the
angle at which a secondary fault branches out, which is commonly seen in the
Groningen fault network. A report byWeng et al. [2021] estimated themaximum
earthquake magnitude in Groningen in their 2.5‐D model using the concept of
fracture energy derived in linear elastic fracture mechanics (LEFM).

In the following subsections, I will first introduce the mechanism in these cur‐
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Figure 1.5:Mohrdiagramshowing the effect of pore pressure change onanormal fault. The initial
stress state is shown in black. The red line shows the possible stress change due to a decrease in pore
pressure without consideration of the poroelastic effect. The blue line shows the possible stress change
accounting for the poroelastic effect. The dashed arrows show the changes in normal and shear stress
on a fault with a fixed strike and dip angle with respect to the principal stress direction. The blue
star indicates the earthquake when the poroelastic effect is accounted for.

rent models characterized by a combination of a Mohr‐Coulomb failure crite‐
rion and a linear slip‐weakening friction formulation. Then I will motivate my
shift towards utilizing the rate‐and‐state friction framework to describe fault
failure and the subsequent weakening. Frictional healing is inherent in this for‐
mulation, allowing for a unified modeling of all phases in a whole earthquake
sequence.

1.3.1 Fluid extraction induces fault failure

Specific to the induced earthquakes during fluid extraction, fault failure is trig‐
gered by reservoir compaction resulting from the pressure drop and the asso‐
ciated poroelastic effect. The mechanism of such earthquakes is distinct from
natural earthquakes. On a fault near plate boundaries, the stress accumulation
is the result of plate tectonics, where platesmove at rates ranging frommillime‐
ters to centimeters per year. This gradual stress buildup can lead to either the
faulting of initially intact rocks or the reactivation of pre‐existing, optimally ori‐
ented faults. In the case of the activation or reactivation of a fault in a reservoir
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context, however, the stress can be altered by the direct mechanical impact of
pore fluid pressure, associated poroelastic effects, and even thermal effects.

This poroelastic effect is especially relevant during fluid extraction. This is dif‐
ferent from themechanism in a fluid injection scenariowhere the pore pressure
increase causes a substantial reduction in the effective normal stress and thus
a reduction in fault strength. Reservoir depletion, specifically the decrease in
pore fluid pressure Δ𝑃, induces stress alterations in several ways. These stress
changes collectively determine whether fault failure occurs. First, pore pres‐
sure reduction increases the effective normal stresses both within the reser‐
voir and those acting on faults. If this increase in effective normal stresses is
isotropic, the fault will experience an increase of the samemagnitude in its nor‐
mal stress, while the fault shear stress does not change. That means an increase
in fault strength with unchanged stress. In the Mohr diagram, the Mohr circle,
representing the stress state, is moved rightwards and becomes far away from
the failure criterion (red circle in Fig 1.5). However, assuming linear poroelas‐
ticity, pore pressure reduction in a reservoir rock also induces a contraction in‐
ducing negative volumetric strain [Geertsma, 1973]. For laterally extensive reser‐
voirs, this effect results in an additional reduction in horizontal stress while the
effective vertical stress change is not affected. In the context of normal fault‐
ing regimes (𝜎𝑣 > 𝜎ℎ) and considering that the principal stresses 𝜎1 and 𝜎3 are
vertical and horizontal, reservoir depletion results in an increase in differential
stress 𝜎1–𝜎3. In other words, the radius of theMohr circle increases at the same
time (blue circle in Fig 1.5). In this case, the fault stress can either converge to‐
wards or deviate from the failure criterion (blue dashed line in Fig 1.5). It is sug‐
gested that a shallower dip angle and a lower Poisson’s ratio help the fault stress
to converge towards failure [Geertsma, 1973; Hettema et al., 2000]. The third and
probably the strongest effect is the stress concentration due to limited reservoir
thickness and the offset of reservoir compartments by the fault. Both geometri‐
cal factors induce displacement gradients across the discontinuity, which gener‐
ate pronounced local stress concentrations that encourage fault (re)activation.
Jansen et al. [2019] derived an analytical solution of the stress change on faults
with offsets in a homogeneous medium, which justified this hypothesis. In par‐
ticular, the stress concentration at the edges where mechanically contrasting
formations juxtapose is substantial [Buijze et al., 2019].
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1.3.2 Frictional healing controls fault strength

Numerous numerical studies have been employing the standardMohr‐Coulomb
criterion, either in combination with a linear slip‐weakening or a rate‐and‐
state friction formulation, to investigate fault (re)activation due to gas produc‐
tion in Groningen [Zbinden et al., 2017; van Wees et al., 2018; Jansen et al., 2019;
Buijze et al., 2019; Candela et al., 2022]. However, such criterion cannot ac‐
count for the change in fault strength due to frictional healing. Healing is a
well‐established phenomenon describing the time‐dependent recovery of fault
strength between earthquakes or during tectonic inactivity. This phenomenon
is globally observed in slide‐hold‐slide experiments using various rocks, where
the peak stress of the subsequent slip (‘slide’) after fault reactivation increases
with the time of inactivity (‘hold’) [Beeler et al., 1994; Olsen et al., 1998; Marone,
1998; Nakatani and Scholz, 2004; Chen et al., 2015; Carpenter et al., 2016]. In this
way larger stress drops are obtained after a longer healing period. The observed
strength increase originates from the microphysical growth of grain contacts
(asperities) as well as the development of cohesion [Tenthorey and Cox, 2006].
Processes such as cementation are evidenced to be involved in cohesion de‐
velopment by microscopic imaging [Hunfeld et al., 2017]. This behavior is con‐
firmed also for the specific lithologies in Groningen [Hunfeld et al., 2020]. Rate‐
and‐state friction inherently includes the description of healing. Nakatani [2001]
derived the expression of interface strength Ψ = 𝜇0 +𝑏ln𝑉0𝜃

𝐷𝑅𝑆
, which is equivalent

to the strength used in Mohr‐Coulomb failure criterion, but not static. This ex‐
pression comes from a reformulation of the RSF

𝑉
𝑉0

= exp
⎡⎢⎢
⎣

𝜏𝑠
𝜎′𝑛

− (𝜇0 + 𝑏ln𝑉0𝜃
𝐷𝑅𝑆

)
𝑎

⎤⎥⎥
⎦

. (1.4)

In this expression, the slip rate is defined by the relative amplitude of the applied
shear force 𝜏𝑠

𝜎′𝑛
compared to a state‐dependent variable Ψ = 𝜇0 + 𝑏ln𝑉0𝜃

𝐷𝑅𝑆
. When

the shear force ismuchhigher thanΨ, a high slip rate is achieved, simulating the
coseismic phase. If the shear force is much lower, a locked phase is simulated
with a near‐zero slip rate. Therefore, the term Ψ in the equation behaves just as
well as a description of the fault strength. Its dependence on the state variable 𝜃
indicates that the fault strength in rate‐and‐state friction is time‐dependent.

Healing is especially relevant for induced earthquakes as the research regions
have been tectonically inactive for millions of years before human activities,
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such as Groningen [van Oeveren et al., 2017]. Recent work by Bourne and Oates
[2017]; Heimisson et al. [2022]; Smith et al. [2022] updated the Coulomb criterion
by adding a failure threshold. Their model reproduced a better seismicity rate
profile in Groningen than using a static Coulomb failure criterion and explained
the lagged response of Groningen seismicity to production. The threshold used
in their works can be justified by healing. Even though healing is inherent in
rate‐and‐state friction, this work is the first to adopt this concept to explain the
occurrence of induced earthquakes, and illustrate the nucleation process on
velocity‐strengthening faults.

1.3.3 A single friction formulation for healing, loading, and
sequences of slip

Besides the frictional healing, utilizing rate‐and‐state friction also allows for a
unified approach to modeling of all phases in a whole earthquake sequence, es‐
pecially the simulation of the continuous nucleation process. This friction for‐
mulation is popular inmodelingnatural earthquakes [Lapusta et al., 2000;Kaneko
et al., 2008], but has not been applied to the Groningen field. Instead, a Mohr-
Coulomb criterion + slip-weakening law is utilized [Zbinden et al., 2017; Buijze et al.,
2019], which ignores the velocity‐dependence of friction and thus cannot simu‐
late a continuous nucleation process between interseismic and seismic phases.
Nucleation in these models is mostly simulated in an artificial manner, either
using a prescribed overstressed asperity as the nucleation zone or a small over‐
stress at the first location of failure as initiation to trigger the formation of the
nucleation zone. The absence of frictional healing and the artificial nucleation
suggest that these models lack the ability to simulate the whole earthquake se‐
quence.

In fact, it is worth noting that the RSF inherently includes the requirements
for both fault failure and weakening. In other words, it replaces the Mohr-
Coulomb criterion + slip-weakening law combination in prevalent geomechanical
models (Fig 1.4). The static Mohr‐Coulomb failure point is replaced by the in‐
terface strength 𝜓. The fault weakening is not purely a linear slip weakening,
as seen in Fig 1.4, but the slope of the weakening curve to a large content fol‐
lows 𝑘𝑠𝑤 = −𝑏/𝐷𝑅𝑆 [Liu and Rice, 2007]. This is the first work applying rate‐
and‐state friction to explain the Groningen seismicity: why earthquakes take
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place in Groningen; where they could nucleate; and how far they could rupture.
This work focuses on unraveling these mechanisms and addressing these ques‐
tions.

1.3.4 Heterogeneities on the fault

Faults are heterogeneous not only due to their roughness but also the various
physical processes thereon. As is seen in Groningen, highly variable litholog‐
ical layers in a narrow depth interval with offset caused by tectonic faulting
millions of years ago have resulted in heterogeneous fault stress and strength
conditions. Generally speaking, fault heterogeneity emerges from diverse pro‐
cesses in the shear zone, such as the variation inmaterial strengths due to differ‐
ent lithologies and theirmixtures following geologicalmovements [Ben-Zion and
Sammis, 2003;Huang, 2018;Bedford et al., 2022], a heterogeneous local stressfield
due to fluid presence and the slip of historical earthquakes [Duan and Oglesby,
2006;Hillers and Miller, 2007; Behr and Bürgmann, 2021], the complex and some‐
times random fracture growth [Preuss et al., 2020]. These factors result in spa‐
tially variable stress, strength and frictional properties, if faults are considered
as infinitely thin interfaces [Yamashita et al., 2018; Gounon et al., 2022; Morad
et al., 2022]. Fault geometry and roughness, formed during shear localization,
additionally influence the heterogeneous stress, strength and friction. Labora‐
tory experiments reveal distinctive features of earthquake sequences on rough
faults, showcasing irregular rupture events with low repeatability [Yamashita
et al., 2018; Morad et al., 2022]. Furthermore, earthquakes on rough faults can
more readily attain supershear rupture speed [Xu et al., 2023], a phenomenon
where the rupture speed surpasses the seismic shear wave velocity. Numerical
simulations corroborate these findings. Research indicates that smoother faults
tend to generate larger earthquakes compared to rougher faults [Zielke et al.,
2017]. The amplitude of roughness significantly impacts the nucleation length,
as highlighted by Tal et al. [2018]. Additionally, studies like Cattania and Segall
[2021] delineate the correlation between foreshock and aseismic slip migration
and the distribution of fault roughness. Overall, these multi‐faceted studies un‐
derscore the intricate relationship between fault heterogeneity and the diverse
seismic behaviors exhibited by faults, contributing significantly to our under‐
standing of earthquake mechanics and hazard assessment.
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Among heterogeneous physical variables, effective normal stress gains signifi‐
cant attention for its expected variability and its pivotal role in initiating earth‐
quakes. The heterogeneity in effective normal stress arises from multiple fac‐
tors such as fault geometry, roughness, variations in pore pressure, and the
growth of damage zones [Duan andOglesby, 2006;Hillers andMiller, 2007;Huang,
2018; Cattania and Segall, 2021]. Laboratory experiments have demonstrated
the generation of diverse slip behaviors bymanipulating effective normal stress
[Passelègue et al., 2020]. Models incorporating even a singular anomaly in ef‐
fective normal stress can yield a spectrum of seismic slip behaviors: from slow
slip events (SSEs) to earthquakes, from subshear to supershear ruptures [Weng
et al., 2015], and the transformative role of seamounts in subduction zones shift‐
ing from barriers to seismogenic sources [Yang et al., 2012; Dong et al., 2022].
Heterogeneous normal stressmodels contribute to explaining empirical scaling
relationships observed in seismic events. For example, linear scaling of magni‐
tude andduration for SSEshasbeen linked to third‐order scaling for larger earth‐
quakes through models incorporating fault geometry and stress heterogeneity
[Weng and Ampuero, 2022]. Moreover, these models aid in creating earthquakes
akin to natural observations, providing insights into the dynamics and behav‐
iors of seismic events [Tang et al., 2021; Zhang et al., 2022; Taufiqurrahman et al.,
2023]. These studies underscore the intricate relationship between heteroge‐
neous stress distributions and the diverse spectrum of earthquake behaviors,
shedding light on the underlyingmechanics of earthquake initiation and propa‐
gation. Building on these previous contributions, this thesis further explores the
effect of normal stress heterogeneity by focusing on its stochastic nature. The
nucleation behavior altered by the interplay between the heterogeneity wave‐
length and the nucleation length will be investigated.

1.4 Numerical modeling bridging experiments and
observation

Directly observing the recurrence of significant, damaging earthquakes in na‐
ture remains a rare phenomenon, despite that some intermediate to large earth‐
quakes have been observed to revisit the same fault [Segall and Harris, 1987;
Chlieh et al., 2004;Prawirodirdjo et al., 2010]. However, these natural observations
are primarily constrained to the Earth’s surface, distant from the earthquake
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source. As a result, these observations often necessitate inverse modeling tech‐
niques for interpretation due to their indirect nature. To our rescue, laboratory
experiments that generate earthquakes in a quasi‐periodic manner have been
proposed [Fukuyama et al., 2003; Rosenau et al., 2009; Corbi et al., 2013;McLaskey
and Lockner, 2014;McLaskey, 2019]. However, these experiments operate within
a confined millimeter to meter scale, posing challenges in extrapolating their
findings to a larger, natural scale. To complement these observations, a quanti‐
tative understanding of the complex, multi‐physics, multi‐scale processes driv‐
ing fault slip is imperative. Numerical models serve as a bridge to overcome
the spatial and temporal limitations inherent in both natural and experimental
observations. With the ability to thoroughly explore the parameter space, nu‐
merical models also play a role in isolating the roles of processes and parame‐
ters in a systematic manner. These models play a crucial role in enhancing our
comprehension of earthquake sequences and ultimately aid in refining long‐
term seismic hazard assessments. By simulating fault behaviors under various
conditions, numericalmodels contribute significantly to our insights into earth‐
quake dynamics, bridging the gap between laboratory experiments and natural
occurrences.

However, numerical models often face challenges in tremendous time and en‐
ergy costs, giving rise to various justified and unjustified simplifications and as‐
sumptions. These simplifications include using lower dimensional models to
replace 3‐D models and employing the quasi‐dynamic (QD) approximation in‐
stead of modeling the wave propagation (fully dynamic models, FD). This need
becomes evenmore urgent whenmonotonous repetition of those forwardmod‐
els is required, for example, for inversion, data assimilation, physics‐based deep
learning, uncertainty quantification, and when dealing with probabilities, such
as for probabilistic seismichazard assessment [e.g.,Weiss et al., 2019;VanDinther
et al., 2019a]. Therefore, it becomes a common concern to what extent lower di‐
mensional models can reproduce nature when compared to 3‐D models. How
are the observed differences in results attributed to the corresponding dimen‐
sion reduction? And under what circumstances is this simplification justified?
These questions have not yet been systematically addressed. Without answering
these questions, the designers could not justify a simplifiedmodel, and the users
could not interpret the model output. I will perform a systematic investigation
of the limitations and advantages of models with different dimensions and in‐
ertia approximations simulating earthquake sequences, both qualitatively and
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quantitatively.

1.5 Thesis objectives and structure

Motivated by natural observations and laboratory experiments, this thesis ad‐
dresses how earthquake nucleation and recurrence are affected by heteroge‐
neousmaterial parameters and dimensions. To address this, I study earthquake
sequences in the laboratory, in the reservoir, and in tectonic settings. I em‐
ploy numerical models to bridge the spatial and temporal scales between natu‐
ral observations and laboratory experiments, and use the knowledge acquired
from different scales to help improve the understanding of one another. For
example, I extrapolate the observed frictional healing phenomenon in labora‐
tory experiments to explain induced seismicity on velocity‐strengthening faults
in Groningen. Additionally, findings related to migrated nucleation locations
in laboratory‐scale heterogeneous models inform the identification of potential
precursory signals in natural settings. The modeling of induced earthquakes in
the heterogeneous Groningen setup, in turn, underscores the necessity for labo‐
ratory experiments to investigate the frictional properties of material mixtures.
These achievements aremade possible by the two numerical codes I developed:
one integrated into the code packageGarnet [Pranger, 2020] and another entirely
original.

I address the following thesis objectives in a dedicated chapter each:

1. Develop and validate 1‐D to 3‐D earthquake sequence models

The results in this thesis are obtained through developing, validating and ap‐
plying two code packages. In Chapters 2 and 3, I developed my models using
the code package Garnet. In Chapters 4 and 5, I employed a MATLAB code that I
developed from scratch for induced seismicity. I validate Garnet for the simula‐
tion of fully dynamic and quasi‐dynamic sequences of earthquakes and aseismic
slips in 2D and 3D, which may also involve fluid diffusion along the fault. The
validation is published in two co‐authored papers, whereas a third co‐authored
paper about fluid diffusion is submitted. Jiang et al. [2022] validates the quasi‐
dynamicmodel in 3‐D andErickson et al. [2023] validates the dynamic earthquake
rupturemodel in 2‐D. These are described in Chapter 6, along withmethodolog‐
ical information on the developments of my new code.
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2. Explain the impact of reducing spatial dimensions in earthquake sequence
models

I systematically study the advantages and limitations of simplifications that
eliminate spatial dimensions in quasi‐dynamic earthquake sequence models,
from3‐Dmodelswith a 2‐D fault plane down to 0‐Dor 1‐Dmodelswith a 0‐D fault
point. Given the computational efficiency of lower‐dimensionalmodels that run
more than amillion times faster, I also provide qualitative and quantitative guid‐
ance on economical model design and interpretation of modeling studies. This
chapter 2 is published as Li, M., Pranger, C., & van Dinther, Y. (2022). Character-
istics of earthquake cycles: A cross-dimensional comparison of 0-D to 3-D numerical
models. Journal of Geophysical Research: Solid Earth, 127(8), e2021JB023726.

3. Understand how normal stress heterogeneity affects earthquake nucleation
and earthquake sequence

I use a stochastically variable, spatially heterogeneous normal stress, analogous
to a 2‐m scale laboratory experiment, to quantitatively understand its impact on
earthquake nucleation and the following earthquake sequence. I identify five
regimes of earthquake nucleation and slip behaviors, controlled by the ratio of
the heterogeneity wavelength over the nucleation length. This chapter 3 is sub‐
mitted to Journal of Geophysical Research: Solid Earth.

4. Explain the occurrence of induced earthquakes on stable faults

Earthquakes are hardly ever expected on velocity‐strengthening faults, because
they are conventionally considered stable. Paradoxically, they are often ob‐
served. I explore the conditions under which earthquakes might nucleate by
highlighting the significance of fault healing. By assessing the potential of any
fault to host induced seismicity, I urge a re‐evaluation of the seismic potential
in tectonically inactive regions for safe exploitation of the subsurface for appli‐
cations such as geothermal energy production and energy storage. This chapter
4 is in review at Nature Communications and preprinted on Research Square.

5. Understand earthquake nucleation and arrest in the Groningen gas field

I apply the theory of Chapter 4 to the case of theGroningenfield, using lithology‐
specific parameters obtained from in‐situ and laboratory measurements for
each geological layer. I reproduce induced earthquakes that match geophysical
observations. Furthermore, I examine in which layer earthquakes nucleate in
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Groningen and how far the rupture propagates. These are not well constrained
by current seismological inversions. This chapter 5 will be submitted to Solid
Earth after more extensive parameter investigations.

The thesis is concluded in chapter 7 with a summary and an outlook to future
works. In the outlook I will illustrate and discuss earthquake forecasting using
my forward models that provide the physics‐based input for the assimilation of
limited and uncertain observations. This work is also part of NWO’s DeepNL
project InFocus, which aims at (i) building physics‐based forward models and
understanding the physics of earthquakes in Groningen and in the laboratory,
and (ii) building and testing data assimilation tools to forecast laboratory earth‐
quakes. My TU Delft collaborator Hamed Diab‐Montero shows that by using
data assimilation techniques to combinemyphysics‐basedmodelswith observa‐
tions, we can obtain a better forecastability of earthquakes and slow slip events.
In a published, co‐authored paper we demonstrate this in a perfect model test
in 1‐D [Diab-Montero et al., 2023]. I also built 2‐D and 3‐D earthquake sequence
models of a meter‐scale laboratory setup to assimilate the real data collected in
the experiments. This ismade possible for the first time in ameter scale appara‐
tus. These are currently beingused for evaluating theperformanceof ensemble‐
based data assimilation in forecasting laboratory earthquakes. Finally, I make
suggestions on future numerical, experimental, and observational works that
can help improve the understanding of earthquake processes and provide bet‐
ter constraints for numerical models.
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Abstract

High‐resolution computer simulations of earthquake sequences in three or even
two dimensions pose great demands on time and energy, making lower‐cost
simplifications a competitive alternative. We systematically study the advan‐
tages and limitations of simplifications that eliminate spatial dimensions in
quasi‐dynamic earthquake sequence models, from 3‐D models with a 2‐D fault
plane down to 0‐D or 1‐D models with a 0‐D fault point. We demonstrate that,
when 2‐D or 3‐D models produce quasi‐periodic characteristic earthquakes,
their behavior is qualitatively similar to lower‐dimension models. Certain co‐
seismic characteristics like stress drop and fracture energy are largely con‐
trolled by frictional parameters and are thus largely comparable. However,
other observations are quantitatively clearly affected by dimension reduction.
We find corresponding increases in recurrence interval, coseismic slip, peak
slip velocity, and rupture speed. These changes are to a large extent explained
by the elimination of velocity‐strengthening patches that transmit tectonic load‐
ing onto the velocity‐weakening fault patch, thereby reducing the interseismic
stress rate and enhancing the slip deficit. This explanation is supported by a
concise theoretical framework, which explains some of these findings quantita‐
tively and effectively estimates recurrence interval and slip. Through account‐
ing for an equivalent stressing rate at the nucleation size ℎ∗ into 2‐D and 3‐D
models, 0‐D or 1‐D models can also effectively simulate these earthquake cycle
parameters. Given the computational efficiency of lower‐dimensional models
that run more than a million times faster, this paper aims to provide qualita‐
tive and quantitative guidance on economical model design and interpretation
of modeling studies.
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2.1 Introduction

Destructive earthquakes every so often take us by surprise, because observa‐
tions reveal a complex and opaque pattern of earthquake recurrence. Unravel‐
ing this pattern is challenging as the recurrence of large destructive earthquakes
in nature is hardly observed. Some intermediate to large size earthquakes are
observed to revisit the same fault [e.g., Segall and Harris, 1987; Chlieh et al., 2004;
Prawirodirdjo et al., 2010]. However, despite limited borehole data, these and
most other natural observations are largely confined to the earth’s surface, such
that they remain indirect and at a distance to the hypocenter and thus often re‐
quire inverse modeling to interpret. Earthquakes can also be generated quasi‐
periodically in large‐scale laboratory experiments [e.g., Rosenau et al., 2009;
McLaskey and Lockner, 2014] while these experiments are restricted to their mil‐
limeter to meter scale, such that they require a challenging upscaling step to
interpret their findings. To complement our observations in nature and in lab‐
oratories, we need a quantitative description of the multi‐physics, multi‐scale
processes governing fault slip. Numerical models are well‐suited to overcome
these spatial‐temporal limitations and are thus important to improve our under‐
standing of earthquake sequences and ultimately help to better estimate long‐
term seismic hazard assessment.

Numerical models featuring different degrees of complexity in different dimen‐
sions have been used to simulate earthquake cycles. A fault can be modeled as
simple as a single block slider connected to a spring. The spring provides the
slider above the fault with a direct elastic response that mimics the response of
the surrounding medium. We call this a zero‐dimensional (0‐D) model with a
0‐D fault point [e.g., Gu and Wong, 1991; Madariaga, 1998; Erickson et al., 2008;
Ohtani et al., 2020]. Similarly but more accurately, a fault can be modeled as
a series of sliders connected to a series of springs in a row. This is a one‐
dimensional (1‐D)modelwith a 1‐D fault line [Burridge andKnopoff , 1967;Petrillo
et al., 2020]. In bothmodels themedium response is integrated directly onto the
fault. However, it is also possible and common tomesh andmodel the surround‐
ingmedium explicitly, such that a rheologicallymore accurate and/ormore het‐
erogeneous response of the medium can be realized. A two‐dimensional (2‐
D) model is required for a 1‐D fault line in this case [e.g., Lapusta et al., 2000;
Van Dinther et al., 2013b; Herrendörfer et al., 2018; Barbot, 2019; Cattania, 2019].
To accommodatemore on‐ and off‐fault complexity, including variations in fault
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properties or geometry along strike, a three‐dimensional (3‐D)model with a 2‐D
fault plane is also prevalent [e.g.,Okubo, 1989;Lapusta and Liu, 2009;Barbot et al.,
2012; Erickson and Dunham, 2014; Chemenda et al., 2016; Jiang and Lapusta, 2016].
In certain scenarios a so‐called 2.5D model is used for the sake of affordable
computational cost, which approximately accounts for the effect of a finite fault
width [e.g., Lapusta, 2001;Weng and Ampuero, 2019; Preuss et al., 2020]. To do bet‐
ter justice to the large amount of earthquake cycle papers, we refer the reader
to a white paper on future challenges for earthquake modeling [Lapusta et al.,
2019] and an overview of benchmarked modeling codes provided in Erickson
et al. [2020] and Jiang et al. [2022] for 2‐D anti‐plane and 3‐D settings, respectively.
Generally, 3‐Dmodels will produce resultsmost representative for nature. How‐
ever, given that they are still very time and energy consuming [Uphoff et al.,
2017], simplifiedmodel setups are still largely adopted bymany researchers and
may be a very good choice to answer specific research questions [e.g., Allison
and Dunham, 2018; Cattania, 2019; Van Dinther et al., 2019b; Sathiakumar et al.,
2020; Romanet et al., 2020]. A key reason for the need of such simplifications
is the extremely high resolution required in both space and time, while at least
exploring sensitivities in forwardmodeling studies [Lambert and Lapusta, 2021].
On top of that, computational speed is particularly critical in situations where
monotonous repetition of those forward models is required, for example, for
inversion, data assimilation, physics‐based deep learning, uncertainty quantifi‐
cation, and when dealing with probabilities, such as for probabilistic seismic
hazard assessment [e.g., Weiss et al., 2019; Van Dinther et al., 2019a]. However,
also when trying to understand coupled multi‐physics or multi‐scale feedback
these approximations can be really useful [e.g., Van Dinther et al., 2013a; Allison
and Dunham, 2018; Lotto et al., 2019; Ohtani et al., 2019; Petrini et al., 2020]. To
optimize computing resources, researchers have to define suitable model com‐
plexities before and during their numerical simulations. Therefore it becomes
a common concern to what extent lower dimensionalmodels can reproduce na‐
ture when compared to 3‐Dmodels. How are the observed differences in results
attributed to the corresponding dimension reduction? And under what circum‐
stances is this simplification justified?

These questions have not yet been systematically addressed. Nonetheless, sev‐
eral papers considered various aspects of this problem, especially via the com‐
parison between 2‐D and 3‐D models. Lapusta and Rice [2003]; Kaneko et al.
[2010]; Chen and Lapusta [2019] suggested ways to interpret their 2‐D results in
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more realistic 3‐D situations, such that they could bedirectly compared to 3‐D re‐
sults. By doing this, they could compare velocity‐strengthening (VS) barrier ef‐
ficiency in rupture propagation, seismic moment, and the scaling law for earth‐
quake recurrence interval and seismic moment between 2‐D and 3‐D models in
their studies. For the coseismic phase alone, the dynamic rupture community,
conducting simulations with dynamic rupturemodels of one single earthquake,
compared 2‐D and 3‐D results for benchmarking purposes. Harris et al. [2011]
introduced two benchmark problems for dynamic rupture modelers where 3‐D
simulations produced smaller ground motions (peak ground velocities) than in
2‐D simulations, in both elastic and elasto‐plastic scenarios. Similar 2‐D vs. 3‐D
comparisons focusing on coseismic rupture behavior as well as earthquake re‐
currence have also been made in the earthquake cycle community [e.g., Chen
and Lapusta, 2009, 2019] where qualitative differences in earthquake magnitude
and recurrence interval are discussed. However, these findings are not system‐
atic and occasionally lack necessary theoretical support. Here we fill this gap
by comparing earthquake cycle results across all dimensions from 0‐D to 3‐D,
which includes comparisons for all phases of the earthquake cycle, i.e., inter‐
seismic, nucleation, coseismic and postseismic phases.

We perform a systematic investigation of the limitations and advantages ofmod‐
els with different dimensions simulating cycles of characteristic earthquakes.
By doing so, we compare physical characteristics and importance of different
physical processes across dimensions both qualitatively and quantitatively. The
aim of this paper is to serve as guidelines for modelers designing models and
for all researchers interpreting results developed under necessary limitations.
We first introduce the numerical method and the model setup of a strike‐slip
fault under rate‐and‐state friction. The code package is validated and bench‐
marked by Southern California Earthquake Center (SCEC) Sequences of Earth‐
quakes and aseismic slip (SEAS) benchmark problems BP1‐QD [Erickson et al.,
2020] and BP4‐QD [Jiang et al., 2022] (see Chapter 6). Next, we systematically
compare interseismic and coseismic characteristics of our models from 1‐D to
3‐D, summarizing and quantifying their advantages and shortcomings. The nu‐
merical results are explained and supported by a series of theoretical calcula‐
tions. Finally, the computational cost is compared. In the discussions, we first
discuss underwhat conditions 2‐Dmodels can substitute 3‐Dmodels. Related is‐
sues on themodel choices of this research, limitations and future improvements
as well as possible applications are also discussed.
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2.2 Methods

We exploit the flexibility ofGarnet, a recently developed code library for the par‐
allel solution of coupled non‐linear multi‐physics problems in earth sciences
[Pranger, 2020]. Garnet enables its users to formulate problems in a largely
dimension‐independent way by defining a generic set of symbolic differential
operators such as div and grad, which are then realized at compile‐time in the
appropriate number of dimensions as concrete and performant compute ker‐
nels. Garnet implements the classical second‐order accurate staggered grid
finite difference discretization of PDEs in space, and adaptive time stepping
schemes of various orders of accuracy and other characteristics, all based on the
linear multistep family of time discretizations. The library interfaces to PETSc
[Balay et al., 1997, 2019a,b] for linear and nonlinear solvers and preconditioners,
to MPI [MPI Forum, 2015] for coarse scale distributed memory parallelism and
intermediate scale shared memory parallelism, and to Kokkos [Edwards et al.,
2014] (and in turn OpenMP, POSIX threads, or CUDA) for fine scale concurrency.
In this sectionwe further introduce the equations and algorithms that define our
study.

2.2.1 Physics

Under the assumption of static stress transfer, themomentumbalance equation
reads

∇ ⋅ 𝜎∇ ⋅ 𝜎∇ ⋅ 𝜎 = 0 , (2.1)

where𝜎𝜎𝜎 is the Cauchy stress tensor whose component 𝜎𝑖𝑗 denotes the stress act‐
ing along the 𝑥𝑗 axis on the plane that is normal to the 𝑥𝑖 axis (𝑖, 𝑗 = 1, 2, 3). Both
gravity and inertia are ignored in our models. Hooke’s law relates stress rate ̇𝜎𝜎𝜎
to strain rate ̇𝜀𝜀𝜀 by

𝜎̇̇𝜎̇𝜎 = 2𝐺 ̇𝜀 ̇𝜀 ̇𝜀 + 𝜆𝑇𝑟( ̇𝜀 ̇𝜀 ̇𝜀)𝐼𝐼𝐼 (2.2)

with bulk modulus 𝐾, shear modulus 𝐺, Lame’s constant 𝜆 ∶= 𝐾 − 2𝐺/3 and 𝐼𝐼𝐼
identity tensor. 𝑇𝑟( ̇𝜀 ̇𝜀 ̇𝜀) ∶= ̇𝜀𝑘𝑘 is the matrix trace. We assume infinitesimal strain
rate ̇𝜀𝜀𝜀 as defined by

̇𝜀 ̇𝜀 ̇𝜀 = 1
2 (∇𝑣∇𝑣∇𝑣 + 𝑣∇𝑣∇𝑣∇) , (2.3)
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where 𝑣𝑣𝑣 is the material velocity whose component 𝑣𝑖 denotes the velocity in the
direction 𝑥𝑖 (𝑖 = 1, 2, 3). We use (𝑥1, 𝑥2, 𝑥3) and (𝑥, 𝑦, 𝑧) to refer to the three axes
interchangeably.

For a fault with unit normal vector ̂𝑛̂𝑛̂𝑛, the (scalar) normal stress 𝜎𝑛 (positive in
compression) is given by the projection 𝜎𝑛 = − ̂𝑛̂𝑛̂𝑛 ⋅𝜎𝜎𝜎 ⋅ ̂𝑛̂𝑛̂𝑛, the shear traction vector
𝜏𝑠𝜏𝑠𝜏𝑠 by the projection 𝜏𝑠𝜏𝑠𝜏𝑠 = 𝜎𝜎𝜎 ⋅ ̂𝑛̂𝑛̂𝑛 + 𝜎𝑛 ̂𝑛̂𝑛̂𝑛, the scalar shear traction 𝜏𝑠 by the Eu‐
clidean norm 𝜏𝑠 = ‖𝜏𝑠𝜏𝑠𝜏𝑠‖, and finally the unit fault tangent ̂𝑡 ̂𝑡 ̂𝑡 (which defines the
orientation of the scalar fault slip 𝑉) by the normalization ̂𝑡 = 𝜏𝑠𝜏𝑠𝜏𝑠/𝜏𝑠, such that
𝜏𝑠 = ̂𝑡 ̂𝑡 ̂𝑡 ⋅ 𝜎𝜎𝜎 ⋅ ̂𝑛̂𝑛̂𝑛. Further following Jiang et al. [2022], the fault is assumed to be
governed by the rate‐and‐state friction law, which was initially proposed based
on laboratory friction experiments by Dieterich [1979]; Ruina [1983]. We employ
a regularization near zero slip velocity according to Rice and Ben-Zion [1996] and
Ben-Zion andRice [1997], so that the friction law that defines the relation between
shear stress 𝜏𝑠 and normal stress 𝜎𝑛 on the fault is given by

𝜏𝑠 = 𝑎𝜎𝑛arcsinh{ 𝑉
2𝑉0

exp [𝜇0
𝑎 + 𝑏

𝑎 ln(𝜃𝑉0
𝐿 )]} + 𝜂𝑉. (2.4)

The “state” 𝜃 in turn is governed by the evolution equation

̇𝜃 = 1 − 𝑉𝜃
𝐿 , (2.5)

corresponding to the so‐called “aging law” [Ruina, 1983]. Symbols used in (2.4)
and (2.5) include the reference friction coefficient 𝜇0, the reference slip rate 𝑉0,
the characteristic slip distance 𝐿, and the parameters 𝑎 and 𝑏 that control the
relative influence of direct and evolutionary effects, respectively. The fault is
velocity‐weakening (VW) and potentially frictionally unstable when 𝑎 − 𝑏 < 0,
and velocity‐strengthening (VS) and generally frictionally stable when 𝑎−𝑏 > 0.
Finally, the parameter 𝜂 used in (2.4) refers to the “radiation damping term”used
in the quasi‐dynamic (QD) approximation of inertia [e.g.,Rice, 1993; Cochard and
Madariaga, 1994; Ben-Zion and Rice, 1995; Liu and Rice, 2007; Crupi and Bizzarri,
2013], which is employed in earthquake cycle simulations to reduce the com‐
putational costs. However, this is known to introduce qualitative and quantita‐
tive differences compared to fully dynamic (FD) modeling results [Thomas et al.,
2014]. The damping viscosity 𝜂 = 𝐺/(2𝑐𝑠) is equal to half the shear impedance
of the elastic material surrounding the fault.
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Figure 2.1:Numerical model setup of a vertical strike-slip fault embedded in an elastic medium: 3-D
setup of SEAS benchmark BP4-QD and its simplification to 2-D, 1-D and 0-D. Only one side of the
fault (half space 𝑥 ≥ 0) is shown and modeled due to symmetry. “VW” and “VS” denotes the VW
(light green) and VS (light blue) patches, respectively. The transition between VW and VS patches
is shown in dark green. Tectonic loading regions at the top and bottom of the fault (dark blue) are
subjected to constant velocities (white arrows). “N” denotes the predefined nucleation zone (yellow)
with higher initial slip rate and shear stress, whose center is denoted as “Nc”. “EF” denotes a vertical
line through “Nc”. Computational domain in 2-D is reduced to 𝑥𝑧-plane (orange) with 1-D fault line
“EF” (brown). Computational domain in 1-D is reduced to the 𝑥-axis (red) with a 0-D fault point
“Nc” (brown). In this case tectonic loading is applied at the far-away end with constant velocity
(white arrow with red frame). Computational domain in 0-D is fault point “Nc” without medium
extent.
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2.2.2 Model setup

Over the last decade, the SCEC has supported various code comparison projects
to verify numerical simulations on dynamic earthquake ruptures [e.g. Harris
et al., 2009, 2018]. The SEAS benchmark project [Erickson et al., 2020; Jiang et al.,
2022], launched in 2018, is an extension to evaluate the accuracy of numerical
models simulating earthquake cycles. We use this benchmark initiative to suc‐
cessfully verify the earthquake cycle implementation inGarnet, which is demon‐
strated in Chapter 6 and Jiang et al. [2022]. To allow for a comparison with other
existing and established implementations that are commonly used, we build our
models based on the setup of SEAS benchmark problem BP4‐QD.

The BP4‐QD describes a planar vertical fault embedded in a homogeneous,
isotropic linear elasticmedium, observing the physics described in section 2.2.1
(Fig. 2.1). The 𝑥, 𝑦, 𝑧 axes are directions perpendicular to the fault plane, along
the strike and along the dip, respectively. Following Jiang et al. [2022], the fault
condition is prescribed at 𝑥 = 0. The central part of the fault is assumed to follow
the rate‐and‐state friction formulationwhere a VW region is surrounded by a VS
region. The top and bottom parts of the fault are not governed by rate‐and‐state
friction and are instead subjected to a constant fault‐parallel loading velocity
𝑉𝑝/2. The inherited frictional parameters 𝑎, 𝑏, 𝐿 lead to a large nucleation size
(∼12 km), such that it facilitated benchmarking under low resolution (500 ‐ 1000
m) with a reasonable computational load (see Chapter 6 for the benchmarking).
We are aware that this setup allows for simple periodic earthquakes instead of
smaller irregular ones, but this simple earthquake sequence also facilitates the
comparison over dimensions andmake quantitative comparisons of some char‐
acteristic observations possible.

Due to the symmetry respective to the fault plane and the resulting anti‐
symmetry of fault‐parallel motion, the motion at the fault is taken to be rela‐
tive to a fictitious oppositely moving domain that is not modeled. The compu‐
tational domain is thus limited to the half space 𝑥 ≥ 0. Since this still proposes
an infinitely large half space, the computational domain needs to be truncated
to a finite domain when using a volumetric discretization. We use the compu‐
tational domain ΩΩΩ(𝑥, 𝑦, 𝑧) = [0, 𝑋0] × [−𝑌0, 𝑌0] × [−𝑍0, 𝑍0] (Fig. 2.1), where
𝑋0, 𝑌0, 𝑍0 are chosen sufficiently large to have negligible impact on the fault
behavior [Jiang et al., 2022]. The top and bottom boundaries 𝑧 = ±𝑍0 are pre‐
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Figure 2.2: Influence of computational domain size: comparison of long-term and coseismic maxi-
mum slip velocity with various medium thickness 𝑋0 choices in 3-D models. The inner panel shows
the coseismic zoom-in to the first earthquake event.

scribed tomove at the sameconstant loading velocity𝑉𝑝/2. The remaining three
boundaries 𝑥 = 𝑋0, 𝑦 = −𝑌0, 𝑦 = 𝑌0 mimic the conditions at infinity and are set
to be traction‐free. We show that the simulated earthquake sequences are con‐
verging in both interseismic and coseismic phases upon enlarging the medium
thickness 𝑋0 and the difference is negligible when 𝑋0 > 40 km (Fig. 2.2). The
sameparameter study is also implemented for𝑌0 and𝑍0 to achieve convergence
(Table 2.1).

The initial conditions are chosen to allow the fault to creep at the imposed slip
velocity 𝑉𝑝 in a steady state at 𝑡 = 0 [Jiang et al., 2022], namely

𝜃(𝑡 = 0) = 𝐿
𝑉𝑝

, (2.6)

and
𝜏𝑠(𝑡 = 0)

= 𝑎𝜎𝑛arcsinh
⎧{
⎨{⎩

𝑉𝑝
2𝑉0

exp ⎡⎢
⎣

𝜇0
𝑎 + 𝑏

𝑎 ln⎛⎜
⎝

𝑉0
𝑉𝑝

⎞⎟
⎠

⎤⎥
⎦

⎫}
⎬}⎭

+ 𝜂𝑉𝑝 .
(2.7)

We additionally define a highly stressed zone “N” in the VW patch with higher
initial slip velocity 𝑉𝑖 (Fig. 2.1) to ensure the first earthquake nucleates at that
location when the computation starts. In this zone, the state variable 𝜃 keeps
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unchanged to achieve the high pre‐stress, namely

𝜏𝑠((𝑦, 𝑧) ∈ 𝑁, 𝑡 = 0)

= 𝑎𝜎𝑛arcsinh
⎧{
⎨{⎩

𝑉𝑖
2𝑉0

exp ⎡⎢
⎣

𝜇0
𝑎 + 𝑏

𝑎 ln⎛⎜
⎝

𝑉0
𝑉𝑝

⎞⎟
⎠

⎤⎥
⎦

⎫}
⎬}⎭

+ 𝜂𝑉𝑖 .
(2.8)

This helps us to better compare the coseismic behavior across dimensions. All
physical and numerical parameters are summarized in Table 2.1.

2.2.3 Model simplification by progressive elimination of
dimensions

In this work we take a structured approach to dimension reduction, eliminat‐
ing first the lateral along‐strike dimension, then the vertical dimension, and fi‐
nally the fault‐perpendicular dimension. Each of these steps are illustrated in
Fig. 2.1. For clarity, the assumptions and variables concerned in each dimen‐
sion are summarized in Table 2.2.

In 2‐D, the model is simplified by excluding the along‐strike fault direction (de‐
noted in orange in Fig. 2.1). This means that the material and frictional proper‐
ties, boundary and initial conditions are assumed to be homogeneous in this di‐
rection. That assumption thus omits the along‐strike heterogeneity introduced
by the bounding VS patches as well. In this way, any half plane cutting the fault
vertically may be taken as representative of the the entire model. The computa‐
tional domain can thusbe reduced toΩΩΩ(𝑥, 𝑧) = [0, 𝑋0]×[−𝑍0, 𝑍0]. Furthermore,
we omit the along‐dipmotion 𝑣𝑧 andonlymodel the anti‐planemotion. As a con‐
sequence, only the 𝜎𝑥𝑦 and 𝜎𝑦𝑧 components of the stress tensor are required to
be evaluated in this anti‐plane strain model. To allow a coseismic comparison
we keep there the highly stressed nucleation zone defined in 3‐D and choose to
model the plane cutting across this zone. The fault is collapsed to the line “EF”
(denoted in red in Fig. 2.1). Another common 2‐D perspective thatmodels a hor‐
izontal plane cutting the fault includes the in‐plane strain assumption. While
this configuration models a more complete set of momentum balance and elas‐
tic constitutive equations than the anti‐plane configuration we have chosen, the
differences are only expected to manifest as a slightly modified elastic loading
and corresponding changes in friction and nucleation size. We therefore choose
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Table 2.1: Physical and numerical parameters

Parameter Symbol Value
Density 𝜌 2.670 g/cm3

Shear wave speed 𝑐𝑠 3.464 km/s
Poisson ratio 𝜈 0.25
Shear modulus 𝐺 32.0 GPa
Bulk modulus 𝐾 53.4 GPa
Normal stress 𝜎𝑛 50 MPa
Plate rate 𝑉𝑝 10−9 m/s
Width of rate‐and‐state fault 𝑊𝑓 80 km
Length of uniform VW region 𝑙 60 km
Width of uniform VW region 𝐻 30 km
Width of VW‐VS transition zone ℎ 3 km
Reference friction coefficient 𝜇0 0.6
Reference slip rate 𝑉0 10−6 m/s
Characteristic slip distance 𝐿 0.04 m
Rate‐and‐state direct effect 𝑎
‐ VW 0.0065
‐ VS 0.025
Rate‐and‐state evolution effect 𝑏 0.013
Width of predefined nucleation zone “N” 𝑤𝑖 12 km
Distance of nucleation zone to boundary ℎ𝑖 1.5 km
Initial slip rate
‐ inside nucleation zone 𝑉𝑖 10−3 m/s
‐ outside nucleation zone 𝑉𝑝 10−9 m/s
Medium extent perpendicular to fault 𝑋0 40/80/120𝑎 km
Half fault extent along strike 𝑌0 60/90𝑎 km
Half fault extent along dip 𝑍0 50/60𝑎 km
Grid size Δ𝑥 500/1000𝑎 m
𝑎 Numbers in italic are used in parameter studies.
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to use the vertical 2‐D configuration that keeps the top/bottom loading regions
for better comparison.

The simplified physical equations (2.1)‐(2.3) in 2‐D read:

𝜎̇𝑥𝑦 = 𝐺
𝜕𝑣𝑦
𝜕𝑥 ,

𝜎̇𝑦𝑧 = 𝐺
𝜕𝑣𝑦
𝜕𝑧 ,

𝜕𝜎𝑥𝑦
𝜕𝑥 +

𝜕𝜎𝑦𝑧
𝜕𝑧 = 0 .

(2.9)

In 1‐D, we further simplify the model by setting all variables invariant along dip
in which case only the shear stress component 𝜎𝑥𝑦 and the velocity component
𝑣𝑦 remain. We thus lose the possibility to model spatial variations of frictional
properties as the fault reduces to a 0‐D point at 𝑥 = 0 in the computational do‐
main ΩΩΩ(𝑥) = [0, 𝑋0]. We choose the fault “point” to be velocity‐weakening,
corresponding to a location inside the predefined nucleation zone at “Nc” (de‐
noted in red in Fig. 2.1) to facilitate coseismic comparison. Furthermore, with‐
out an along‐dip fault extent, the original on‐fault tectonic loading from the top
and bottom is no longer possible. Instead, it is added at the far‐away boundary
through a constant creeping rate there. To achieve a comparable interseismic
stress rate inside the VW patch across dimensions, we adjust the domain size
𝑋0 so that the shortest distance between the VW patch and the creeping bound‐
ary is the same as in higher dimensional models. Namely, we set 𝑋0 equal to
(𝑊𝑓 − 𝐻)/2.

The simplified physical equations in 1‐D read:

𝜎̇𝑥𝑦 = 𝐺
𝜕𝑣𝑦
𝜕𝑥 ,

𝜕𝜎𝑥𝑦
𝜕𝑥 = 0 .

(2.10)

In 0‐D, both themedium and the fault become the same point by eliminating the
fault‐perpendicular dimension. In this model without medium extent, physical
loading is impossible at any medium boundaries. Therefore a “driving force”
that can be chosen arbitrarily (equivalent to loading at the fault point) has to be
added to the system instead.
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Table 2.2: Simplifications in different dimensional models

Model Fault Unknowns Simplifications
3‐D 2‐D 𝑉, 𝜃; 𝑣𝑥, 𝑣𝑦, 𝑣𝑧,

𝜎𝑥𝑥, 𝜎𝑥𝑦, 𝜎𝑥𝑧, 𝜎𝑦𝑦, 𝜎𝑦𝑧, 𝜎𝑧𝑧

No fault opening

2‐D 1‐D 𝑉, 𝜃; 𝑣𝑦, 𝜎𝑥𝑦, 𝜎𝑦𝑧 + strike‐slip only, along‐
strike invariant

1‐D 0‐D 𝑉, 𝜃; 𝑣𝑦, 𝜎𝑥𝑦 + along‐dip invariant
0‐D 0‐D 𝑉, 𝜃 + integral perpendicular to

fault

The simplified physical equation in 0‐D reads:

𝜎̇𝑥𝑦 = −𝑘𝑉 + ̇𝑓𝑑 (2.11)

where 𝑘 is the stiffness of the system and ̇𝑓𝑑 is the applied driving force. This
model will be further discussed in section 2.4.2 where the equivalence of 1‐D
and 0‐D models will be illustrated.

2.2.4 Numerical algorithm

The nonlinear friction law (2.4) and evolution law (2.5) are solved in a point‐wise
fashion using a Newton‐Raphson iteration for the slip rate 𝑉 at a given stress 𝜎𝜎𝜎,
given initial conditions (2.6)‐(2.8) (algorithmflowchart in Fig. 6.1). Themedium
is closedwith an essential velocity boundary condition𝑣𝑣𝑣 = 𝑉 ̂𝑡 ̂𝑡 ̂𝑡/2 on the fault (𝑥 =
0) and the remaining boundary conditions given in the two sections above.

We choose a spatial discretization that ensures that the smallest physical length
scale in the rate‐and‐state friction model – the cohesive zone size Λ – is always
well resolved. This cohesive zone size Λ [Rubin and Ampuero, 2005; Day et al.,
2005] is given by

Λ = Λ0√1 − 𝑉2𝑟
𝑐2𝑠

Λ0 = 9𝜋
32

𝐺𝐿
𝑏(1 − 𝜈)𝜎𝑛

,
(2.12)

where 𝑉𝑟 is the rupture speed and 𝑐𝑠 is the shear wave speed. Λ0 is the upper
limit of the cohesive zone size when 𝑉𝑟 → 0. The dynamic cohesive zone size
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Λ shrinks with increasing rupture speed 𝑉𝑟. We find that a high resolution is
required for the seismogenic domain and its neighboring off‐fault area, while it
is not required at medium to large distances to the fault. We improve compu‐
tational efficiency by considering a grid that is statically refined (ie. remaining
fixed over time) near the VW zone. Refinement is realized by designing an or‐
thonormal rectilinear (but not Cartesian) coordinate system that measures Eu‐
clidean space, and sampling this deformed coordinate system, rather than the
Cartesian reference frame itself, at regular intervals. Differential operators are
expressed in a general curvilinear coordinate system [see e.g. Simmonds, 1994]
before discretization, a procedure that preserves the 2nd‐order accuracy of the
numerical method [Pranger, 2020].

We use adaptive time stepping to deal with the strong variation of the slip ve‐
locity and state variables in between interseismic and coseismic phases. The
critically resolvable time scale is according to the evolution of the friction law
(Eq. 2.5). Following Lapusta et al. [2000], we let the time step Δ𝑡 be given by

Δ𝑡 = min{𝜁 𝐿
𝑉max

, (1 + 𝛼)Δ𝑡old, Δ𝑡max} . (2.13)

where 𝜁 is a factor controlled by thematerial and frictional parameters [see cal‐
culation method in Lapusta et al., 2000]. We also require the next time step not
to be larger than (1+𝛼) times the former time step Δ𝑡old to avoid instability in
the postseismic phase. A maximum time step size Δ𝑡max is further added to
keep resolving the interseismic period in sufficient detail. We use 𝛼 = 0.2 and
Δ𝑡max = 108 s.

2.3 Results and Analysis

Following the simplifications summarized in Table 2.2 and Fig. 2.1, this section
compares and analyzes the 3‐D to 2‐D and 1‐D results, where the fault ismodeled
in 2‐D, 1‐D and 0‐D, respectively.

2.3.1 Interseismic phase

Regardless of dimension, we observe quasi‐periodic earthquake sequences
(Fig. 2.3). In one earthquake cycle, shear stress is first accumulated from min‐
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Figure 2.3: Comparison of the long-term time series of (a) slip rate, (b) stress and (c) accumulated
slip in 1-3-D models. The lines with different thicknesses and degrees of transparency are recorded at
different locations on the fault, where the thick lines are recorded at the rim of the nucleation zone
“N*” of the sixth earthquake, the semi-thick lines along the line “EF” cutting across “N*” vertically
and the thin lines elsewhere in the VW patch (see Fig. 2.7).
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predefined nucleation zone. The interseismic phase is plotted every 20 years (blue), the pre- and
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that the slip contour distortions around a depth of -1.5 km and -13.5 km are introduced into these
cumulative patterns by the predefined nucleation zone, whose properties increased the amount of slip
in that zone for the first earthquake only.
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imum 25 MPa to maximum 35‐42 MPa during the interseismic phase and then
released in an earthquake (Fig. 2.3b). Accordingly, slip velocity also increases
from locked rates of 10−17 m/s in 2‐D and 3‐D and 10−20 m/s in 1‐D to seismic
rate 100 m/s at the same time (Fig. 2.3a). This similarity indicates the possibil‐
ity of using lower dimensional models to substitute higher dimensional ones in
earthquake cycle modeling.

By dimension reduction, simulated earthquakes become more characteristic
(Fig. 2.3, 2.4). In 3‐D, all simulated earthquakes nucleate from one corner of the
rectangular VW zone and rupture throughout it until the rupture front reaches
the transition to the VS zone. However, not all earthquakes initiate from the
same nucleation zone, as is suggested by the slip profile (Fig. 2.4a). Rather,
the nucleation location alternates between the top‐left and bottom‐right cor‐
ners, resulting in a periodic cycle of two earthquakes with slightly different
slip and recurrence interval. Similar results in 3‐D of two or more character‐
istic earthquakes repeating as a group have also been reported by Barbot [2019],
where several possible mechanisms are suggested for this poorly understood
phenomenon, including near‐stable condition, large geometrical aspect ratio
and velocity‐strengthening/‐weakening region interaction [see also Chen and La-
pusta, 2019; Cattania, 2019]. In 2‐D, earthquakes aremore periodic because they
all nucleate from the same down‐dip limit of the VW patch and rupture towards
the up‐dip limit, instead of alternately nucleating from the top and bottom sides
(Fig. 2.4b). The earthquake size is also more identical with same recurrence
interval. In 1‐D, we observe purely periodic, characteristic earthquakes of the
same size (Fig. 2.3). This trend is because with fewer dimensions, the interseis‐
mic loading pattern to the VW patch becomes simpler, so that the potential nu‐
cleation locations are also reduced. Earthquakes can potentially nucleate from
four corners of the VW patch in 3‐D, but it reduces to two (top and bottom) in
2‐D and one in 1‐D. This demonstrate that as spatial dimensions are eliminated,
the simulated results typically exhibit a simpler spatio‐temporal behavior.

From a quantitative point of view, simulated earthquakes reach larger slip and
longer recurrence interval by dimension reduction (Fig. 2.4). To quantify the
difference in slip we compare the total slip (i.e., seismic slip + aseismic slip),
because it is largely constant throughout the fault plane in one earthquake cy‐
cle. Total slip is also equal to the maximum coseismic slip, since the maximum
is only achieved where the fault portion is fully locked in the interseismic pe‐
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riod. This makes it, together with earthquake recurrence interval, good long‐
term earthquake cycle characteristics. In 3‐D, we observe earthquakes with av‐
erage total slip of ∼ 4.5 m and recurrence interval of ∼ 135 yr (Fig. 2.4a). In 2‐D,
fault slips∼ 6.8m every∼ 215 yr, about 50% larger than in 3‐D (Fig. 2.4b). In 1‐D,
fault slips ∼ 13.3 m every ∼ 420 yr, about three times as large as the 3‐D results
and twice the 2‐D results (Fig. 2.3c). Note that in calculation of these numbers
we excluded the slightly larger first earthquake that initiated at the predefined
nucleation zone.

We contribute the larger earthquakes simulated in lower dimensional models
largely to a lower interseismic stress rate. During the interseismic phase, the VS
patches are creeping at theplate rate so they donot accumulate stress. They only
play a role in transferring the tectonic loading from the loading boundaries into
the VW patch they surround. In other words, the VW patch is loaded directly
by its surrounding VS patches rather than the loading boundaries, whether the
bulk medium is simulated explicitly or not. This clarification is fundamental
because in this way the VW patch in 3‐D is loaded from four sides, rather than
only from the top/bottomwhere tectonic loading regions are located. While the
VWpatch in 2‐D is loaded from two sides, resulting in slower interseismic stress
rate inside the VW patch and hence a longer period before the next earthquake
can nucleate (thickest lines in Fig. 2.3b). Given that the constant creeping rate in
the VS patches is unchanged, the resulting larger slip deficit in the VWpatch has
to be made up by an earthquake with more slip. This is why larger earthquake
slips are observed in lower dimensional models. Therefore these interseismic
differences are largely explained by the reduced presence of VS patches due to
dimension reduction. Quantitative calculations based on theoretical considera‐
tions, supporting the analysis above, will follow in section 2.3.5.

That clarification also implies that the interseismic stress rate in the VW patch
does not depend on the size of the VS patches 𝑊𝑓 or the distance of the loading
boundaries (𝑊𝑓 − 𝐻)/2, but on the size of the VW patch itself. The smaller the
VW patch is, on average the faster the loading will be. This is because the aver‐
age distance from a portion of the VW patch to the VW‐VS boundary is shorter.
This explains why larger slip and longer recurrence interval are still observed
in 1‐D even though the distance between the VW fault and the far‐away loading
boundary 𝑋0 is already chosen to be (𝑊𝑓 − 𝐻)/2, the same as in higher dimen‐
sions (in section 2.2.3). Using this concept we aimed to make the stress rate di‐
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rectly caused by the loading boundaries comparable to that in 2‐D and 3‐Dmod‐
els, but the actual stress rate proved to be inadequate. Therefore 𝑋0 has to be
shortened to obtain higher stress rate, and finally to achieve similar earthquake
slip and recurrence interval. Based on this idea and further theoretically consid‐
erations (section 2.3.5) we propose a revised formulation of 𝑋0 in section 2.4.2,
where more similar results as in higher dimensional models are achieved.

2.3.2 Coseismic rupture of the first earthquake

For the first earthquake (Fig. 2.5a, c, e), the source time function at all loca‐
tions within the VW patch takes the shape of Kostrov’s classic self‐similar crack
solution [Kostrov and Das, 1988] with a short rise time and relatively long decel‐
eration tail. As dimensions are reduced, the duration of the rise time decreases
while the duration of the deceleration increases. The deceleration in 1‐D is the
slowest, since the rupture does not interact with patches of different stress or
strength properties that could decelerate it. For the same reason, it is impos‐
sible to observe rupture reflections in 1‐D. While the rupture reflection from
the VW‐VS boundary in 3‐D is clearly observable as a second slip velocity peak
(Fig. 2.5a).

Despite this qualitative similarity, we compare slip velocity, rupture speed and
stress drop for their quantitative differences across dimensions. Peak slip ve‐
locity and rupture speed are important earthquake characteristics that reflect
the dynamic characteristics of a fracture. We observe that peak slip velocities
reach the same order of magnitude of around 100 m/s regardless of dimension,
but they do increase by tens of percent in lower dimensional models (Fig. 2.5a).
In 3‐D, the peak slip velocity is initially ∼ 0.8 m/s in the predefined nucleation
zone and gradually increases to its maximum of ∼ 1.5 m/s. In 2‐D, the peak slip
velocity starts around ∼ 1.6 m/s and gradually increases up to ∼ 2.0 m/s. In 1‐D,
the maximum slip velocity is ∼ 2.4 m/s. We connect this increase again to the
reduced presence of VS patches due to dimension reduction. In 2‐Dmodels, the
1‐D fault “line” represents a 2‐D fault plane inwhich theVWpatch is extended in‐
finitely long along strike in a 3‐D perspective [e.g., Andrews et al., 2007], whereas
in 1‐D models the 0‐D fault “point” represents an infinitely large, fully‐VW 2‐D
fault plane. In other words, the VS patches are removed from the dimensions
that is not explicitly simulated, which would originally absorb energy from the
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Figure 2.5: Comparison of the coseismic time series of (a, b) slip rate, (c, d) stress and (e, f) accu-
mulated slip in 1-3-D models. The first earthquake is shown in (a, c, e), and the sixth earthquake
is shown in (b, d, f), where origin time is set at the onset of the respective earthquake. The lines
with different thicknesses and degrees of transparency are recorded at different locations on the fault,
where the thick lines are recorded at the nucleation location “Nc” (the first earthquake) or “N*” (the
sixth), the semi-thick lines along the line “EF” cutting across it vertically and the thin lines elsewhere
in the VW patch (see Fig. 2.7a, c).
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Figure 2.6: Comparison of coseismic rupture propagation. (a) The coseismic rupture speed of the
first earthquake in 3-D. The arrival time of the coseismic rupture front, which is measured when slip
velocity reaching the seismic limit, is plotted every five seconds as contours. The central part of the
fault plane is shown where white color means no seismic slip is observed. The red dashed line labels
the observation line “EF” introduced in Fig. 2.1. Note that no reliable rupture speed is measured at
rupture onset (left white near “Nc”). (b) The coseismic rupture front arrival time along the vertical
line “EF” in 2-D and 3-D. The line color indicates the rupture speed under the same color scale as (a).
Lines end at where slip rates drop below seismic threshold. The average rupture speed in the middle
of propagation (i.e., except during nucleation and arrest) is measured as stated.

rupture if the rupture would interact with them. More importantly, every por‐
tion of the fault along the not explicitly simulated direction ruptures at the same
time as its simulated counterpart. Thus no fracture energy is consumed in those
directions. The energy that is not consumed in these ways can instead be used
to achieve higher slip velocities, as evident from the earthquake energy budget
considerations in Kanamori and Rivera [2006].

Rupture speed across different dimensional models shows lager variation than
peak slip velocity. In 3‐D, the total coseismic rupture lasts for ∼ 30 s. Rup‐
ture propagates faster in the horizontal direction than in the vertical direction
and it experiences an acceleration in the last ∼ 10 s to reach near‐shear speed
(Fig. 2.6a). The rupture front takes ∼ 20 s to propagate along the vertical line
“EF”, at a near‐constant speed of ∼ 0.83 km/s, except for the first several sec‐
onds and the arrest. In 2‐D, the rupture takes only ∼ 10 s to reach the up‐dip
limit, starting from the same nucleation region (Fig. 2.6b). Accordingly, the rup‐
ture speed of the stable part is ∼ 2.55 km/s, almost twice higher than in 3‐D. To
explain these differences in rupture speed, the same considerations used to ex‐
plain the differences in peak slip velocities are applied. In 2‐D models, no frac‐
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ture energy needs to be overcome to rupture into the strike direction and hence
more energy can be directed along dip, which allows the rupture to achieve
higher speeds. This also shortens the rupture duration and leads to ruptures
that propagate deeper into the surrounding VS patches compared to 3‐Dmodels
(Fig. 2.6b). Given that the difference between 2‐D and 3‐D models occurs in the
horizontal direction while the vertical direction remains identical, our results
suggest that the (in)existence of the horizontal VS patches has influence on the
coseismic rupture behavior inside the VW patch, even in the vertical direction.
This is confirmed in additionalmodels where a second rupture deceleration can
be observed if the length of the VW patch is shortened to one fourth (see sec‐
tion 2.4.1, Fig. 2.10).

Given the same initial condition, the stress drop and fracture energy of the first
earthquake are comparable in all dimensional models, both inside and outside
the pre‐stressed zone (Fig. 2.7b). The stress drop Δ𝜏, i.e., the stress difference
between the start and the end of an earthquake, and the fracture energy 𝐺𝑐, i.e.,
the surface area below the stress w.r.t slip profile, are important earthquake pa‐
rameters (see Fig. 2.7b for more definitions of stresses and stress drops used
below). Regardless of dimension and at all VW locations we first observe the
shear stress increasing up to the yield stress and then it drops to a constant level
corresponding to dynamic friction (Fig. 2.5c). Both the yield stress and the dy‐
namic stress are comparable across dimensions. Therefore the difference be‐
tween the two (so‐called breakdown stress dropΔ𝜏𝑏, i.e., strength excess + stress
drop) is also similar. Notice that the initial stress increase is not as large when
getting close to the nucleation zone and it is nearly zero inside it (thickest line in
Fig. 2.5c). This shows that the nucleation zone has to reach its yield stress before
the coseismic phase, which is usually lower comparing to themaximum achiev‐
able yield stress elsewhere. After the stress drop, an immediate small stress
increase is observed that is also similar in size across dimensions (Fig. 2.5c). It
is worth noting that the stress drop at different locations is achieved within a
similar amount of slip (Fig. 2.7b), regarded as the characteristic slip weakening
distance 𝐷𝑐 in a linear slip‐weakening friction formulation. After this distance,
coseismic slip continues to accumulate until the earthquake arrests. The crit‐
ical slip‐weakening distance varies from 0.8 m to 1.1 m from 3‐D to 1‐D. Given
the similar size of stress drop and slip‐weakening distance, the fracture energy
𝐺𝑐 ≈ Δ𝜏𝑏𝐷𝑐/2 (Fig. 2.7b) is also found to be comparable across dimensions and
at all VW locations (with a minor increase from 1‐D to 3‐D).
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Figure 2.7: Cross-dimensional comparison of (a, c) the initial stress and (b, d) the coseismic stress
evolutionw.r.t. slip in 1-3-Dmodels for (a, b) the first earthquake and (c, d) the sixth earthquake. (a,
c) The initial stress is measured when the maximum slip velocity reaches the seismic threshold. The
nucleation size is denoted as ℎ∗. Due to the high prestress, the coseismic slip of the first earthquake
begins from the center of the nucleation zone (denoted as “Nc”). Whereas the coseismic slip of the
sixth earthquake begins at the rim of the nucleation zone (denoted as “N*”). (b, d) The lines with
different thicknesses and degrees of transparency are recorded at different locations on the fault, where
the thick lines are recorded at point “Nc” (the first earthquake) or “N*” (the sixth), the semi-thick
lines along the vertical line “EF” through it and the thin lines elsewhere in the VW patch (see panels
a, c, respectively). (e) The initial state of the sixth earthquake. (f) The yield stress of the sixth event.
The definitions of stresses and stress drops used in the text are labeled in panel (b).
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The differences in stress drop and fracture energy across dimensions are mi‐
nor. This is in line with expectations, since these earthquake parameters are
considered to be largely controlled by the frictional properties and the normal
stress [e.g.,Rubin andAmpuero, 2005] that are homogeneous in thismodel. How‐
ever, the modest systematic differences in, for example, the critical slip weak‐
ening distance that becomes shorter at lower dimensions, still indicates that the
dynamics on the fault play a role in redistributing the earthquake energy budget,
so that the stress drop and the slip weakening distance can change accordingly.
This is more evident when the fault is shorted to one fourth its width where
yield stress is observed decreasing while rupture propagates (see section 2.4.1,
Fig. 2.10).

2.3.3 Nucleation phase

A spontaneous nucleation phase is observed in later earthquakes that expe‐
rience tectonic loading. To understand cross‐dimensional differences under
more realistic initial conditions prevalent after the first earthquake, we also an‐
alyze the sixth earthquake. This earthquake is representative since earthquakes
are essentially characteristic from the second onward.

Earthquake initiation somewhat differs across dimensions in how much aseis‐
mic slip is accumulated prior to nucleation and in the nucleation size ℎ∗. To
understand this and to understand which fault plane locations are most compa‐
rable, we analyze interseismic slip velocity and shear stress evolution patterns
(Fig. 2.3). These patterns that depend on the distance between the observation
point and the VS patches are qualitatively similar in all dimensional models.
Faster loading occurs near the VS‐VW transition and these regions start to creep
at plate rate the earliest. Slip becomes unstable when the creeping front propa‐
gates into the locked region up to the nucleation size ℎ∗. Nucleation then occurs
in one of the four corners in the VW patch in 3‐D or one of the two ends in 2‐D.
The nucleation size is observed to be roughly twice as large in 3‐D compared to
the size in 2‐D (Fig. 2.4). At the rimof this nucleation zone, highest shear stress is
achieved due to the largest velocity gradient between creeping and locked zones.
In the meantime, the inner nucleation zone yields and accelerates, which is ac‐
companied by stresses dropping back to their steady‐state (Fig. 2.7c). Based on
whether the observation point is inside the nucleation zone, at the nucleation
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rim (e.g., point “N*” in Fig. 2.7c) or outside the nucleation zone, similar loading
and nucleating behavior is shared across dimensions, respectively (Fig. 2.3). In‐
side the nucleation zone, faster slip velocity and stress accumulation rates are
observed, bothwith a plateau at steady‐state before earthquake starts (middle to
thin lines that are to the left and above the thickest line in Fig. 2.3a, b). Outside
the nucleation zone, at a point closer to the central VW patch that experiences
slower loading, slip velocity and shear stress increase more slowly. This fault
portion remains locked before the start of the next earthquake, i.e., slip velocity
is always below plate rate and shear stress below the aforementioned steady‐
state stress level (middle to thin lines that are to the right and below the thickest
line in Fig. 2.3a, b). Only at the rim of the nucleation zone, can slip velocity and
shear stress increase at a unique rate that allows for the earthquake to occur as
soon as the plate rate and the fault strength are reached at the same time (e.g.,
thickest lines in Fig. 2.3a, b). Since the seismic rate is achieved instantaneously,
no aseismic slip is accumulated at this location during nucleation.

In 1‐Dmodels with a 0‐D fault “point”, slip also immediately becomes seismic as
soon as the shear stress reaches the interface strength and thus does not accu‐
mulate preceding aseismic slip. Therefore, such models mimic the rim of the
nucleation zone in higher dimensional models (thickest lines in Fig. 2.3). This
is because, as we discussed above, the 0‐D fault “point” represents an infinite
fully‐VW fault plane from a 3‐D perspective, on which earthquakes nucleate si‐
multaneously at all locations as yield stress is reached at the same time. This
location is where simulation results are best compared across dimensions and
are further explored in theoretical calculations (section 2.3.5).

2.3.4 Coseismic phase of later earthquakes

An important consequence of interseismic loading is that it reshapes the initial
stress (stress at the beginning of coseismic phase) and initial state to be hetero‐
geneous (Fig. 2.7c, e, also refer to panel b for the definition of below‐mentioned
stress, stress drop and energy). Due to the variable distances to the VS patches
and the nucleation process, different locations in the VW patch are loaded to a
spatially variable level of initial stress and initial state. The nucleation zone has
the lowest initial stress, whereas its rim has the highest values close to the yield
stress (Fig. 2.7c). The same holds for initial state except that a high state variable
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is also achieved in the center of the VW patch (Fig. 2.7e). This is because during
the preceding interseismic phase the central VWpatch remains locked. Accord‐
ing to Nakatani [2001]’s definition of interface strength (𝜎𝑛 [𝜇0 + 𝑏 ln(𝜃𝑉0

𝐿 )]),
this region is healed to a much higher interface strength than its surrounding.
Consequently, the subsequent coseismic phase exhibits characteristics that the
first earthquake did not show.

Our dimensional comparison of the first earthquake regarding the rupture
speed and slip velocity remains qualitatively valid (Fig. 2.5b, d, f vs. a, c, e) for
the coseismic phase of later earthquakes. However, it is worth pointing out that
the rupture speed is overall about 50%slower than thefirst earthquake, resulting
in twice as long ruptureduration inboth 2‐Dand3‐Dmodels (Fig. 2.5b vs. a). The
peak slip velocity grows slowly at the beginningwhen the rupture is propagating
into the central VW patch. The high interface strength suppresses its propaga‐
tion into this patch and thus limits both rupture speed and peak slip velocity.
Only once the rupture front has passed and is closer to the VW‐VS transition do
the rupture speed and peak slip velocity increase sharply. Combining lower slip
velocity and longer coseismic duration, the accumulated seismic slip is smaller
in latter earthquakes than for the first earthquake (Fig. 2.4, 2.5f vs. e). Smaller
seismic slip is thus a result of the lower average initial stresses (and lower slip
deficit) for spontaneously loaded earthquakeswith respect to the highly stressed
nucleation zone predefined for the first earthquake.

Given the same level of dynamic stress after the earthquake, the nonuniform
initial stress field also results in a nonuniform stress drop Δ𝜏 (Fig. 2.7d). Addi‐
tionally, the yield stress is spatially variable, making the breakdown stress drop
Δ𝜏𝑏 nonuniform as well (Fig. 2.7d, f, also clearly visible in 2.5d). The stress‐slip
profile and fracture energy are thus no longer near‐identical throughout the VW
patch as they are in the first event (Fig. 2.7d vs. b). Compared to the first earth‐
quake, the yield stress becomes higher near the central VW patch and lower
closer to the VW‐VS transition, making it lower when averaged over the whole
seismogenic zone (Fig. 2.7f). Fracture energy𝐺𝑐 varies accordingly: it increases
near the center, decreases closer to the transition, and decreases on average.
This illustrates the importance of tectonic loading for the coseismic rupture, as
it modifies the initial stress, yield stress and energy profiles. Yield stress can
thus no longer be simply defined by the frictional properties.

The 1‐D models, lacking the space for nucleation and dynamic rupture, never
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reach the initial and yield stress level higher dimensionalmodels achieve in later
earthquakes (Fig. 2.5d). This makes them quantitatively dissimilar to 2‐D or 3‐
D simulations in the coseismic phase, even from the aspect of mimicking the
nucleation rim (thickest lines in Fig. 2.5b, d, f vs. a, c, e).

2.3.5 Theoretical considerations

To better analyze the similarities and understand the differences across dimen‐
sions, we utilize theoretical calculations that can estimate the aforementioned
characteristic observables to the first order.

Earthquake cycle parameters

We estimate earthquake recurrence interval and total slip (i.e., aseismic + seis‐
mic slip, maximum coseismic slip) by extending the 3‐D theoretical formula‐
tion in Chen and Lapusta [2019] to all other dimensions using the analytical crack
models of Knopoff [1958] and Keilis-borok [1959]. Earthquake recurrence inter‐
val 𝑇 can be estimated when it is known how much stress is accumulated and
what the interseismic stress rate is, namely 𝑇 = Δ𝜏/ ̇𝜏. Maximum coseismic
slip 𝐷, which equals to the interseismic slip deficit, can be estimated from the
aseismic slip accumulated on the surrounding creeping VS patches during the
interseismic phase, namely 𝐷 = 𝑉𝑝𝑇.

To provide a reliable estimate of the interseismic stress rate and its maximum
it is important to know which fault location is most representative for this pur‐
pose. This is important because the stress accumulation pattern is non‐linear
and spatially variable (Fig. 2.3), as explained in the description of the nucleation
phase (section 2.3.3). Give the nonuniform initial stress 𝜏𝑖 (Fig. 2.7c) and the
generally uniform dynamic stress 𝜏𝑓 as a starting level, the interseismic stress
that needs to be accumulated Δ𝜏 = 𝜏𝑖 − 𝜏𝑓 is thus not uniform. A similar spatial
variation holds for the interseismic stress rate ̇𝜏 (Fig. 2.3b). Interestingly, the
stress accumulates at an approximately linear rate at the rim of the nucleation
zone, e.g., at location “N*” in Fig. 2.7c. Additionally, this location does not expe‐
rience aseismic creep during the nucleation phase, as the slip becomes seismic
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Figure 2.8: Comparison between theoretical predicted and numerically simulated results. (a) Com-
parison between theoretically predicted (circle) and numerically simulated (square) average stress
drop (blue) and stress drop at location “N*” (red). The prediction is shared by both axis quantities
and colored in black. The difference (in percentage) between calculated and simulated stress drop at
location “N*” is labeled aside. (b) Comparison between theoretically predicted (circle) and numeri-
cally simulated (square) recurrence interval (blue) and maximum coseismic slip (red). Same labels
as in (a). Note that the markers in blue and red are largely overlapped in this panel. (c) Interrelation
between rupture speed and peak slip velocity in 3-D (blue) and 2-D (red) models. The local values
are measured at different locations inside the VW patch.
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immediately. These two observations make a straight‐forward theoretical cal‐
culation to estimate both recurrence interval 𝑇 and maximum coseismic slip 𝐷
feasible by analyzing the stress accumulation at location “N*”.

This location is at the distance of ℎ∗ inside the VW patch since an earthquake
can only nucleate when the creep penetrates this distance into the VW patch,
where ℎ∗ is the nucleation size. First, the interseismic stress accumulation is
estimated by the stress drop Δ𝜏dyn, which is approximated from the stress dif‐
ference between the two steady‐state friction level during the interseismic and
coseismic phase [Cocco and Bizzarri, 2002]

Δ𝜏dyn ≈ 𝜏(𝑉𝑝) − 𝜏(𝑉dyn)

≈ 𝜎[𝜇0 + (𝑎 − 𝑏)ln(𝑉𝑝/𝑉0)]

− 𝜎[𝜇0 + (𝑎 − 𝑏)ln(𝑉dyn/𝑉0)]
= 𝜎(𝑏 − 𝑎)ln(𝑉dyn/𝑉𝑝) ,

(2.14)

where dynamic slip velocity 𝑉dyn is approximated as 1 m/s for simplicity. Sec‐
ond, the stress rate is calculated at the desired location that is at the distance of
ℎ∗ inside the VWpatch [in 2‐D and 3‐Dmodels, respectively, Rubin and Ampuero,
2005]

ℎ∗
2−D = 2𝐺𝐿𝑏

𝜋𝜎(𝑏 − 𝑎)2

ℎ∗
3−D = 𝜋2

4 ℎ∗
2−D = 𝜋𝐺𝐿𝑏

2𝜎(𝑏 − 𝑎)2

(2.15)

for mode III deformation in our models. The factor 𝜋2/4 comes from the stress
intensity factor (SIF) that is different for different rupture front curvatures in 2‐
D and 3‐D [Tada et al., 1973]. The stress rate ̇𝜏ℎ∗ at this location can be expressed
as [Chen and Lapusta, 2019; Keilis-borok, 1959; Knopoff , 1958]

̇𝜏ℎ∗ = 𝐶
𝐺𝑉𝑝

√𝑟2 − (𝑟 − ℎ∗)2
. (2.16)

For a fault segment of half‐width 𝑟 in 2‐Dmodels or a circular fault of radius 𝑟 in
3‐D models it has the same form with 𝐶 a dimension‐dependent constant being
either𝐶3−𝐷 = 𝜋(2−𝜈)

8(1−𝜈) = 7𝜋/24 [Keilis-borok, 1959] or𝐶2−𝐷 = 1/2 [Knopoff , 1958].
This expression is directly applicable to our 2‐D models with 𝑟 = 𝐻/2. While in
3‐D models, taken into consideration that the width of VW patch 𝐻 is shorter
than its length 𝑙, we apply this expression to our rectangular fault by assuming
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𝑟 ≈ 𝐻/2. In 1‐D, the tectonic loading is applied from the far‐away boundary. In
this case we replace the whole denominator √𝑟2 − (𝑟 − ℎ∗)2 by 𝑋0, the distance
between fault and the far‐away loading boundary, with 𝐶1−𝐷 = 1. Third, by
combining the interseismic stress rate and coseismic stress drop together we
approximate the recurrence interval 𝑇 by

𝑇 = Δ𝜏dyn/ ̇𝜏ℎ∗ = (𝑏 − 𝑎)𝜎
𝐶𝐺𝑉𝑝

√𝑟2 − (𝑟 − ℎ∗)2 ln
𝑉dyn

𝑉𝑝
. (2.17)

Finally, the total slip 𝐷, or the maximum coseismic slip, is estimated by

𝐷 = 𝑉𝑝𝑇 = (𝑏 − 𝑎)𝜎
𝐶𝐺

√𝑟2 − (𝑟 − ℎ∗)2 ln
𝑉dyn

𝑉𝑝
. (2.18)

The theoretically predicted recurrence interval and maximum coseismic slip
values systematically underestimate the numerical simulations by about 30%
but there is yet a qualitative agreement to simulations across all dimensions
(Fig. 2.8b). Especially, the theoretical prediction successfully captured the ob‐
served trend of increasing recurrence interval and coseismic slip a result of di‐
mension reduction, with accurate relative changes from 3‐D to 2‐D and 1‐D. This
agreement suggests that the essence of the cause is already captured in the sim‐
pler theoretical considerations and justifies our explanation that the larger co‐
seismic slip is caused by the larger slip deficit during longer recurrence interval
and the longer recurrence interval is caused by the lower interseismic stress
rate.Further more, we notice that the relative difference is nearly identical be‐
tween the recurrence interval and the total slip, indicating that the error in slip
calculation (2.18) may be directly inherited from the recurrence interval calcu‐
lation (2.17). The underestimation of the stress drop at location “N*” by stress
drop Δ𝜏dyn is a main contributor to this error (Fig. 2.8a). Our simulations show
that for the locations at the nucleation rim (point “N*” in Fig. 2.7c) initial stress
𝜏𝑖 is notably higher than its surrounding. However, we notice that this underes‐
timation of the accumulated stress is stronger than the underestimation of the
final values (Fig. 2.8a), indicating that the interseismic stress rate ̇𝜏 is under‐
estimated as well. This is due to the increased stress rate at the beginning and
the end of the interseismic phase. At the beginning of the interseismic phase,
it is increased by the effect of the postseismic slip. While near the end of the
nucleation phase it is due to the expanding nucleation zone that creeps, intro‐
ducing additional slip gradient (Fig. 2.3b). Despite the errors, these theoretical
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considerations well explained the simulated earthquake cycle parameters and
their trend with dimension reduction as a first order approximation.

Coseismic rupture parameters

Unlike the recurrence interval and total slip, coseismic rupture parameters such
as rupture speed and slip velocity vary across the fault. Our theoretical calcula‐
tions cannot provide an absolute estimate of the rupture speed. However, both
laboratory experiments [Ohnaka et al., 1987] and theoretical considerations [Ida,
1973; Ampuero and Rubin, 2008] suggest that the peak slip velocity 𝑉peak and the
rupture speed 𝑉𝑟 are interrelated by

𝑉𝑟 = 𝛼𝑟𝑉peak
𝐺

Δ𝜏𝑏
, (2.19)

where 𝛼𝑟 is a factor on the order of 1. This positive correlation is confirmed by
our simulations (Fig. 2.8c). We measured on average 𝛼𝑟 of 0.82 in 3‐D and 0.65
in 2‐D for the first earthquake respectively, which is similar to what Hawthorne
and Rubin [2013]measured (0.50‐0.65) in their 2.5D simulations. The lower value
of 𝛼𝑟 in 2‐D suggests that with dimension reduction higher slip velocity can be
achieved under the same rupture speed.

Whereas the calculated stress difference from rate‐and‐state friction between
the two steady states in the interseismic and coseismic phase (2.14) is indepen‐
dent of dimension and location, the stress drop Δ𝜏 is not uniform across the
simulated VW patch. Therefore that theoretical prediction only provides an es‐
timation of the average stress drop [Chen and Lapusta, 2019]

Δ𝜏 ≈ Δ𝜏dyn ≈ 𝜎(𝑏 − 𝑎)ln(𝑉dyn/𝑉𝑝) . (2.20)

The calculated average stress drop is slightly higher than the simulated results in
2‐D and 3‐D (Fig. 2.8a). However, it is still satisfying as a first order approxima‐
tion for both models given that the contribution of the changing state has been
ignored. It is noticed that the 1‐D model has a higher simulated average stress
drop. This is because the “average” loses its meaning in this case and the sim‐
ulated value only represents where the earthquake nucleates in higher dimen‐
sionalmodels (point “N*”). It is well expected that higher stress drop is achieved
here following the explanation in section 2.3.3 and the subsection above.
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Figure 2.9: The average computational time of one earthquake cycle in 0-D to 3-D models, under the
same resolution and domain size, with 12 CPUs Kokkos level parallelization.

2.3.6 Computational efficiency

Lower dimensional models are computationally more efficient without losing
the qualitative characteristics and the ability to estimate certain earthquake pa‐
rameters such as maximum slip velocity, maximum or average stress drop, and
fracture energy. To evaluate the computational efficiency of each model we
measure the average computational time per earthquake cycle (Fig. 2.9). The
3‐D model takes 103 times longer time than 2‐D and 105 times longer than 1‐D.
In the following discussions we will see that the 1‐D model can be further sim‐
plified to its 0‐D equivalent by removing the medium content (the 𝑥 > 0 axis in
1‐D models). The 0‐D model will again save more than 90% running time com‐
pared to 1‐D, making it more than a million times faster than 3‐D models. Note
that these computations do not use distributed memory and therefore ignore
related parallel scaling issues.

2.4 Discussions

We are the first to systematically study and quantify similarities and differences
in how models in different dimensions simulate earthquake sequences. While
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large‐scale parallel computing can be exploited to reduce the time to solution of
3‐D applications, this does not significantly lower the power consumption and
consequently the monetary and environmental burden. Moreover, we find that
the orders ofmagnitude difference of speed‐up by dimensional reduction are so
large (Fig. 2.9), and can be even larger when higher resolution is necessary, that
they readily make the difference between being feasible for scientific and ex‐
ploratory research or not. Hence lower dimensional models will likely remain
essential for scientific exploration in the coming decades [Lapusta et al., 2019].
Especially when the researcher’s objectives fall into the scope of what the lower
dimensional models can handle, they are encouraged to use them as they could
be hundreds to millions times faster than a 3‐D model with the same resolu‐
tion.

However, we should also acknowledge that there are research questions whose
answers inherently require higher‐dimensional spatial or geometrical complex‐
ity. For example, rupture arrest in themissing dimension can never be captured
in lower‐dimensional models, no matter if it is self‐arrested or due to the pres‐
ence of VS patches. Temporally complex patterns of earthquake occurrence as
well as partial ruptures reduce their existence at the same time. We are not aim‐
ing at finding substitutes for such cases but rather to present the essential differ‐
ences that are apparent in the simplest setup. The differences between models
of different dimensions presented in this paper will have no reason to disappear
when more complicated setups are adopted. On the other hand, although 3‐D
models are necessary for certain studies [e.g., Galvez et al., 2014; Ulrich et al.,
2019; Wollherr et al., 2019; Madden et al., 2021], simpler models can always be a
useful starting point of an exploration. These results should also serve as guide‐
lines as to how to interpret the lower‐dimensional modeling results with their
limitations ready in hand, rather than being regarded solely as restrictingmodel
simplifications to being adopted.

2.4.1 Under what conditions can 2-D models substitute 3-D
models?

We have summarized model similarities over dimensions as well as analyzed
how model discrepancies due to dimension reduction explain the resulting dif‐
ferences. It is worth further exploring in which situations dimension reduction



2.4 Discussions 75

-30 -20 -10 0 10 20 30
-20

-10

0

10

20

D
is

ta
nc

e 
do

w
n-

di
p 

[k
m

]

VW

N

VW

N

VW

N

-20 -10 0 10 20
-20

-10

0

10

20

D
is

ta
nc

e 
do

w
n-

di
p 

[k
m

]

-10 0 10
Distance along strike [km]

-20

-10

0

10

20

D
is

ta
nc

e 
do

w
n-

di
p 

[k
m

]

VW    VW               VW           VS

N                   N                 N

0 10 20 30 40
rupture time [s]

-20

-10

0

10

20

di
st

an
ce

 d
ow

n-
di

p 
[k

m
]

0

0.5

1

1.5

2

2.5

3

ru
pt

ur
e 

sp
ee

d 
[k

m
/s

]

0 50 100 150 200 250 300 350
time [yr]

10-10

10-5

100

Vm
ax

 [m
/s

]

(d)(a)

(e)

5         10       15         20            25

5     
 10     

 15     
 20 

52   01   5
(f)

(b)

(c) cs

Figure 2.10:Comparison of the effects of fault length 𝑙 (15 - 150 km) in 3-Dmodels: (d, g, j) 60 km, (e,
h, k) 30 km, and (f, i, m) 15 km. (a) The varied VW patch sizes and varied locations of the predefined
nucleation zone in three testing models with 𝑙 from 15 km to 60 km. (b) The maximum slip velocity
in multiple earthquake cycles for models with 𝑙 from 15 km to 150 km. (d-f) The arrival time of the
coseismic rupture front of the first earthquake, which is measured when slip velocity reaching the
seismic limit. Only the central part of the fault plane is shown, where white color means no seismic
slip is observed. Contours are plotted every five seconds. The red dashed line labels the observation
line “EF” introduced in Fig. 2.1. (c) The coseismic rupture front arrival time along the vertical line
“EF” under the same color scale. Lines end at where no seismic slip is observed. The rupture time of
the corresponding 2-D model is plotted as reference. (Continuing next page.)
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Figure 2.10: (Following previous page.) (g-i) The time series of slip velocity in the coseismic phase of
the first seismic event, in which origin time is set at the onset of this event. The lines with different
thicknesses and degrees of transparency are recorded at different locations on the fault, where the thick
lines are recorded at point “Nc”, the semi-thick lines along the line “EF” and the thin lines elsewhere
(see Fig. 2.1). (j-m) The time series of shear stress in the coseismic phase of the first seismic event,
with the same line property.
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can be used without considerable side effects or when it should be avoided even
if computational efficiency is a factor. To simplify the question, we restrict our‐
selves to the most common discussion point: under what conditions can a 3‐D
model be substituted by a 2‐D model? Since along‐strike heterogeneities are ig‐
nored in the given dimension reduction assumption (section 2.2.3), 3‐D models
with different along‐strike features are simplified to the same 2‐D model. How‐
ever, they originally simulate different earthquake sequences. We have chosen
the VW patch length as one common along‐strike heterogeneity to analyze the
role of this reduced dimension. We vary the VW patch length 𝑙 and keep the VW
patch width 𝐻 fixed. By varying the VW patch length from 150 km to 15 km, we
change the aspect ratio from 5:1 to 0.5:1 (Fig. 2.10). The fault (VW+VS patches)
size and the computational domain (𝑋0, 𝑌0, 𝑍0) are kept unchangedaswell as the
predefined nucleation zone as an initial condition, which is always set at the left
bottom corner with fixed distance ℎ𝑖 to the VW‐VS boundary (Fig. 2.10a). This
configuration benefits the coseismic comparison along the vertical line “EF”
crossing this zone (Fig. 2.10c‐m) to our 2‐D simulations (Fig. 2.5, 2.6).

In the long term, longer VW patches result in longer recurrence intervals
(Fig. 2.10b). This is because the stress rate at the nucleation zone is lower com‐
paring to a fault with a shorter VWpatch. Given that the nucleation always starts
from a corner of the rectangular VW patch, the nucleation zone in a longer VW
patch is mainly loaded from three directions as the tectonic loading from the
other horizontal direction is farther away. This is also supported by our theo‐
retical considerations (see section 2.3.5) where we assumed circular fault geom‐
etry in 3‐D and infinitely long fault in 2‐D. The elongated fault geometry deviates
from the 3‐D assumption but is closer to the 2‐D one. Therefore longer recur‐
rence intervals are to be expected. Consequently, by prolonging the VW patch
length, we achieve longer recurrence intervals to fit better what is observed in
2‐D. In other words, higher aspect ratio faults in 3‐D are better represented by
2‐D models in the long term. However, even extending the 3‐D patch to 150 km
still leads to shorter recurrence intervals comparing to what is observed in 2‐D
(Fig. 2.3), as interseismic loading remainsmore effective from three lateral sides
than two.

On the other hand, a longer VWpatch requires longer rupture propagation time
along strike and thus longer coseismic duration, if the rupture speed remains
unvaried (Fig. 2.10d‐e). As explain before, 2‐D models can be seen as 3‐D mod‐
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els where theoretically no time is required to rupture along strike. In this sense,
a longer VW patch length is not preferred to fit the short coseismic duration ob‐
served in 2‐D. However, even the shortest coseismic duration, observed with as‐
pect ratio 1:1, is still about 50% longer than 2‐D due to its low rupture speed. The
rupture propagation time is not further shortened when the fault becomes even
shorter. On the contrary, rupture speed is even largely decreased in the case
with aspect ratio 0.5:1, resulting in a fairly long coseismic duration (Fig. 2.10c, f).
This speed change happens after the rupture front reaches the horizontal VW‐VS
transition, confirming again that horizontal VW‐VS interaction can change verti‐
cal rupture speed. Accompanying the rupture speed reduction, the slip velocity
and the stress drop are reduced at the same time (Fig. 2.10g‐m). This is dissimi‐
lar to the observations in 2‐D (Fig. 2.5a, c). From this aspect, a shorter VWpatch
length is not favored either. In other words, medium aspect ratio (close to 1:1)
fault is better represented by 2‐Dmodels in the coseismic phase. Additionally, if
only what happens along the vertical line “EF” in 3‐D is taken into consideration
when compared to 2‐D, then all models with aspect ratio higher than 1:1 can be
accepted. This is because we notice that the rupture propagation along the ver‐
tical line “EF” does not change much with respect to the fault length when the
aspect ratio is larger than 1:1 (Fig. 2.10c). Nor do the slip velocity and coseismic
slip change along this line (Fig. 2.10d‐e, g‐h, j‐k).

To summarize, 2‐D models can better represent high aspect ratio faults in 3‐D
for long‐term observations and medium‐to‐high aspect ratio faults for coseis‐
mic observations. Whereas for coseismic observations there are definitely in‐
evitable qualitative differences in between. Our conclusion suggests that when
using empirical scaling relations to interpret 2‐D results to a 3‐D perspective,
it is crucial to assume a suitable aspect ratio according to the corresponding
research objective. This geometrical effect is especially relevant for very large
earthquakes and for induced ruptures constrainedby reservoir thickness, where
the large aspect ratio of the seismogenic zone has an impact on the energy re‐
lease rate and the related scaling laws [Weng et al., 2021].Wesnousky [2008] sum‐
marized 36 historical natural earthquakes and found that they have similar rup‐
ture width but varied rupture length, resulting in varied aspect ratio from 0.7
to 12. The analysis in this study, covering the range 0.5 ‐ 5, can therefore be
useful to refer to when comparing or validating 2‐D simulations to 3‐D natural
observations.
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2.4.2 Implication of reducing models to 1-D or 0-D

Our results and theoretical calculations suggest that 1‐Dmodels reflect some key
characteristics and thus canbe usedwell to understand andquantify earthquake
sequences under specific circumstances, which we discuss here. These impli‐
cations from 1‐D models also hold for 0‐D models due to their mathematical
equivalence. Since physical tectonic loading has to be removed in 0‐D models,
an arbitrary “driving force” has to be added to the system instead (section 2.2.3).
To facilitate comparison, we can integrate the strain rate along the 𝑥 direction
in 1‐D models and use it to drive the 0‐D system. This is how the well‐known
“spring‐slider” model is built [Burridge and Knopoff , 1967]. Such a 0‐D model is
mathematically equivalent to the 1‐D model. This is because the static momen‐
tum balance equation in 1‐D gives homogeneous shear stress in the medium.
Combined with the boundary conditions, the time derivative of stress is given
by

𝜎̇𝑥𝑦 = 𝐺
𝑉𝑝 − 𝑉

𝑋0
. (2.21)

Since this is an analytical derivation, the resulting model behavior is to remain
the same. In this case we recommend replacing 1‐D models with 0‐D models,
because they are more computationally efficient (Fig. 2.9). Nevertheless, the
explanation above no longer holds when the governing equation (2.10) does not
establish, including when heterogeneity, in‐elasticity and/or inertia are consid‐
ered. In thesemore complex cases 1‐Dmodels prevail in the ability of describing
such physics [e.g., Pranger et al., 2022].

The domain size 𝑋0 in 1‐D and the arbitrary driving force ̇𝑓𝑑 in 0‐D can be flex‐
ibly adapted to fit the earthquake cycle parameters. We have noted that setting
the distance between the VW patch and the loading boundary 𝑋0 in 1‐D to be
the same as in higher dimensions (𝑊𝑓 − 𝐻)/2 provides inadequate interseismic
stress rate (section 2.3.1). This is because tectonic loading is realized at the VW‐
VS transition and it is neither dependent on 𝑊𝑓 nor 𝐻. Relevant observations
(section 2.3.3) and theoretical considerations (section 2.3.5) confirm that the 0‐
D fault pointmimics the nucleation rim in higher dimensionalmodels that is lo‐
cated at a distance ℎ∗ from the VW‐VS transition. By using the calculated stress
rate (2.16) in 2‐D and 3‐D as the 0‐D “driving force” ̇𝑓𝑑 in (2.11), recurrence in‐
tervals of about 133 yr and 250 yr are obtained. These are about 1.5% and 16%
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different from the real 3‐D and 2‐D simulations, respectively. This minor differ‐
ence suggests that 0‐D and 1‐Dmodels can be used to estimate both interseismic
(e.g., earthquake recurrence interval) and coseismic (e.g., maximum coseismic
slip) characteristics.

The commonly observed periodic slow slip events cannot be reproduced in 1‐D
models with classical rate‐and‐state friction, as suggested by our explanation to
the coseismic rupture characteristics (section 2.3.2). In 1‐D the nucleation zone
suddenly becomes infinitely large as soon as the 0‐D fault point starts to nucle‐
ate. This instability unavoidably leads to an earthquake (i.e., slip at seismic rate)
instead of slow slip events. This inference is supported by a parameter study of
hundreds of models in which no suitable frictional parameters could be found
[Diab-Montero et al., 2021]. Slow‐slip events are only observed (slowly) decay‐
ing when the system stiffness is close to but smaller than the critical stiffness.
Using the consideration that 0‐D fault point represents an infinitely large fully‐
VW 2‐D fault, the infinite ratio of VW patch size (𝐻) over nucleation size (ℎ∗) is
known to lead to seismic slip rates [Liu and Rice, 2007; Rubin, 2008;Herrendörfer
et al., 2018]. To produce slow‐slip events in 1‐D, additional damping needs to be
present via, e.g., rate‐dependent rate‐and‐state parameters [Im et al., 2020], two‐
state variable rate‐and‐state friction behavior and/or additional spatio‐temporal
complexities [Leeman et al., 2018]. Not only slow‐slip events, any earthquake se‐
quences including earthquakes that are not periodic, characteristic are hardly
possible to be produced in 0‐D and 1‐Dmodels, although they are to be expected
most of the time in nature. The feature of the infinite VW fault dimension in 0‐D
and 1‐D should be the first criterion to decide whether one should run a simula‐
tion in higher dimensions or not.

2.4.3 Implications for other model setups

Ourmodel was designed according to the SEAS benchmark BP4‐QD [Jiang et al.,
2022] to maximize comparability, interpretability and reproducibility with a
common setup featuring a simple recurrencepattern of a single earthquake rup‐
turing the entire seismogenic zone instead of smaller ones with complex tem‐
poral patterns [Cattania, 2019; Barbot, 2019; Chen and Lapusta, 2019]. Here we
discuss several model setup adjustments, which largely shows that the conclu‐
sions drawn from our simulations can be generalized to a broader context.
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Table 2.3: Influence of tectonic loading realization: Recurrence interval (yr) under different tectonic
loading conditions and computational domain size in 2-D QD model.

Medium extent 𝑋0 Loading condition (a) (b) (c)
80 km 104.0 125.5 104.0
40 km 104.0 128.0 104.0
20 km 101.5 118.5 101.0
10 km 103.0 87.5 86.0

(a) only on fault surface at top/bottom region with fixed fault width,

(b) only on far‐away boundary surface,

(c) both (a) and (b).

We have investigated the similarities and differences in models of different di‐
mensions using a fully dynamic (FD) approach to extend the applicability of our
statements. Our conclusions still largely hold with minor quantitative varia‐
tions. However, we also found qualitative differences in coseismic character‐
istics that demand a deeper discussion via the comparison between QD vs. FD
models, which we for clarity referred to a follow‐up paper [Li et al., 2021].

Tectonic loading is typically applied in two different ways: directly on the fault
plane [e.g., Kaneko et al., 2011] or indirectly at the far‐away boundaries [e.g.,
Herrendörfer et al., 2018]. Both types have been adopted by studies for different
research purpose. We adopted tectonic loading at the top/bottom of the fault
plane for 2‐D and 3‐D models following BP4‐QD, but at the far‐away boundary
for 1‐D models due to dimensional restriction. To test the influence in the in‐
terseismic phase we applied tectonic loading conditions (a) only on fault sur‐
face at top/bottom region with fixed fault width, (b) only on far‐away boundary
surface, (c) both (a) and (b). We modeled in 2‐D with gradually enlarged com‐
putational domain (Table. 2.3). We find that the recurrence interval converges
to a set value as the computational domain is enlarged and is hardly affected
by the type of loading when the computational domain is large enough. This
invariance with respect to loading condition is supported by our theoretical cal‐
culations (section 2.3.5). Because therewe explained that themain loading force
to the locked VW patch is from its surrounding creeping VS patches. No matter
which type of loading is applied, the stress rate inside the VW patch is largely
defined by its own dimension and independent of the size of the VS patches or
the fault as a whole (Eq. 2.16). Naturally the velocity gradient perpendicular to
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the fault contributes to the loading process as well, but it is minimized for large
enough computational domainwhere on‐fault loading becomes dominant. Dur‐
ing the coseimic period, the way in which tectonic loading is applied does not
influence results because of the short duration. Therefore both the interseismic
and coseismic characteristics are not sensitive to what kind of loading bound‐
ary condition is applied. Comparison in the SEAS benchmark BP4‐QD of differ‐
ent modeling groups demonstrated the same idea: numerical results generally
agreed with each other when computational domain was large enough, where
for the numerical method’s convenience, either stress‐free or constant‐moving
boundary condition is chosen at far‐away boundaries [Jiang et al., 2022].

As for the initial condition, we have adopted a predefined highly stressed zone
within the VW patch following BP4‐QD. Since the later earthquakes do not nec‐
essarily occur from the same location, this predefined zone facilitated the quan‐
titative coseismic comparison across dimensions by forcing the first earthquake
to nucleate from this same region. It is suggested by some former studies that
initial conditions have little effect on subsequent earthquakes [e.g., Takeuchi and
Fialko, 2012; Allison and Dunham, 2018], therefore this special initial condition
shouldnot harmourfindings in termsof earthquake cycle characteristics aswell
as nucleation behavior. In this study we did notice that the accumulative slip
contour distortions around a depth of ‐1.5 kmand ‐13.5 kmare introduced by the
predefined nucleation zone, whose properties increased the amount of slip in
that zone for the first earthquake (Fig. 2.4). However, for non‐accumulative vari‐
ables no influence from the initial condition is observed in later earthquakes.
Nevertheless, the first earthquake is not completely characteristic in an earth‐
quake cycle even though some qualitative characteristics are still shared by later
earthquakes. This also becomes apparent in the comparison to the sixth earth‐
quake.

2.5 Conclusions

In this paper, we addressed a common concern of numerical modelers: how
complex should my model be to answer my research question? Will dimen‐
sion reduction qualitatively and quantitatively affect my results? And how? For
this purpose, we have systematically investigated different dimensional mod‐
els from 0‐D to 3‐D in terms of their interseismic and coseismic characteris‐
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tics and computational time for earthquake sequences and individual quasi‐
dynamic ruptures.

Our results demonstrate that, when 2‐D or 3‐D models produce quasi‐periodic
characteristic earthquakes, their behavior is qualitatively similar to lower‐
dimension models The stress accumulation pattern is much the same when ob‐
served at the rim of the nucleation zone. As for the earthquake cycle parame‐
ters, lower dimensional models produce longer recurrence intervals and hence
larger coseismic slip. This trend is supported by our theoretical calculations
where the effect of dimension reduction is well quantified. We observe that the
VS patches play a crucial role in causing differences in the interseismic phase,
because tectonic loading is effectively realized at the VW‐VS transition by the
velocity contrast between the creeping VS patches and the locked VW patch.
As VS patches are removed when fault dimension is reduced, their absence re‐
duces the interseismic stress rate inside the VW patch and thus increases the
recurrence interval. The larger slip deficit built in this period leads to a larger
coseismic slip.

In the coseismic phase, we find that certain earthquake parameters such as the
stress drop and fracture energy can be accurately reproduced in each of these
simpler models, because they are mainly governed by material frictional pa‐
rameters. This finding is especially valid for the first earthquake without phys‐
ical tectonic loading. For later earthquakes, the statement is only true on aver‐
age of the VW patch. This is because the initial stress, yield stress and effective
slip weakening distance can change due to tectonic loading and earthquake his‐
tory. For the coseismic rupture parameters, lower dimensional models gener‐
ally produce highermaximum slip velocities and higher rupture speeds in lower
dimensional models. Furthermore, we demonstrate that the interaction at the
VW‐VS transition can modify rupture speed, which is another crucial role the
VS patches play in the coseismic phase. We find that the vertical rupture speed
along the vertical direction in 3‐D is slower compared to 2‐D. It can be further
slowed down when the fault length is shortened even more, suggesting that the
vertical rupture behavior is influenced by horizontal frictional properties.

The aforementioned findings are supported by our theoretical calculations,
which confirm that geometric differences due to dimension reduction influ‐
ence the interseismic loading and finally affect the subsequent coseismic phase.
Through accounting for an equivalent stressing rate at the nucleation size ℎ∗
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into 2‐D and 3‐Dmodels, 0‐D and 1‐Dmodels can also effectively estimate earth‐
quake cycle parameters such as recurrence interval and total slip. These theo‐
retical considerations canbe generally applied to other earthquake cyclemodels
as well.

Based on these differences and similarities, we have analyzed underwhat condi‐
tion 3‐Dmodels can be substituted by 2‐Dmodels by focusing on the aspect ratio
of the VW patch. Our results present that 3‐D models with longer fault length
have longer recurrence interval, which fits better 2‐D observations in the long
term. On the other hand, shorter fault length requires shorter rupture prop‐
agation time along strike, which fits better 2‐D observations in the coseismic
phase.

Finally, we highlight the power of lower dimensional models in terms of their
computational efficiency. We find that under the same (relatively low) resolu‐
tion 3‐Dmodels require 103 times longer computational time than 2‐D, 105 times
longer than 1‐D and 106 times longer than 0‐Dmodels. Therefore dimension re‐
duction can not only relieve the heavy energy‐consuming simulations, but also
improve the efficiency of projects that require monotonous repetitions of for‐
ward models. This paper may serve as guidelines to check in simplified models
what results can be expected to be accurately modeled as well as what physical
aspects are missing and how they are related to the discrepancies observed in
the results.
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Abstract

In recent laboratory experiments, varying nucleation locations of accelerating
slip with changing nucleation lengths were observed. Spatial variations in ef‐
fective normal stress, due to the controlling influence on fault strength and frac‐
ture energy, play an important role. We quantitatively explain how spatially het‐
erogeneous effective normal stresses affect earthquake nucleation and slip be‐
havior. We simulate a meter‐scale laboratory experiment in a numerical earth‐
quake sequencemodel with stochastically variable normal stresses. We identify
five regimes of earthquake nucleation and slip behaviors, controlled by the ra‐
tio of the heterogeneity wavelength (𝜆) to the nucleation length (𝐿𝑐). When 𝜆
is much smaller than 𝐿𝑐, full ruptures are observed. Slip rates and recurrence
intervals are similar to those on homogeneous faults with comparable averaged
normal stress. When 𝜆 is much larger than 𝐿𝑐, slow slip events and partial rup‐
tures occur frequently and the nucleation length of each earthquake depends on
the local stress level. We find locations of nucleation and arrest in both low and
high normal stress regions (LSR and HSR, respectively) when 𝜆 and 𝐿𝑐 are of the
same magnitude. When 𝜆 is larger than 𝐿𝑐, earthquakes nucleate in LSRs, and
arrest in HSRs. However, HSRs and LSRs switch these roles when 𝜆 is smaller
than 𝐿𝑐. Interestingly, we observe that nucleation migrates from an LSR to its
neighboring HSR in one earthquake, when 𝜆 is between theminimum andmax‐
imum local nucleation lengths. We observe a large amount of aseismic slip and
associated stress drop in the initial LSR, which might be linked to the migration
of foreshocks as documented in natural and laboratory observations. This im‐
proved understanding of earthquake nucleation is important in estimating the
seismic potential of different fault patches for natural and induced seismicity.
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3.1 Introduction

Earthquakes are suggested to start with a slow preparation phase instead of as
a sudden surprise, as evidenced by natural [Ellsworth and Beroza, 1995; Aber-
crombie and Mori, 1996;Helmstetter and Sornette, 2003; Kato et al., 2016; Ellsworth
and Bulut, 2018] and laboratory observations [Dieterich, 1978;Nielsen et al., 2010;
Latour et al., 2013; McLaskey, 2019]. The so‐called nucleation phase, which be‐
gins long before the dynamic rupture, exhibits diverse slip behaviors such as
foreshocks and slow‐slip events (SSEs). These possible earthquake precursors
recently received a lot of scientific attention due to their link with the timing
andmagnitude of the comingmainshock [Dieterich, 1978;Wyss, 1991; Sykes et al.,
1999;Obara and Kato, 2016; Bedford et al., 2020; Pritchard et al., 2020]. The hope is
that they can assist in earthquake early warning and ultimately earthquake pre‐
diction. However, reliable field observations have proven difficult and whether
‐ and in which cases ‐ a robust connection to the mainshock exists remains un‐
clear. Laboratory and numerical simulations suggest two end‐member nucle‐
ation types, the “preslip” model and the “cascade” model. The preslip model
describes earthquake nucleation as a slow, continuously accelerating aseismic
fault slip that eventually reaches a critical size and transitions to dynamic rup‐
ture [Dieterich, 1978; Latour et al., 2013;McLaskey and Kilgore, 2013]. The cascade
model suggests that a large earthquake is triggered by a series of small fore‐
shocks, triggering each other [Helmstetter and Sornette, 2003;McLaskey and Lock-
ner, 2014; Wang et al., 2023]. In both models, fault heterogeneity is believed to
be essential for generating the diverse spectrum of precursory slip and thus is
decisive in earthquake generation.

Fault heterogeneity exists in different perspectives and originates from differ‐
ent sources. It could originate from background physical processes. This in‐
cludes the variation in material strengths due to different lithologies and their
mixtures following geological movements [Ben-Zion and Sammis, 2003; Fagereng
and Sibson, 2010;Huang, 2018; Behr and Bürgmann, 2021; Bedford et al., 2022;Arts
et al., 2024], a heterogeneous local stress field due to topography, fluid presence
and pressure, and the slip of previous earthquakes [King et al., 1994; Kilb et al.,
2002; Tabrez et al., 2008; Catalli et al., 2013; Behr and Bürgmann, 2021]. The com‐
plex and sometimes random fracture structure is both a consequence of such
heterogeneity and an origin of future rupture complexity [Mitchell and Faulkner,
2009; Perrin et al., 2016; Preuss et al., 2019]. Even if a fault is taken as a discrete
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surface, heterogeneity on this fault still arises from geometrical roughness as
well as the spatial variability in strength and frictional properties [Candela et al.,
2012; Yamashita et al., 2018; Gounon et al., 2022; Morad et al., 2022]. Fault ge‐
ometry and roughness, as a primary result of shear localization, often excise a
secondary effect on the heterogeneous strength and friction. Laboratory exper‐
iments reveal that earthquake sequences on rough faults containmore irregular
rupture events with low repeatability [Yamashita et al., 2018; Morad et al., 2022],
and earthquakes can reach supershear rupture speed more readily on rough
faults [Xu et al., 2023]. Numerical simulations support these findings. Zielke et al.
[2017] indicates that smoother faults generate larger earthquakes than rougher
faults. Tal et al. [2018] shows that roughness introduces local barriers that com‐
plicate the nucleation process and increase the nucleation length. Cattania and
Segall [2021] relates the temporal and spatial migration of foreshocks and aseis‐
mic slips to the fault normal stress distribution. Heimisson [2020] describes
how the roughness wavelength influences seismicity statistics and the transi‐
tion from crack to pulse‐like rupture. Similar findings have been obtained on
smooth faults with heterogeneous fault friction. Periodic heterogeneous faults
are adopted in Gounon et al. [2022]’s laboratory experiments and Luo and Liu
[2021]’s numerical simulations to generate the full spectrum from partial rup‐
ture to full rupture, and from SSEs to earthquakes. Both studies reveal the influ‐
ence of frictional heterogeneity on slip diversity.

Among the heterogeneous physical variables, effective normal stress receives
the most attention due to its anticipated variation and its controlling role in
earthquake initiation. Effective normal stress is in most cases heterogeneous
due to e.g., fault geometry, roughness, pore pressure variation, and damage
zone growth [Duan and Oglesby, 2006; Hillers and Miller, 2007; Huang, 2018; Cat-
tania and Segall, 2021]. Laboratory experiments generate diverse slip spectra
by varying effective normal stress [Passelègue et al., 2020]. Models with one sin‐
gle anomaly in effective normal stress can already produce variable slip behav‐
iors: a spectrum of SSEs and earthquakes [Dong et al., 2022], a transition from
subshear to supershear rupture [Weng et al., 2015], and a transformation from a
seismogenic zone to a rupture barrier [Yang et al., 2012] are generated numer‐
ically. Models with heterogeneous normal stress are also used to explain the
linear scaling of magnitude and duration for SSEs and its relation to the third‐
order scaling for large earthquakes [Weng and Ampuero, 2022]. A combination of
fault geometry and heterogeneous stresses are used to obtain sequences compa‐
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rable to natural observations in earthquake sequence models [Tang et al., 2021;
Zhang et al., 2022; Taufiqurrahman et al., 2023].

However, an enhanced comprehensionof howheterogeneousnormal stress sys‐
tematically affects earthquake nucleation and slip behaviors is missing. One of
the reasons is that the normal stress distribution used in numerical models is
frequently not in reasonable agreement with natural or laboratory observations
(Fig. 3.1c). Many studies for simplicity restrict themselves to a single asperity or
two [Yang et al., 2012;Weng et al., 2015; Cebry et al., 2022; Dong et al., 2022], while
others use periodic asperities [Luo and Liu, 2021; Gounon et al., 2022]. These
studies lack the ability to understand the role of the randomness displayed in
observations of normal stress in nature and experiments. Especially the in‐
herent length scale, which might be potentially involved in the nucleation pro‐
cess of earthquakes and aseismic slips, has been ignored [Renard and Candela,
2017; Romanet et al., 2020]. Here, we present a study using generated heteroge‐
neous normal stress fields to understand their impact on earthquake nucleation
and recurrence behaviors. We use normal stress fields stochastically generated
fromGaussian randomdistributionswith differentwavelengths to represent the
multi‐scale randomness in observations [Renard and Candela, 2017]. We com‐
pare the results to a reference homogeneous model to explain how heterogene‐
ity alters the recurrence of earthquakes and aseismic slips, as well as the loca‐
tion and length of the nucleation zones. We use this to develop a conceptual
model and discuss how this relation between stress heterogeneity and slip can
help with earthquake forecasting using precursory slips.

3.2 Methods

3.2.1 Numerical model

In this study, we build numerical models inspired by laboratory experiments.
These laboratory‐scale models will be upscaled for comparison to natural ob‐
servations in the discussion. We model the planar fault setup in the National
Research Institute for Earth Science and Disaster Resilience (NIED, Japan) lab‐
oratory (Fig. 3.1) [Yamashita et al., 2018]. The model has two sandstone blocks,
one on top of the other, constructing a horizontal fault interface of 2 m long.
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Figure 3.1: Laboratory experiment and numerical model setup. (a) The meter-scale fault model
in the NIED laboratory in Japan [Ji et al., 2023]. Fine-ground material (gouge) is spread between
two sandstone blocks to simulate a gouge layer, with a variable extent between 0.5 and 1.5 m. (b)
Numerical model simulating the laboratory experiment. We only model the bottom half of the ex-
perimental setup in (a) while taking the system stiffness into account. The dashed framework (black)
shows the volume being modeled. The gouge layer is assumed to deform elastically with its infinitely
thin surface following rate-and-state friction. (c) An example of normal stress distribution, obtained
through a measurement using a pressure sheet at the beginning of the laboratory experiment in (a),
with an average normal loading of 6 MPa from the top. The measurement saturates at a maximum
of 10MPa. (d) An example of interseismic shear stress increase on a fault with heterogeneous normal
stress, from numerical modeling. Lines showing the difference between current shear stress (𝜏𝑠) and
the shear stress at a reference time 𝑡0 (𝜏𝑠0) are color-coded and plotted with an interval of 0.1 s.
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The bottom block is mounted to a shaking table, whichmoves at an assigned ve‐
locity. The top block is pushed down from the top using three hydraulic jacks,
applying a constant normal force which is measured using serially connected
load cells. The top block is held with a metal bar from the left side, which is
connected to an unmovable wall. A load cell in‐line with the metal bar is used
to measure shear stress. Fine‐ground material is distributed between the rocks
to simulate a gouge layer, which accommodates most of the deformation during
fault slip. In the laboratory experiments, the length of the gouge layer is shorter
than the rock dimension, with a variable length between 0.5 m and 1.5 m.

We assume elasticity in the rock blocks and ignore the inelastic deformation
there. The apparatus, including the shaking table and the hydraulic cylinders,
is not modeled explicitly but its configuration is used to specify the boundary
conditions. To avoid modeling of the spreading plastic deformation throughout
the gouge layer, we separate plastic and elastic strains into different locations.
Plastic deformation is only assumed on an infinitely thin horizontal plane at the
center of the gouge layer and is assumed to follow a rate‐and‐state friction for‐
mulation [Dieterich, 1979; Ruina, 1983]. The remainder of the gouge layer is as‐
sumed to deform elastically, the same as the rock blocks, albeit with a differ‐
ent density and elastic modulus. This assumption allows us to change the gouge
thickness easily andmodel the laboratory experimentswith andwithout a gouge
layer in the sameway. The regions outside of the gouge extent are filled with air,
whose low elastic modulus approximates a free surface at the ends of the gouge.
The interseismic shear stress increase on the gouge layer is close to uniform,
which precludes the impact of heterogeneous loading in our study (Fig 3.1d).

To improve computational efficiency without losing characteristic features, we
introduce additional symmetry to the laboratory setup respective to the fault
plane and simulate only the bottom half numerically (as shown in Fig. 3.1b).
Due to the introduced symmetry and the resulting anti‐symmetry of fault‐
parallel motion, the motion at the fault is taken to be relative to a fictitious op‐
positely moving domain that is not modeled. In this way, the top boundary
of the numerical model is regulated by rate‐and‐state friction. The front and
back boundaries are free of normal and shear stress. The left, right, and bottom
boundaries are the shaking table and are thus prescribed to move at the same
constant loading velocity.

The initial conditions are chosen to allow the fault to slip at the imposed ini‐
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tial velocity 𝑉𝑖 in a steady state manner before the experiment. We then switch
to a new loading velocity 𝑉𝑝 at 𝑡 = 0, following the procedure of velocity‐step
experiments in the laboratory.

3.2.2 Physical equations and length scales

We use the code library Garnet [Pranger, 2020], which has been validated in a se‐
ries of benchmark problems regarding seismic and aseismic slips, developed by
the Statewide California Earthquake Center [Jiang et al., 2022; Li et al., 2022; Er-
ickson et al., 2023]. Benefiting from the fact thatGarnet allows users to formulate
problems in a largely dimension‐independent way, we establish our numerical
model in both 2D and 3D to balance efficiency and details. Given the narrow
width of the fault compared to its length, our 2D and 3D results do not show dis‐
tinct deviations. We present results from both models and direct the readers to
our work summarizing the characteristics of modeling outputs at different di‐
mensions from 0D to 3D [Li et al., 2022]. We solve the momentum conservation
equation inside the bottom rock and the gouge in a quasi‐dynamic fashion, thus
ignoring inertia [Rice, 1993]

∇ ⋅ 𝜎∇ ⋅ 𝜎∇ ⋅ 𝜎 = 0, (3.1)

where 𝜎𝜎𝜎 is the Cauchy stress tensor. This equation solves the stress field inside
the medium with a given set of boundary conditions. The elastic constitutive
equation relates stress rate ̇𝜎𝜎𝜎 to strain rate ̇𝜀𝜀𝜀 by

𝜎̇̇𝜎̇𝜎 = 2𝐺 ̇𝜀 ̇𝜀 ̇𝜀 + 𝜆𝑇𝑟( ̇𝜀 ̇𝜀 ̇𝜀)𝐼𝐼𝐼 (3.2)

with bulkmodulus𝐾, shearmodulus𝐺, Lame’s constant𝜆 = 𝐾−2𝐺/3 and 𝐼𝐼𝐼 iden‐
tity tensor. Poisson’s ratio is defined as 𝜈 = 𝜆/(2𝜆 + 2𝐺). The rock and gouge
samples used in the experiments were taken from a borehole drilled into the
Groningen gas reservoir in the Netherlands. We take their mechanical param‐
eters from the seismological studies of the same region [Lele et al., 2015] (Table
3.1). 𝑇𝑟( ̇𝜀 ̇𝜀 ̇𝜀) = ̇𝜀𝑘𝑘 is volumetric strain rate. We assume infinitesimal strain rate ̇𝜀𝜀𝜀
defined as

̇𝜀 ̇𝜀 ̇𝜀 = 1
2 (∇𝑣∇𝑣∇𝑣 + 𝑣∇𝑣∇𝑣∇) , (3.3)

where 𝑣𝑣𝑣 is the velocity vector. The deformation inside the medium is obtained
by solving the three equations together.
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The infinitely thin plane at the center of the gouge layer, featuring the fault, is
assumed to follow the rate‐and‐state friction formulation [Dieterich, 1979;Ruina,
1983]. We use the regularized version as proposed by Rice and Ben-Zion [1996]
and Ben-Zion and Rice [1997]

𝜏𝑠 = 𝑎𝜎𝑛arcsinh{ 𝑉
2𝑉0

exp [𝜇0
𝑎 + 𝑏

𝑎 ln( 𝜃𝑉0
𝐷𝑅𝑆

)]} + 𝜂𝑉 (3.4)

where 𝜏𝑠 and 𝜎𝑛 are the shear and normal stress on the fault, 𝑉 the slip rate and
𝜃 the state variable. The reference friction coefficient 𝜇0 at the reference slip
rate 𝑉0, the characteristic slip distance 𝐷𝑅𝑆, and the parameters 𝑎 and 𝑏 that
control the relative influence of direct and evolutionary effects are also used in
the expression. We take these frictional parameters from the laboratory experi‐
ments using the same rock sample [Hunfeld et al., 2017] (Table 3.1). In the quasi‐
dynamic approximation, the radiation damping term 𝜂𝑉 is used to account for
the wave‐radiated energy loss [Rice, 1993], which aims to reduce computational
costs. The damping viscosity 𝜂 = 𝐺/(2𝑐𝑠) is equal to half the shear impedance
of the rock. Friction on the fault weakens as a function of slip velocity, i.e.,
“velocity‐weakening” (VW), when 𝑎 − 𝑏 < 0, and strengthens with slip veloc‐
ity, i.e., “velocity‐strengthening” (VS), when 𝑎 − 𝑏 > 0. In this study, we only
consider VW faults and adopt homogeneous friction parameters following the
laboratory experiments. We use the aging description of the state variable [Ru-
ina, 1983]

̇𝜃 = 1 − 𝑉𝜃
𝐿 . (3.5)

The slip rate 𝑉 is equal to the difference of thematerial velocity 𝑣𝑣𝑣 at two sides of
the fault, thus they are related by

̂𝑡 ̂𝑡 ̂𝑡𝑉 = [𝑣𝑣𝑣 − 𝑣𝑣𝑣 ⋅ ̂𝑛̂𝑛̂𝑛]Γ+ − [𝑣𝑣𝑣 − 𝑣𝑣𝑣 ⋅ ̂𝑛̂𝑛̂𝑛]Γ− (3.6)

where ̂𝑛̂𝑛̂𝑛 is the unit fault normal, ̂𝑡 ̂𝑡 ̂𝑡 is the unit fault tangent in the direction of
the slip rate. Subscripts Γ+ and Γ− refer to the two sides of the fault. Assuming
symmetry, this boundary condition is simplified to

̂𝑡 ̂𝑡 ̂𝑡𝑉/2 = [𝑣𝑣𝑣 − 𝑣𝑣𝑣 ⋅ ̂𝑛̂𝑛̂𝑛]Γ+ . (3.7)

The fault stress 𝜏𝑠 and 𝜎𝑛 are equal to the projection of the stress field 𝜎𝜎𝜎 at the
fault plane, thus they are related by

𝜎𝑛 = −[ ̂𝑛̂𝑛̂𝑛 ⋅ 𝜎𝜎𝜎 ⋅ ̂𝑛̂𝑛̂𝑛]Γ+

𝜏𝑠 = [ ̂𝑡 ̂𝑡 ̂𝑡 ⋅ 𝜎𝜎𝜎 ⋅ ̂𝑛̂𝑛̂𝑛]Γ+ .
(3.8)
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The first equation has a negative sign because we adopt positive compressive
normal stress convention.

Spatial and temporal resolutions must be guaranteed to obtain accurate and re‐
liable results. We choose a spatial discretization that resolves the minimum nu‐
cleation length 𝐿𝑏 (also called the cohesive length)

𝐿𝑏 = 𝐺𝐷𝑅𝑆
𝑏𝜎𝑛(1 − 𝜈) (3.9)

with ∼ 10‐1000 grid cells [Lapusta et al., 2000; Rubin and Ampuero, 2005]. At the
same time, we use adaptive time stepping to restrict the time step size. By using
a time step size that is inversely proportional to themaximum slip rate𝑉max [La-
pusta et al., 2000], the computational cost in the interseismic phase is reduced,
i.e.,

Δ𝑡 = 𝜁 𝐷𝑅𝑆
𝑉max

(3.10)

where 𝜁 is a factor controlled by the material and frictional parameters as de‐
fined and derived in Lapusta et al. [2000].

Following energy balance, a critical size of an aseismic slip region needs to be
reached before dynamic slip begins, which is the so‐called nucleation length
[Rubin and Ampuero, 2005]

𝐿𝑐 = 𝑏𝐺𝐷𝑅𝑆
𝜋(𝑏 − 𝑎)2𝜎𝑛(1 − 𝜈)

. (3.11)

This classical definition assumes a circular nucleation zone and calculates its
radius (half‐width). It is more convenient to use the full width of the nucleation
zone 2𝐿𝑐 in this study. Both 𝐿𝑏 and 𝐿𝑐 have been calculated based on the as‐
sumption of a planar homogeneous fault. However, we can take them as a point‐
wise function and extend their applicability to heterogeneous faults. When the
normal stress or the frictional parameters are variable on the fault, both length
scales become a spatially variable function. The actual nucleation length is no
longer obtained from the analytical solutions shown above but must be calcu‐
latedwith spatial convolution. A combinedmodel of both analytical and numer‐
ical approaches is developed by Lebihain et al. [2021] using linear slip‐weakening
friction to understand the homogenized instability behavior on faults with het‐
erogeneous weakening rates. However, such calculations are challenging to
implement theoretically with rate‐and‐state friction. Recent analytical works
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Figure 3.2: Stochastic normal stress field examples. (a) Stochastically generated normal stress field
realization (𝜎̄𝑛 = 15MPa, 𝐴 = 2MPa, 𝜆 = 1 cm) (left)with the corresponding probability distribution
(right). (b) Same as (a) but with 𝜆 = 3 cm. (c) Same as (a) but with 𝜆 = 10 cm. Note that when 𝜆
is in the same order as the domain dimension or larger, the probability distribution of the generated
realization may strongly deviate from the applied Gaussian distribution.

by Ray and Viesca [2017] using sinusoidal heterogeneities claimed that hetero‐
geneous properties shall lead to a finite number of candidates for nucleation:
maxima,minima, andbetween them, butwhether these candidateswill become
preferred nucleation locations or not will be determined by the specific hetero‐
geneous distribution. Hence, we aim to clarify the nucleation and slip behav‐
ior on heterogeneous faults from a purely numerical perspective. We still use
the formula of 𝐿𝑐 (Eq. 3.11) as a first‐order approximation to the local nucle‐
ation length 𝐿𝑙𝑜𝑐

𝑐 to compare our results with, with its deviation from the actual
nucleation length acknowledged. If the average normal stress on the heteroge‐
neous fault is 𝜎̄𝑛, the average nucleation length is approximated by the nucle‐
ation length on a homogeneous fault with uniform normal stress 𝜎̄𝑛 as

𝐿ℎ𝑜𝑚𝑜
𝑐 = 𝑏𝐺𝐷𝑅𝑆

𝜋(𝑏 − 𝑎)2𝜎̄𝑛(1 − 𝜈)
. (3.12)
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3.2.3 Stochastic stress generation

We define the normal stress heterogeneity in a stochastic way. We generate
random normal stress distributions with an isotropic stationary Gaussian‐type
probability density function

𝑝(𝜎𝑛) = 1
√(2𝜋)𝑑𝐴2

exp ⎡⎢
⎣
−1

2 (𝜎𝑛 − 𝜎̄𝑛
𝐴 )

2
⎤⎥
⎦

(3.13)

where 𝜎̄𝑛 is the mean normal stress, 𝐴 is the standard deviation. 𝑑 is the dimen‐
sion of the fault surface, e.g., 𝑑 = 2 for a 2D fault in a 3D model. To generate
a spatial distribution requires defining a spatial correlation function, which we
also assume isotropic and stationary and follow

cor(𝑟) = exp [−𝜋
4 ( 𝑟

𝜆)
2
] (3.14)

where 𝑟 = |𝑥1𝑥1𝑥1 −𝑥2𝑥2𝑥2| is the distance between two arbitrary locations 𝑥1𝑥1𝑥1 and 𝑥2𝑥2𝑥2, 𝜆 is
the correlation length. We only consider the isotropic case where 𝜆 is a scalar.
When 𝜆 = 0, there is no correlation between the normal stress states at any
two spatial locations. This random field is extremely heterogeneous and is also
called “white noise”. When 𝜆 → ∞, the correlation function obtains a constant
value of one independent of 𝑟. In this case, the random field is completely ho‐
mogeneous. We therefore use 𝐴 and 𝜆 as the amplitude and the wavelength of
the normal stress field, respectively. A higher 𝐴 and/or a smaller 𝜆 indicate a
more heterogeneous stress field.

Figure 3.2 shows several generated realizations with the same amplitude 𝐴 and
increasing wavelength 𝜆. The size of generated asperities increases with in‐
creasing 𝜆. When the domain size is much larger than 𝜆, every generated re‐
alization approximates the applied Gaussian probabilistic density function (Eq.
3.13) (Fig 3.2a, b). In particular, the generated stress field resembles white noise
when the correlation size is equal to or below the grid size (Fig 3.2a). However,
when 𝜆 is in the same order as the domain size or larger, the probability distri‐
bution of the generated realizationmay strongly deviate from the applied Gaus‐
sian distribution, despite that the collective of all realizations still approximates
the same Gaussian distribution (Fig 3.2c). For this reason, we only look at the
collective behavior of a large number of realizations when we investigate the
long‐term earthquake recurrence behavior. To find robust features in the nu‐
cleation process, we require the heterogeneity wavelength to be much smaller
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than the domain size to allow enough asperities on the simulated fault. Large‐
scale heterogeneities that are mostly accounted for by large‐scale mechanics,
such as overburden gravity, tectonic folding and bending, and stress perturba‐
tion due to large seismic slips, are out of the scope of this study. They are better
measured and studied in a deterministic fashion [Yang et al., 2012; Michel et al.,
2021; Taufiqurrahman et al., 2023].

Physical and numerical parameters used in this work are summarized in Table
3.1. The mechanical parameters are taken from the laboratory experiments us‐
ing the same sandstone sample [Hunfeld et al., 2017]. The frictional and statis‐
tical parameters are based on the laboratory measurements [Ji et al., 2023] but
extended to a broader range to investigate the multi‐scale randomness of fault
heterogeneity.

3.3 Results and Analysis

We study how earthquake nucleation and slip behavior are affected by normal
stress heterogeneity characterized by different wavelengths (Fig 3.3). This is re‐
alized by using the same mean stress 𝜎̄𝑛 and standard deviation 𝐴 in the Gaus‐
sian probabilistic density function (Eq. 3.13), while changing the correlation
length 𝜆 in the spatial correlation function (Eq. 3.14). We identified five regimes
of earthquake nucleation behaviors controlled by the ratio of the heterogene‐
ity wavelength and the nucleation length. We first introduce two end‐member
cases with extremely short or extremely long wavelengths (𝜆) compared to the
nucleation length (𝐿𝑐). In the former case, the normal stress field is extremely
heterogeneous but the nucleation process depends on the homogenized fault
properties at length scale 2𝐿𝑐. In the latter case, nucleation is dependent on
the local fault properties. We call these “homogenized” and “localized” nucle‐
ation regimes, respectively. We then identify three regimes between the end‐
member cases, when the heterogeneity wavelength is comparable to the nucle‐
ation length. In these cases, regions with low effective normal stress (LSR) and
regions with high effective normal stress (HSR) are preferred nucleation loca‐
tions. Note that the LSR and HSR used here are not strictly defined terms, but
rather used to refer to the local minima/maxima and their vicinity in the effec‐
tive normal stress profile. Roughly speaking, they concern a regionwith a radius
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Table 3.1: Physical and numerical parameters

Parameter Symbol Value
Sandstone
Density 𝜌𝑟 2.450 g/cm3

Poisson ratio 𝜈𝑟 0.16
Young’s modulus 𝐸𝑟 20.51 GPa
Width 𝑊 10 cm
Length 𝐿 200 cm
Height 𝐻 50 cm
Gouge
Density 𝜌𝑔 2.000 g/cm3

Poisson ratio 𝜈𝑔 0.16
Young’s modulus 𝐸𝑔 4 GPa
Width 𝑤 10 cm
Length 𝑙 40 or 140 cm
Height ℎ 0.5 cm
Normal stress: Gaussian random field 𝜎𝑛
mean 15 MPa
standard variance 𝐴 2, 4, or 8 MPa
correlation length 𝜆 0.3‐100 cm
Reference friction coefficient 𝜇0 0.671
Reference slip rate 𝑉0 10−4 m/s
Characteristic slip distance 𝐷𝑅𝑆 0.1‐100 𝜇m
Rate‐and‐state direct effect 𝑎 0.0024
Rate‐and‐state evolution effect 𝑏 0.0047
Loading rate 𝑡 < 0 𝑉𝑖 10−4 m/s
Loading rate 𝑡 ≥ 0 𝑉𝑝 10−5 m/s
𝑎 Entries with multiple values are specified in the corresponding figure captions.
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Figure 3.3: (Caption next page.)
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Figure 3.3: (Previous page.) Earthquake sequence characteristics for variable wavelengths of nor-
mal stress heterogeneity. (a) Simulated recurrence intervals from models with heterogeneity wave-
lengths 𝜆 between 0.3 and 30 cm. At each wavelength, we generated 32 realizations stochastically
(gray dots). The realizations shown in (c) and (d) are highlighted with black rims. The mean and
standard deviation of these realizations are labeled in blue. The recurrence interval measured from
a reference model with homogeneous normal stress equal to the average normal stress 𝜎̄𝑛 is shown in
red. (b) A representative earthquake sequence of two heterogeneous models with 𝜆 = 0.3 cm and 30
cm. An earthquake sequence in the homogeneous model is shown for reference. (c, d) The nucleation
process of the first earthquake in the two heterogeneous models as shown in (a), respectively. The
interseismic and nucleation phases are plotted in blue and yellow, with a gradual transition to the
coseismic phase in red. The start and end of the nucleation phase are highlighted with dotted lines.
The plotted lines are not in regular time intervals. The black line shows the theoretically calculated
nucleation length 2𝐿𝑙𝑜𝑐

𝑐 (Eq. 3.11). The gray bars indicate the nucleation length at the center of the
nucleation zone.

of 𝜆, or a width of 2𝜆 (Fig 3.2b). Therefore, the ratio of 2𝐿𝑐 and 2𝜆 becomes deci‐
sive in determining the location of nucleation. Depending on 𝜆/𝐿𝑐, nucleation
either prefers LSRs or HSRs, or migrates from the former to the latter in a sin‐
gle earthquake. We call these “LSR‐preferred”, “HSR‐preferred” and “migratory”
nucleation regimes.

3.3.1 Two end-member cases: 𝜆 << 𝐿𝑐 and 𝜆 >> 𝐿𝑐

𝜆 << 𝐿𝑐: homogenized nucleation regime

Wefirst focus on the recurrence of earthquakes and aseismic slips in a sequence
when the fault normal stress is extremely heterogeneous. We elaborate on a
scenario where the average nucleation length 2𝐿ℎ𝑜𝑚𝑜

𝑐 is about 10 cm, using the
analytical solution of Eq. 3.12. For a fault of 50 cm in length, this allows us to
observe characteristic repeating earthquakes. Earthquakes nucleate close to the
center of the fault and rupture thewhole fault. We increase thewavelength from
0.3 cm to 30 cm andmeasure the recurrence interval of the characteristic earth‐
quakes under these conditions (Fig 3.3a). To obtain reasonable statistics, we
generate 32 stochastic stress realizations at each wavelength. When the wave‐
length is much smaller than the nucleation length (e.g., 𝜆 = 0.3 cm), all the ran‐
domly generated scenarios simulate nearly identical characteristic earthquake
sequences. Sequences exhibit almost identical recurrence intervals, nucleation
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lengths, andmagnitudes. Their recurrence interval also resembles what ismea‐
sured in a reference model with homogeneous normal stress equal to the aver‐
age normal stress used in the stochastic generation (Fig 3.3b). Increasing the
wavelength introduces fluctuations in themeasured recurrence intervals for dif‐
ferent realizations, which is reflected by the increase in the standard deviation
of the ensemble. The mean value also shows a subtle increase, which remains
within a few percent from the reference homogeneous model.

Weanalyze the twoend‐member cases of𝜆= 0.3 cmand30 cm further (as labeled
in Fig 3.3a) and plot the earthquake sequence of one representative realization
in each case (Fig 3.3b). For robust comparison, we select the realizationwith the
average recurrence interval closest to the reference homogeneous model. The
samemaximum slip rate is achieved in the coseismic phase, but differences ap‐
pear in the aseismic slip during the nucleation phase (Fig 3.3c, d). A smooth
and steady acceleration of slip rate before the coseismic phase is observed in
the homogeneous model. However, it is replaced with a small secondary peak
and a subsequently sharper acceleration in the heterogeneousmodels. The sec‐
ondary peak can be either an aseismic event or part of the nucleation process.
This peak has a higher magnitude in more heterogeneous cases and reflects the
minor failures taking place at local asperities (Fig 3.3c).

𝜆 >> 𝐿𝑐: localized nucleation regime

Comparison of the nucleation process reveals more differences in the two end‐
member cases (Fig 3.3c, d). When theheterogeneitywavelength ismuch smaller
than the nucleation length, the nucleation requires the activation of a collection
of asperities before an instability can occur (Fig 3.3c). This condition is satisfied
at the theoretical length scale 2𝐿ℎ𝑜𝑚𝑜

𝑐 calculated with the average normal stress.
In this case, the effective fault properties are the homogenized fault properties
at the length scale of 2𝐿ℎ𝑜𝑚𝑜

𝑐 , which are essentially homogeneous. This explains
why the earthquake sequences and the recurrence intervals observed in each
realization are highly identical and close to the reference homogeneous model.
Nevertheless, the minor failures indicated by secondary slip rate peaks demon‐
strate the impact of the asperities. When thewavelength increases, fewer asper‐
ities need to be activated to satisfy the nucleation length. In this case, the ho‐
mogenization at length scale 2𝐿ℎ𝑜𝑚𝑜

𝑐 becomes less effective, thus the variation
within the stochastic ensemble is amplified (Fig 3.3a). Simulated earthquakes
still show a regular recurrence for each random normal stress realization (Fig
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3.3b), because the earthquakes nucleate from the same location close to the cen‐
ter of the fault and rupture the whole fault (Fig 3.3d). However, each realization
in the ensemble has a different nucleation location and a slightly different ac‐
tual nucleation length 2𝐿𝑐. They hence have varying recurrence interval. If the
wavelength is increased further to become comparable to or larger than 2𝐿ℎ𝑜𝑚𝑜

𝑐 ,
the homogenized nucleation length will finally approach the value determined
by the local stress level 2𝐿𝑙𝑜𝑐

𝑐 (Fig 3.3d).

Figure 3.3 only shows characteristic earthquake sequences due to the restricted
fault length. We therefore extend the fault length and reduce the nucleation
length to study the influence of heterogeneity wavelength when the slip behav‐
ior is more than periodic full ruptures (Fig 3.4). When the heterogeneity wave‐
length is much larger than the nucleation length, earthquakes can nucleate at
any location. In this end‐member case, nucleation completes in a single asper‐
ity. Slow slips and partial ruptures become prevalent. At the beginning of the
simulation, regionswith low effective normal stress (LSR) reach their yield point
first. Therefore the first earthquake takes place at the location of the minimum
normal stress and the following earthquakes at the locations of other local min‐
ima (Fig 3.4a, events #1 and #2). The high stress regions (HSR) remain locked
until they are activated later (event #3). After this “warm‐up” period, the earth‐
quake sequencebecomesquasi‐periodic. Anumberof partial earthquakes, each
rupturing a fault portion, form a “supercycle” (similar as simulated in Barbot
[2019]). Generally, the earthquakes occurring at HSRs reach higher slip rates,
compared to those occurring at LSRs. At some LSRs, slow slips gradually replace
normal earthquakes (e.g., locations of events #1 and #2). As aforementioned, the
actual nucleation length is essentially equal to 2𝐿𝑙𝑜𝑐

𝑐 , controlled by the local nor‐
mal stress level. Earthquakes with nucleation in HSRs (Fig 3.4b, event #3) thus
have a shorter nucleation length than those in LSRs (events #1 and #2).

3.3.2 Nucleation location altered by heterogeneity when 𝜆 ∼ 𝐿𝑐

𝜆 ≳ 𝐿𝑐: LSR‐preferred nucleation regime

Earthquake nucleation location and the associated slip behavior exhibit more
complexity when the nucleation length and the wavelength of the stress hetero‐
geneity are around the samemagnitude. To vary 𝜆/𝐿𝑐, wemodify the nucleation
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Figure 3.4: (Caption next page.)
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Figure 3.4: (Previous page.) Earthquake sequence under localized nucleation regime (𝜆 >> 𝐿𝑐).
(a) Simulated earthquake sequence with nucleation length much smaller than the heterogeneity
wavelength (𝜆 = 100 mm). Colors indicate the relative magnitude of slip rate 𝑉 over loading rate
𝑉𝑝. For better visualization, it is plotted at a fixed time step interval instead of a fixed time inter-
val. A “supercycle” of partial earthquakes is indicated with black arrows. (b) The normal stress
distribution along the fault (left, orange) and the corresponding theoretical nucleation length 2𝐿𝑙𝑜𝑐

𝑐

(right, black). Three earthquakes shown in (c) are denoted with stars. Dashed lines highlight their
relation to local minima and maxima of the normal stress, referred to as low stress regions (LSRs)
and high stress regions (HSRs). (c) The nucleation processes of the three earthquakes denoted in (a).
The interseismic and nucleation phases are plotted in blue and yellow, with a gradual transition to
the coseismic phase in red. The plotted lines are not in regular time intervals. The three sets of lines
are independent, and we have only plotted a fault portion for each event. The black line shows the
theoretically calculated nucleation length 2𝐿𝑙𝑜𝑐

𝑐 . The gray bars indicate the nucleation lengths 2𝐿𝑙𝑜𝑐
𝑐

at the center of each nucleation zone. (d) Time series of the maximum slip rate. The “supercycle”
shown in (a) is indicated with black arrows.

length bymodifying the elasticmodulus and the rate‐and‐state frictional param‐
eters, while keeping the normal stress fixed (Fig 3.5). When the heterogeneity
wavelength is larger than the maximum nucleation length on the fault, the nu‐
cleation process could be completed in any single asperity (Fig 3.5a). Since LSRs
areweaker thanHSRs, earthquakes usually nucleate at the locations of local nor‐
mal stress minima (locations A, C, E), starting from the global minimum. After
failure at one location, its surrounding regions start to slip aseismically and this
slipping region expands until the required nucleation length is achieved (e.g.,
location E in event #1). At this point, slip accelerates to rates above the seis‐
mic rate (𝑉𝑠𝑒𝑖𝑠 = 𝑎𝜎𝑛/𝜂 ≈ 0.037 m/s as defined in Rubin and Ampuero [2005]) and
propagates outwards. Its closest neighboringHSRs function as barriers to arrest
the earthquake (location B in event #4). Alternatively, an HSR can be activated
by the rupture and coalesce into a larger event (locations B and D in event #3).
Even if that is not achieved, the activated HSR starts to slip and will accommo‐
date the nucleation of the next event (location F in event #2).

𝐿𝑐(𝐻𝑆𝑅) < 𝜆 < 𝐿𝑐(𝐿𝑆𝑅): migratory nucleation regime

When the heterogeneity wavelength becomes shorter than the local nucleation
length, nucleation cannot be completed within a single LSR (Fig 3.5c). For a di‐
rect comparison with the case above, we keep using the same normal stress dis‐
tribution. To vary 𝜆/𝐿𝑐, we increase the frictional parameter𝐷𝑅𝑆 to increase the
nucleation length instead. Since the theoretical nucleation length is inversely
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Figure 3.5: (Caption next page.)
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Figure 3.5: (Previous page.) Earthquake sequences under LSR-preferred (𝜆 ≳ 𝐿𝑐) and migra-
tory nucleation regime (𝐿𝑐(𝐻𝑆𝑅) < 𝜆 < 𝐿𝑐(𝐿𝑆𝑅)). (a) Simulated earthquake sequence with
nucleation length smaller than the heterogeneity wavelength (𝜆 = 3 cm). Colors indicate slip rate 𝑉
normalized by loading rate 𝑉𝑝. For better visualization, it is plotted at a fixed time step interval
instead of a fixed time interval. (b) The normal stress distribution along the fault (left, orange) and
the corresponding theoretical nucleation length 2𝐿𝑙𝑜𝑐

𝑐 (right, black). Dashed lines highlight several
LSRs (purple) and HSRs (yellow). (c) Simulated earthquake sequence with nucleation length com-
parable to the heterogeneity wavelength. The same normal stress field as (a) is used (𝜆 = 3 cm). We
have changed the value of the rate-and-state frictional parameter 𝐷𝑅𝑆 in (a) to five times larger to
increase the nucleation length. The heterogeneity wavelength is between the nucleation lengths of
HSRs and LSRs. The migratory nucleation locations are indicated by arrows. (d) Same as (b).

proportional to the normal stress (Eq. 3.11), shorter nucleation lengths should
be expected in HSRs. Therefore it is possible that nucleation can still be com‐
pleted within a single HSR, when the nucleation length there is shorter than the
heterogeneity wavelength. In this case, LSRs are still activated to slip first (e.g.,
locations A and E), but a complete nucleation process is not observed. The sur‐
rounding regions start to slip as before, but the nucleation center moves away
as the activated regions expand (from location A to B in events #1 and #2). A
complete nucleation process is finally realized in the neighboring HSR instead.
During the whole process, the slip rate in the LSR first increases above the load‐
ing rate and then decreases, and finally increases again when the rupture front
arrives (location B in event #1). In this scenario, in contrast to expectations,
earthquake nucleation is almost always observed in HSRs. While most of the
time LSRs coalesce into the event (location A in event #1 and #2, as also can be
seen in Fig 3.6a), sometimes an LSR can function as a barrier to arrest the event
and then accommodate the initial slipping of the following event (location C in
event #2).

The migration of nucleation locations has consequences for the stress drop and
slip accumulation patterns (Fig 3.6). During the initial nucleation phase, which
takes less than 2 s to complete, slip rate increases to around 100 times the load‐
ing rate in the activated LSR (location A, Fig 3.6a). The nucleation length of ∼ 65
mm follows the theoretical prediction 2𝐿𝑙𝑜𝑐

𝑐 at this location. The friction coeffi‐
cient (the ratio between shear stress and effective normal stress) decreases from
0.678 to 0.666, which is equivalent to a stress drop of 0.19 MPa for the average
normal stress of 16 MPa at this location (Fig 3.6b). The maximum accumulated
aseismic slip is about 0.2 mm (Fig 3.6c). The nucleation location then migrates
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Figure 3.6: Earthquake nucleation with migrated location (𝐿𝑐(𝐻𝑆𝑅) < 𝜆 < 𝐿𝑐(𝐿𝑆𝑅)). (a)
The nucleation processes of earthquake #2 in Fig 3.5c. The interseismic and nucleation phases are
plotted in blue and green, with a gradual transition to the coseismic phase in red. The coseismic
phase is plotted using dashed lines. The evolution with the maximum slip rate below the seismic rate
𝑉𝑠𝑒𝑖𝑠 is plotted every 0.1 s, the evolution above 𝑉𝑠𝑒𝑖𝑠 is plotted every 0.1 ms. The black line shows the
theoretically calculated nucleation length 2𝐿𝑙𝑜𝑐

𝑐 . The gray bars indicate the nucleation lengths 2𝐿𝑙𝑜𝑐
𝑐

at locations A and B. The labels “A”, “B” and “C” refer to the same locations as in Fig 3.5. (b, c)
The evolution of (b) frictional coefficient and (c) slip for the same earthquake. The same color scale
applies.
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to the neighboring HSR (location B) with a sharp increase in slip rate to beyond
the seismic threshold. It takes about 0.2 s (10% time compared to the initial
nucleation at the LSR) to complete the nucleation, with a nucleation length of
∼ 40 mm, same as the theoretical prediction 2𝐿𝑙𝑜𝑐

𝑐 at this location. During this
period, the friction coefficient drops further to 0.652. This is equivalent to an
additional stress drop of 0.35 MPa using the average normal stress of 25 MPa at
this location. This HSR did not slip in the initial nucleation phase. About 0.25
mmaseismic slip and0.2mmseismic slip are accumulatedduring the secondary
nucleation (location B, Fig 3.6b, c). That means, different from non‐migratory
nucleation, the initial nucleation at the LSR produces about one‐third of the to‐
tal stress drop and half of the total slip. We will discuss later whether such large
portions of aseismic slip could potentially be linked to observable precursory
signals. The final nucleation at the HSR is followed by double‐sided rupture
propagation (dashed lines in Fig 3.6). The leftward‐traveling rupture increases
the slip rate of the already unlocked LSR to above the seismic threshold and is
arrested at the left boundary. The rightward‐traveling rupture is arrested at the
neighboring LSR (location C, can be seen in Fig 3.5c).

𝜆 ≲ 𝐿𝑐: HSR‐preferred nucleation regime

When the heterogeneity wavelength is shorter than the minimum nucleation
length, the nucleation cannot be completed in any single asperity (Fig 3.7). In
this case, nucleation is observed to start in HSRs (locations B and D). Even in
these regions, thenucleationprocess has to extend to the surrounding regions to
satisfy the nucleation length. The consequent earthquakes often have lower slip
rates compared to simulations with smaller nucleation lengths (Fig 3.5). Some
of them are even close to slow slip events. LSRs sometimes coalesce into the
nucleation or rupture process, as they did in the migratory regime (location C),
while at other times they function as a barrier to arrest ruptures (location E).
In the latter case, the LSR is barely re‐locked during the interseismic phase and
remains slipping at around the loading rate. Note that here the terms HSRs and
LSRs are rather used to refer to the absolute normal stress levels at these loca‐
tions, instead of referring to the localminima ormaxima. For example, location
F is a local maximumbut aseismic slips are predominantly observed. This is be‐
cause this location and its surroundings actually have low stress and are thus
barely locked.
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lines highlight several LSRs (purple) and HSRs (yellow).
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3.4 Discussion

3.4.1 The role of normal stress heterogeneity in earthquake
nucleation

Switching of the locations of nucleation and arrest

Earthquake slip is controlled by the stress and strength on the fault. Classical
studies use a “Coulomb criterion” to define strength, which is the stress level
where the fault fails, while using a “slip‐weakening friction formulation” to de‐
fine how the fault weakens after failure. Using the rate‐and‐state friction for‐
mulation, which provides a unified expression of the two concepts, we studied
how the nucleation process is altered by a spatially heterogeneous distribution
of effective normal stress. In this formulation, both stress and strength are de‐
pendent on the slip rate. On the one hand, strength is proportional to normal
stress 𝜎 ′

𝑛, so that increasing normal stressmoves the fault away from failure. On
the other hand, (𝑏 − 𝑎)𝜎 ′

𝑛 defines the stress drop and thus the frictional energy.
Increasing normal stress thus also promotes instabilities instead of stable slips
after failure. This consequence is also reflected in the reduction of the nucle‐
ation length 𝐿𝑐 with increased 𝜎 ′

𝑛 (Eq. 3.11).

Given the opposite effects of the two controlling processes, earthquake nucle‐
ation becomes complicated when the normal stress is heterogeneous. We pro‐
pose a conceptual model with five regimes to provide an overview summariz‐
ing the contrasting roles (Fig 3.8). We have seen that the LSRs are activated
earlier due to their low strength, while their larger nucleation length makes it
harder for them to reach the critical length and thus they require a longer load‐
ing phase. HSRs behave opposite; they remain locked for a longer time, but
need a shorter nucleation time after being activated. Consequently, depending
on the length scale of the asperities (equivalent to the wavelength of the het‐
erogeneity we use), HSRs and LSRs switch their roles as nucleation and barrier
locations (Fig 3.8). In the two end‐member cases, i.e., when 𝜆 << 𝐿𝑐 or 𝜆 >> 𝐿𝑐,
both HSRs and LSRs are involved in the nucleation process (Fig 3.8a, e, 3.3, 3.4).
When 𝜆 << 𝐿𝑐, the nucleation requires activating a collection of asperities to
reach 𝐿𝑐. Therefore, the fault properties are homogenized at this length scale
(homogenized nucleation regime, Fig 3.8a). When 𝜆 >> 𝐿𝑐, earthquakes can



3.4 Discussion 111

 λ

��
���
��
�

��
���
��
�

��
�

�
��

��
��
��
��
���
��
��
��
��
��
�

��
��
��
��
���
��
��
��
��
��
�


�
���
��
��
�

��
��
��
��
���
��
��
��
��
��
���

��
��

��
�

��
���
���
	�
�
�

�
��
��
��
��
��

��
��
��
��
��
	�
��

��
��
�

�
��
��
��
��
��
��
��
	�
��
��
�

��
��
��
��
���
��
��
��
��
��

��
�

��
���
�

�
��
��
��
��
�

��
��
��
��
�
��
��
���
�

�
��
��
��
��
�

��
��
��
��
��
���
�

��
��
��
��
���
��
��
��
��
��
��	
��
�

��
�

��
���
���
�
��
��

�
��
��
��
��
��
��
��
	�
��
��
�

��
�

��
��
�

���
�

��
��
��
�� ���
�

��
��
�� ���
�

��
��
���
�

��
��
��

2λ
2L

c

2λ

2λ

2λ2λ

2L
c

2L
c(

LS
R)

2L
c(

H
SR

) 2L
c(

LS
R)

2L
c(

H
SR

)

2L
c(

lo
ca

l)

no
rm

al
 s

tr
es

s
(a

)

(b
)

λ 
<<

 L
c:

 h
om

og
en

iz
ed

 n
uc

le
at

io
n

λ 
≲ 

Lc
(H

SR
): 

H
SR

-p
re

fe
rr

ed
 n

uc
le

at
io

n

(c
)

(d
)

Lc
(H

SR
) <

 λ
 <

 L
c(

LS
R)

: m
ig

ra
to

ry
 n

uc
le

at
io

n

λ 
≳ 

Lc
(L

SR
): 

LS
R-

pr
ef

er
re

d 
nu

cl
ea

tio
n

λ 
>>

 L
c:

 lo
ca

liz
ed

 n
uc

le
at

io
n

(e
)

Figure 3.8: A conceptual model of earthquake nucleation on heterogeneous faults. (a-e) Earth-
quake nucleation patterns in five regimes exemplified by representative scenarios with different het-
erogeneity wavelength 𝜆. Each explosion shape indicates a possible nucleation location and the cor-
responding nucleation length. The roles of HSRs and LSRs in these scenarios are summarized on the
right.



112 Nucleation altered by stochastic normal stress heterogeneity

nucleate at any single asperity, regardless of the stress. The nucleation length
depends on the local stress level (localized nucleation regime, Fig 3.8e). How‐
ever, when 𝜆 ∼ 𝐿𝑐, HSRs and LSRs behave either as a location for nucleation or
arrest, dependent on the ratio of 𝜆 and 𝐿𝑐 (Fig 3.8b, c, d, 3.5, 3.7). When 𝜆 ≳ 𝐿𝑐,
earthquakes nucleate in LSRs while HSRs function as barriers (LSR‐preferred
nucleation regime, Fig 3.8b). However, HSRs and LSRs switch their roles when
𝜆 ≲ 𝐿𝑐 (HSR‐preferred nucleation regime, Fig 3.8d). An interesting fifth regime
is found when 𝐿𝑐(𝐻𝑆𝑅) < 𝜆 < 𝐿𝑐(𝐿𝑆𝑅), we find that nucleation initiates in
LSRs but migrates to neighboring HSRs and complete there (migratory nucle‐
ation regime, Fig 3.8c, 3.5b).

Transition from “preslip” to “cascade” model

Along with the migration of nucleation location, our results show a trend
transitioning from the “preslip model” [Dieterich, 1978; Latour et al., 2013;
McLaskey and Kilgore, 2013] to the “cascade model” [Helmstetter and Sornette,
2003;McLaskey and Lockner, 2014;Wang et al., 2023] as heterogeneity wavelength
increases. When 𝜆 << 𝐿𝑐, earthquake nucleation requires the activation of a
collection of asperities before instability (homogenized regime). After these as‐
perities are activated, their slip rates remain at the background loading rate un‐
til the length of the collection reaches the required nucleation length (Fig 3.3c).
This observation of a growing slipping region during nucleation fits the descrip‐
tion of the “preslipmodel” [McLaskey andKilgore, 2013]. When 𝜆 ≲ 𝐿𝑐, most LSRs
continue to slip at the loading rate during interseismic phase (HSR‐preferred
regime, Fig 3.7). The preslip in these regions loads the locked HSRs. When 𝜆 is
increased such that 𝐿𝑐(𝐻𝑆𝑅) < 𝜆 < 𝐿𝑐(𝐿𝑆𝑅), our results exhibit features from
both nucleation models (migratory regime, Fig 3.5b). First, nucleation initiates
with preslips in an LSR, as the “preslip model” describes. Then it triggers a sec‐
ond nucleation in the neighboring HSR. If we take the initial nucleation in the
LSR as a separate process that triggers a subsequent earthquake in the HSR, the
observation fits the “cascade model” description [McLaskey and Kilgore, 2013].
This triggering becomes even more evident in the HSR‐preferred and localized
nucleation regimes (e.g., Fig 3.4a). In the latter case, although we do not iden‐
tify mainshocks and foreshocks, the recurrence of a series of events that form a
“supercycle” is apparent.
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The migration of nucleation location in the migratory nucleation regime is dif‐
ferent from what McLaskey [2019] observed as earthquake “ignition”. The final
nucleation location is termed the “ignition” by these authors, such that it can
be separated from the location of the preslip. Based on experimental results,
they claimed that the ignition takes place in strong locations (HSRs in this study)
when 2𝐿𝑐 is much larger than the asperity size (fig 13 in McLaskey [2019]). In
that scenario, they claimed that the normal stress heterogeneity should be mild
enough so that there is little overall variation in𝐿𝑙𝑜𝑐

𝑐 . Weused adifferentmethod‐
ology such that we do not have physical asperities on our simulated faults. A
simple approximation could be treating HSRs as asperities because they remain
locked when their surrounding LSRs are activated to slip. Then 2𝜆 would be the
approximate asperity size. The scenario McLaskey [2019] talked about is equiv‐
alent to our HSR‐preferred and localized nucleation regimes. Our results thus
support their statement but suggest further that their additional assumption of
mild heterogeneity is not necessary (Fig 3.7). On the contrary, slipping behav‐
ior is promoted in LSRs even with strong heterogeneity that changes 𝐿𝑙𝑜𝑐

𝑐 signif‐
icantly. Moreover, such “ignition” in HSRs can already happen when the asper‐
ity size is just above the minimum nucleation length, which is the 𝐿𝑙𝑜𝑐

𝑐 at HSRs
(migratory regime, Fig 3.5c). In this case, the LSRs are not only slipping at the
background slip rate but go beyond it to attempt nucleation. McLaskey [2019]
observed similar slip behavior but claimed that 𝐿𝑐 loses its function as the criti‐
cal length scale because the stress concentration at the HSR/LSR boundary be‐
comes critical. In this case, nucleation length is not regulated in their work (fig
14 in McLaskey [2019]). However, our simulations reveal that the theoretically
calculated nucleation length 𝐿𝑐 is respected in all scenarios (Fig 3.8). Even in
the migratory nucleation regime, the local nucleation lengths at both the old
and the new locations still follow the theoretical predictions (Fig 3.6a). This is
because the nucleation length reflects the energy balance during the nucleation
process and our simulations suggest that this rule should still be satisfied after
nucleation migration.

Combination with frictional heterogeneity

We observed that preferred nucleation and barrier locations are swapped when
normal stress heterogeneity changes wavelength. We attribute the swap to
the controlling role normal stress plays in both fault strength and nucleation
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length. Both LSRs and HSRs become good candidate nucleation locations. Sim‐
ilar observations are expectedwhenheterogeneities in frictional parameters are
present. Analytical derivations in Ray and Viesca [2017] suggest that both local
minima and maxima of (𝑎 − 𝑏) are preferential nucleation locations. Whether
the maxima or minima become unstable then also depends on the distribution
of (𝑎 − 𝑏)/𝑏. The answer perhaps only becomes simpler when only a hetero‐
geneous 𝐷𝑅𝑆 is present. Nucleation then starts from the location of the lowest
𝐷𝑅𝑆 (equivalent to the lowest 𝐿𝑐) because in this scenario fault strength is ho‐
mogeneous, as observed in the simulations in Selvadurai et al. [2023]. However,
since it is commonly thought that fault roughness can result in heterogeneities
in normal stress, (𝑎−𝑏), and𝐷𝑅𝑆 at the same time [Yamashita et al., 2018;Gounon
et al., 2022; Morad et al., 2022], their impacts can hardly be disentangled.

3.4.2 Preslip during nucleation migration: evidence and
implication

In the scenario when 𝐿𝑐(𝐻𝑆𝑅) < 𝜆 < 𝐿𝑐(𝐿𝑆𝑅) (migratory nucleation regime,
Fig 3.8c), abundant aseismic slips at sub‐seismic rates are observed in LSRs be‐
fore the nucleation location migrates (Fig 3.6). This process takes more than
90% of the nucleation duration and produces one‐third of the total stress drop,
indicating a distinct amount of energy release over a relatively long time. Such
slips in the preparation phase can take the form of tremors, VLFEs, foreshocks,
and other forms of precursory signals in the real world. Natural signatures are
captured by geodetic observations before large earthquakes, such as the 2011
Mw 9.0 Tohoku‐oki earthquake [Mavrommatis et al., 2014], 2014 Mw 8.1 Iquique
earthquake [Socquet et al., 2017] and 2014 Mw 7.3 Papanoa earthquake [Radiguet
et al., 2016]. Understanding the mechanism of the precursors contributes to de‐
tecting the preparation phase of large earthquakes, and finally contributes to
earthquake early warning and forecasting. Recent observations of ice‐quakes
within the west Antarctica ice sheet suggest abundant and predominant migra‐
tory precursory slip, whereas self‐nucleation is nearly absent [Barcheck et al.,
2021]. However, it is not yet known how frequent nucleation location migrates
in tectonic settings when compared to other nucleation regimes. Our results
indicate that these precursors could exist in low‐stress regions (Fig 3.5c). This
finding suggests a re‐examination of natural observations (such as GPS data) of
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low stress regions at a distance from the epicenter area. By mapping the spa‐
tial distribution of such signals and the migration of foreshock and aftershock
hypocenters, we could identify migratory nucleation and thus infer which nu‐
cleation regime is dominant in nature. On the other hand, these observations
will in turn inform us about the characteristics of the on‐fault stress distribu‐
tion. Fault stress depends on multiple factors such as the local stress field and
fault geometry and thus still remains largely unknown for most fault systems
around the world. We probably only have a better knowledge of the effective
normal stress distribution in induced seismicity settings, where human activi‐
ties affect and even control pore pressure changes. There could we inspect if
our proposition is effective or not.

3.4.3 Heterogeneity statistics and its deviation from Gaussian

Since we generated continuous heterogeneity instead of binary series flipping
properties, the impact of wavelengths and amplitudes of the spatial distribution
is convoluted. Generally, an increase in amplitude shrinks the available space
for potential nucleation around a local stress peak. Yet a decrease in wavelength
has the same effect. In this study, we mainly focused on the influence of the
heterogeneity wavelength, but the role of the amplitude can be investigated in
the same manner. For example, in the homogenized regime, increasing am‐
plitude also promotes slow slip events and partial ruptures before the main‐
shocks. Previous studies using binary or periodic heterogeneity formulations
have proposed to use the ratio between amplitude and wavelength (in their case
the length of each flip) as the heterogeneity indicator. However, this parameter
has a potential problem if we notice that 𝐿𝑐 is inversely proportional to normal
stress (Eq. 3.11). Modifying the amplitude of a Gaussian‐type stress heterogene‐
ity has an asymmetric effect on the probability density distribution of 𝐿𝑐. The
long‐tail feature of the inverseGaussian distribution of 𝐿𝑐 amplifies the variation
at the low‐stress end and suppresses variations at the high‐stress end. Not to
mention that this issue becomes evenmore difficult to tackle when we consider
more complicated heterogeneity formulations that give a better description to
fit the observations [Chen et al., 2020; Selvadurai et al., 2023].

Laboratory measurements reveal that fault roughness often deviates from a
Gaussian distribution [Chen et al., 2020]. Selvadurai et al. [2023] suggests a bi‐
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modal Gaussian distribution of fault roughness. This distribution, featuring two
characteristic roughness scales, is supported in the tribology community due to
its fitting description of the wear process during friction [Adachi and Kato, 2000;
Hu et al., 2019]. Depending on the relative sizes of the two roughness scales, their
interaction with the nucleation length might behave as a mixture of the modes
introduced in Figure 3.8. Moreover, recent research based on natural obser‐
vations suggests other correlation functions could be used, such as power‐law
and fractal distributions [Brown and Scholz, 1985; Okubo and Aki, 1987; Ohnaka,
2003; Candela et al., 2012]. These correlation functions have richer structures
at small wavelengths, especially as a length scale is absent when the random
field becomes fractal [Ide and Aochi, 2005]. The influence of having multiscale
heterogeneities on the interaction of the length scales needs further confirma‐
tion. However, the overall philosophy of our conceptual model might still per‐
sist when accounting for multi‐scale structures.

3.5 Conclusions

We build an earthquake sequence model to quantitatively understand the im‐
pact of heterogeneous effective normal stress on earthquake nucleation and the
associated slip behavior. Our model features a stochastically variable, spatially
heterogeneous normal stress distribution, analogous to a meter‐scale scale lab‐
oratory experiment. We identify five regimes of earthquake nucleation and slip
behaviors, governed by the ratio of the heterogeneity wavelength (𝜆) to the nu‐
cleation length (𝐿𝑐). First, full rupture events are observed when 𝜆 is signifi‐
cantly smaller than 𝐿𝑐, displaying slips and recurrence intervals akin to those
on homogeneous faults with the same averaged normal stress (termed the ho‐
mogenized nucleation regime). Nucleation requires the failure of a collection of
asperities (locked patches), the total length of which reaches 𝐿𝑐. Thus, the fault
property is homogenized at length scale 𝐿𝑐. However, frequent occurrences of
slow slip events and partial ruptures prevail when 𝜆 is much larger than 𝐿𝑐. In
that localized nucleation regime, each earthquake’s nucleation length depends
on the local stress level. Between these end‐member cases, when 𝜆 approaches
the magnitude of 𝐿𝑐, locations of earthquake nucleation and arrest switch be‐
tween low normal stress regions (LSR) and high normal stress regions (HSR).
When 𝜆 is larger than 𝐿𝑐, nucleation can be completed in a single asperity. In
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this case, the weaker LSRs fail first (LSR‐preferred nucleation regime). HSRs
function as barriers, but can also be activated by a dynamic rupture and coa‐
lesce into a large event. Otherwise, the activated HSRs become the nucleation
location of the next event. However, HSRs and LSRs switch their roles when 𝜆 is
smaller than 𝐿𝑐 (HSR‐preferred nucleation regime). Whereas nucleation prefers
HSRs, LSRs are barely re‐locked and remain slipping at around the loading rate.
Between these regimes, there is a regime when 𝜆 is between the minimum and
maximum local nucleation lengths, which are located at the HSRs and LSRs, re‐
spectively. We find that nucleation location regularly migrates from an LSR to
its neighboring HSR in a single earthquake (migratory nucleation regime). We
still observe LSR being activated first, but the nucleation cannot be completed.
The final nucleation thus takes place in its neighboring HSR and the activated
LSR becomes a barrier for rupture propagation. In this case, a large amount of
aseismic slip and an associated stress drop are observed in the initial LSR, which
might be linked to themigration of foreshocks documented in natural and labo‐
ratory observations. Notably, this study sheds light on the significance of effec‐
tive normal stress inmodifying the seismic potential of natural faults, especially
in induced seismicity settings where human activities impact and even control
the effective normal stress distribution. In the future, these results may be used
to estimate fault stresses based on seismological and geodetic observations of
fault slips such as foreshocks and preslips.
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Abstract

Conventional studies suggest that faults in the shallow subsurface should be re‐
sistant to earthquake nucleation, because their frictional strength increases as
slip accelerates. Yet, such faults frequently exhibit earthquakes induced by hu‐
man intervention. Herewe explain this paradox by showing, through numerical
simulation using rate‐and‐state friction, that single earthquakes can nucleate on
velocity‐strengthening faults, following fault “healing” over thousands to mil‐
lions of years. Fault strength gained during fault healing allows for adequate
stress drop in an induced earthquake. However, subsequent slip on human life‐
times is stable and aseismic. We apply our approach to assess the potential of
any velocity‐weakening or velocity‐strengthening fault to host induced seismic‐
ity, in terms of the healing time needed to produce sufficient stress drop and
fast slip upon fault reactivation. This demonstration of how healing promotes
induced earthquakes instead of aseismic events is critical for correctly assessing
which sites can be safely targeted in exploiting the subsurface for applications
such as geothermal energy production and energy storage.
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4.1 Introduction

Following the boom of subsurface exploitation to meet our increasing energy
demand, induced earthquakes gained significant societal and scientific atten‐
tion. However, these earthquakes, induced by human activities such as fos‐
sil fuel production and underground sustainable energy production and stor‐
age, are “unexpected” in several aspects. First, they show a distinctly differ‐
ent global spatial distribution from natural seismicity (Fig. 4.1A). Such induced
earthquakes mostly take place in intraplate regions where tectonic loading rate
is low or near‐zero [Magnani et al., 2017]. Human‐induced stress perturbations
are the drivers for the failure of pre‐existing faults. In this way, earthquakes
occur on inactive faults that lack historical seismicity and where consequently
people are more at risk as infrastructure has not been built to withstand earth‐
quakes. Moreover, these earthquakes generally occur at depths close to human
activities, i.e., within the shallow few kilometers, which is considerably shal‐
lower than most natural earthquakes (Fig. 4.1B). Therefore, they can be more
hazardous and causemore ground shaking [Atkinson et al., 2020]. Inmost cases,
source properties of induced earthquakes, such as moment tensor and energy
spectrum, are also different from natural earthquakes [Cesca et al., 2012; Zhang
et al., 2016; Yu et al., 2021]. These differences suggest that induced earthquakes
might not have the sameunderlyingphysical causes as natural earthquakes. The
evolution of stress and strength on inactive faults has to be characterized to un‐
derstand induced earthquakes and to better assess and ultimately forecast seis‐
mic hazard.

Earthquake nucleation, propagation and arrest are widely understood to be gov‐
erned by a fault’s resistance to slip, which is quantified using fault friction and
its velocity or displacement dependence [Ida, 1972; Dieterich, 1979; Ruina, 1983;
Scholz, 1998]. Velocity‐weakening (VW, 𝑎 < 𝑏) and velocity‐strengthening (VS,
𝑎 > 𝑏) are two types of frictional properties in the popular rate‐ and state‐
dependent friction formulation, where 𝑎 and 𝑏 are the two frictional parameters
(Fig. 4.1B). This single phenomenological law, originally revealed by velocity
step experiments in the laboratory (with typical loading velocity ranging from 1
𝜇m/s to 1 m/s), provides a powerful tool to model the complete earthquake se‐
quences. During slip acceleration, VS faults become stronger while VW faults
weaken, which leads to further acceleration of slip. Therefore, classical insta‐
bility analysis indicates that instabilities (and thus earthquakes) only nucleate
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Figure 4.1: Distribution of natural and induced earthquakes. (A) Global distribution of natural
and induced seismicity. Natural earthquakes with moment magnitude higher than 5 are color-coded
according to their hypocenter depth (upper right colorbar, USGS catalog, year 2021) [U.S. Geological
Survey]. Induced earthquakes are plotted with red markers. Injection-induced, extraction-induced,
and events with unclear causes are marked by different markers (bottom right legend, HiQuake cat-
alog, till 2022, note that the catalog is not exhaustive) [HiQuake; Wilson et al., 2017]. (B) Corre-
sponding depth distribution of natural and induced seismicity. The data are from the same sources
as (A). The irregular peaks in natural seismicity data are due to the default depth assignment of 10,
33 and 35 km to low-accuracy earthquakes in the USGS catalog. Only the induced earthquakes re-
ported with a depth estimate from the HiQuake catalog are plotted. The typical distributions of the
rate-and-state frictional parameter (𝑎 − 𝑏) with depth in crustal and subduction zone settings are
plotted using the bottom axis for comparison [Scholz, 2019].

underVW friction, while VS friction favors stable sliding and thus inhibits earth‐
quake nucleation [Ruina, 1983; Rice and Ruina, 1983; Rubin and Ampuero, 2005].
Nucleation conditions and patterns under VW friction have been thoroughly ex‐
plored with numerical simulations and laboratory experiments, where the sim‐
ulated characteristics of nucleation and rupture propagation are in accordance
with observations of natural earthquakes [Ellsworth and Beroza, 1995; Olson and
Allen, 2005]. It is verified that earthquake nucleation includes a transition from
aseismic slip to seismic slip that requires a critical length, termed as the nucle‐
ation length, to be reached [Lapusta et al., 2000;Barbot et al., 2012;Guérin-Marthe
et al., 2019; McLaskey and Lockner, 2014]. In these studies, any VS portions on a
fault function as barriers that slow down or arrest the rupture [Kaneko et al.,
2010; Perfettini et al., 2010].

Numerous fault rocks at shallow depths consistently exhibit VS behavior in low
temperature and pressure experiments [Marone and Scholz, 1988; Scholz, 2019;
Kang et al., 2019; Ruggieri et al., 2021; Miyamoto et al., 2022; Zhong et al., 2023]
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(Fig. 4.1B). The observed induced seismicity at such depths thus contradicts the
classical prediction of the absence of earthquake nucleation in VS rocks. Evi‐
dence from the well‐studied Groningen gas field in the Netherlands, the largest
natural gas field in Europe and one of the largest in the world, augments this
paradox. Damaging earthquakes are located within or close to the depth of the
gas reservoir [van Thienen-Visser et al., 2015; Spetzler and Dost, 2017;Willacy et al.,
2019; Smith et al., 2020] and are believed to be the consequence of the reactiva‐
tion of pre‐existing faults resulting from stress changes due to gas production
[Buijze et al., 2019]. Peculiarly, laboratory experiments on the simulated gouges
of the reservoir rocks, taken from the borehole, show mainly VS behavior un‐
der in‐situ pressure‐temperature and fluid chemistry conditions [Hunfeld et al.,
2017]. This combined evidence indicates a need to clarify whether earthquakes
can nucleate on VS faults or not. Previous studies suggest that VS faults can ex‐
hibit aseismic slip pulses after an external perturbation of the fault stress state
[Dieterich, 1979; Rice and Gu, 1983; Perfettini and Ampuero, 2008]. However, it is
unknown whether such pulses could grow into an earthquake or whether they
remain aseismic. In addition, the origin of such stress perturbation is not de‐
fined in nature.

Slip takes place when stress on a fault overcomes its strength. The fact that
a fault restrengthens during periods of inactivity could contribute to explain‐
ing why areas devoid of natural earthquakes are not safe in induced scenarios.
Healing is a well‐established phenomenon describing the time‐dependent re‐
covery of fault strength observed in slide‐hold‐slide (SHS) experiments, where
the peak stress of the subsequent slip (‘slide’) after fault reactivation increases
with the time of inactivity (‘hold’) [Beeler et al., 1994; Olsen et al., 1998; Marone,
1998; Nakatani and Scholz, 2004; Chen et al., 2015; Carpenter et al., 2016]. In this
way larger stress drops are obtained after a longer healing period. The observed
strength increase originates from the microphysical growth of grain contacts
(asperities) as well as the development of cohesion [Tenthorey and Cox, 2006].
Processes such as cementation are evidenced to be involved in cohesion de‐
velopment by microscopic imaging [Hunfeld et al., 2017]. This behavior is con‐
firmed also for the specific VS lithologies in Groningen [Hunfeld et al., 2020]. Our
numerical model has quantitatively reproduced the healing behavior in these
SHS experiments and supports the origin of aseismic slip events (fig. 4.7). Given
that the Groningen region and many other human activity sites have been tec‐
tonically inactive for millions of years [van Oeveren et al., 2017], we will eval‐
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Figure 4.2: Earthquake sequence after healing over geologic time scales. (A-D) Simulation of
earthquake sequences in 0-D in VS (red: 𝑎 = 0.005, 𝑏 = 0.004; green: 𝑎 = 0.0015, 𝑏 = 0.0005),
VW (blue: 𝑎 = 0.005, 𝑏 = 0.006) and VN (yellow: 𝑎 = 0.005, 𝑏 = 0.005) scenarios with a healing
time of 30 Ma, with fixed 𝐷𝑅𝑆 = 2 mm. (A) The pore pressure change, (B) the ratio of shear stress
and effective normal stress 𝜏/𝜎 ′

𝑛, (C) the slip rate, and (D) the state variable are plotted with respect
to time since production starts. Negative time refers to the time before production. Different scales
are used in the positive and negative parts of the axis. (E-F) Simulation of earthquake sequences in
VS scenarios (𝑎 − 𝑏 = 0.001) with different lengths of healing time from 10 yr to 10 Ma. (E) The
maximum slip rate 𝑉max of the induced events is plotted with respect to the time of the event since
the last fault activity, i.e., where healing starts. (F) The friction drop Δ(𝜏/𝜎 ′

𝑛) (i.e., change in the
ratio of shear stress to effective normal stress) and the gained interface strength ΔΨ during healing
are plotted with respect to the time of the event since the last fault activity.



4.2 Results 125

uate if it is possible to nucleate earthquakes (i.e., fast slips) on VS rocks after
healing over geological timescales. Moreover, we aim to understand to what ex‐
tent the seismic potential for induced seismicity is increased by healing globally,
as it is universal for both VS and VW friction. Even though healing is inherent
in rate‐and‐state friction, it has not been used to explain the occurrence of in‐
duced earthquakes. In this study, we simulate a typical gas production site con‐
figuration in 0‐D and 2‐D numerically to investigate the role of fault healing in
induced seismicity and to understand earthquake nucleation under VS friction
(see Methods 4.5 and parameters in table 3.1).

4.2 Results

4.2.1 Healing: from laboratory to tectonic timescales

We extended the healing period from laboratory experiments to hundreds of
millions of years to match natural scenarios (Fig. 4.2 and 4.8). We simulated
two types of fault rocks: one with a high healing rate (𝑏 = 0.005) and one with
a low healing rate (𝑏 = 0.0005). The rapidly healing fault first experiences a pe‐
riod of inactivity during which its stress level is far from failure. This simulates
the period after the last fault activity millions of years ago (Fig. 4.2A‐B). The slip
rate quickly decays to practically zero, which matches observations in the labo‐
ratory [Nakatani, 2001] (Fig. 4.2C). After this period of quiescence, we prescribe
a sudden, continuous pore pressure change mimicking human activities such
as gas production (Fig. 4.2A). During depletion, poroelasticity causes the shear
stress to increase faster than the effective normal stress accumulates, pushing
the fault towards failure (Fig. 4.2B). The yield or failure point is reached after a
certain period of time, i.e., the aseismic waiting period between the start of hu‐
man perturbation and the seismicity, as observed both in the field [Richter et al.,
2020] and in the laboratory [Nakatani, 2001; Hunfeld et al., 2020]. The fault ac‐
celerates quickly to seismic slip rates (cm/s to m/s) after failure, generating an
earthquake. Afterwards, recurring earthquake sequences are observed on VW
faults, where earthquakes with growing slip rates and recurrence intervals oc‐
cur in sequence (Fig. 4.2C). This is due to the increasing effective normal stress
whenhuman activities continue. In contrast, no subsequent earthquakes are ex‐
pected on VS faults, although several slow‐slip events still occur when the fault
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is close to velocity‐neutral (VN, 𝑎 = 𝑏). After a single earthquake, the VS fault
reaches a steady state in which it moves at a slow constant slip rate defined by
the rate of human activity. Since the ruptured fault segment is not re‐locked on
human timescales, that portion cannot nucleate future earthquakes, nor can it
be ruptured in adjacent earthquakes. In this simulation tuned to the Groningen
configuration with a healing time of 30 Ma [de Jager and Visser, 2017], the first
earthquake with a maximum slip rate of ∼0.4 m/s occurs about 40 years after
the onset of gas production, which is the same order of time span as observed
[Richter et al., 2020]. The simulated stress drop is about 1.2MPa, which is similar
to the∼ 1MPa reported for Groningen seismicity [Kraaijpoel and Dost, 2013;Dost
et al., 2016;Bommer et al., 2016]. In comparison, the slowly healing fault does not
become seismogenic after 30 Ma of healing (green lines in Fig. 4.2A‐D). Despite
its state variable following the same logarithmic increase in the no‐production
period as the rapidly healing fault (Fig. 4.2D), its yield stress is not elevated to
the same level (Fig 4.2B). Therefore the stress drop is very minor and the asso‐
ciated slip rate only reaches 9 𝜇m/s. This kind of slow slip event occurs earlier
after the onset of gas production and thusmight occur frequently in natural fault
networks.

We activate the human perturbation to the VS faults at different times since the
last fault activity to study the effect of the healing time (Fig. 4.2E‐F). On the
rapidly healing fault, an earthquake with a higher slip rate is recorded when the
healing time increases (Fig. 4.2E). Specifically, the maximum slip rate grows
logarithmically with the applied healing time. This is accompanied by a larger
stress drop (Fig. 4.2F), which comes from an increased yield stress with respect
to an unchanged dynamic stress. Comparably, the maximum slip rate recorded
in the slow slip events also increases with the healing time on the slowly healing
fault, although that follows a linear relationship (Fig. 4.2E). The growth of the
stress drop with healing time is also logarithmic, but at a lower rate (Fig. 4.2F).
The concept of interface strength

Ψ = 𝜇0 + 𝑏 ln( 𝜃𝑉0
𝐷𝑅𝑆

) (4.1)

defined in Nakatani [2001] (see also Methods) can explain this logarithmic
growth of the stress drop (Fig. 4.2F). In the healing phase with a near‐zero
slip rate, rate‐and‐state friction predicts a linear growth of the state variable
with time (𝜃 = 𝜃𝑖 + 𝑡) and thus a logarithmic growth of the interface strength
[Ψ = Ψ𝑖 + 𝑏 ln(1 + 𝑡/𝜃𝑖)], where Ψ𝑖 and 𝜃𝑖 are the initial values of interface
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strength and state. We find that the growth of the interface strength predicted
by the equation is the same amount as the growth of the simulated stress drop.
This observation indicates that the concept of interface strength can indeed be
used as an indicator of fault strength. The rate‐and‐state parameter 𝑏 controls
the healing rate [Nakatani, 2001; Nakatani and Scholz, 2004]. A rapidly healing
fault could achieve a reasonable stress drop and thus a seismic slip rate after a
geological timescale of healing, whereas a slowly healing fault remains aseismic
after a similar amount of healing time. Given that healing is logarithmic, the
slowly healing fault will not become seismogenic until after an exponentially
longer healing time.

4.2.2 Nucleation on velocity-strengthening faults

Whether a fault is VS or VW not only influences the long‐term recurrence of
earthquakes, but also affects the spatial evolution of slip on the fault in the pe‐
riod between fault reactivation and seismic rupture – the nucleation (Fig. 4.3
and 4.9). In a 2‐D model representing a Groningen fault (model setup in fig.
4.11), the shallowest point of the fault inside the reservoir reaches the yield point
first, after the fault has been activated due to gas production (Fig. 4.3A). The nu‐
cleation process starts here and expands within the depth interval of the gas
reservoir and beyond. The whole process can be separated into three stages ac‐
cording to the slip rate reached at the nucleation front: (i) fault activation, when
the maximum slip rate rises from near‐zero to a background rate (controlled by
the pressure depletion rate); (ii) nucleation, when the maximum slip rate is be‐
tween thebackground rate and the seismic rate determinedby the dominance of
wave radiation [Rubin and Ampuero, 2005]; and (iii) rupture propagation, when
the maximum slip rate is above the seismic rate.

We compare the nucleation pattern onVWandVS faults by gradually increasing
the value of 𝑎/𝑏, while keeping 𝑏 fixed. We find that stage (i) does not rely on 𝑎/𝑏
and the nucleation zone reaches the same length of 𝐿𝐼 after this stage (Fig. 4.3
and 4.9). However, the nucleation length before stage (iii), named 𝐿𝐼𝐼𝐼, varies
according to 𝑎/𝑏. For 𝑎/𝑏 ≤ 0.5, the nucleation process quickly completes at a
small 𝐿𝐼𝐼𝐼, leaving the remainder of the fault to be ruptured seismically (𝑎/𝑏 =
0.5 in fig. 4.9C). 𝐿𝐼𝐼𝐼 increases as 𝑎/𝑏 increases (𝑎/𝑏 = 0.7 in Fig. 4.3E). When
𝑎/𝑏 is close to 1, nucleation terminates at the fault boundary without reaching
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Figure 4.3: (Caption next page.)
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Figure 4.3: (Previous page.) Simulation of the first induced earthquake in 2-D in VS and VW sce-
narios with several 𝑎/𝑏 ratios: (A-B) VS, 𝑎/𝑏 = 1.1, (C-D) VW, 𝑎/𝑏 = 0.9, (E-F) VW, 𝑎/𝑏 = 0.7
with fixed 𝑏 = 0.01 and 𝐷𝑅𝑆 = 0.5 mm, 𝜇0 = 0.5, healing time 𝑡ℎ = 100 Ma. (A, C, E) The
temporal evolution of slip rate. The interseismic and nucleation phases are plotted in black and gray,
with gradual transition to the coseismic phase in red (colorbar above). The plotted lines are not in
regular time intervals. The nucleation stages (i)-(iii) are indicated by blue arrows next to the ver-
tical axes, separated by the maximum slip rate achieved (stage iii only exists in E). The measured
nucleation lengths 𝐿𝐼, 𝐿𝐼𝐼 and 𝐿𝐼𝐼𝐼 are shown as blue bars on the top (𝐿𝐼𝐼 only measured in E). The
dashed black lines track the temporal-spatial evolution of the nucleation front, characterized as the
propagation of the local stress peaks. The blue shadows in the background specify the range of the
reservoir depth on the hanging wall side (2850-3050 m) and the footwall side (2800-3000 m). The
detailed model setup is depicted in fig. 4.11. (B, D, F) The evolution of friction 𝜏/𝜎 ′

𝑛 with respect to
slip (blue). The evolution of interface strength Ψ (Eq. 4.1) is plotted in black for reference. The mul-
tiple semi-transparent lines in the background are the observations from different locations (every 20
m between 2800 m and 3050 m depth) on the fault. The bold lines are the observation at the center of
the reservoir (2950 m depth). The dashed line indicates the slip-weakening slope of 𝑘𝑠𝑤 = −𝑏/𝐷𝑅𝑆

for reference. The slip-weakening distance 𝐷𝑠𝑤 and the fracture energy 𝐺𝑐 are labeled in (B).

seismic rate due to the finite fault size, leaving the stage (iii) unobserved (𝑎/𝑏 =
0.9 in Fig. 4.3C). A similar pattern of the expansion of the nucleation zone is
found on VS faults (𝑎/𝑏 = 1.1 in Fig. 4.3A, 𝑎/𝑏 = 1.3&1.5 in fig. 4.9A‐B). Actually,
there is no distinct change at (𝑎 = 𝑏), which has conventionally been assumed to
be the boundary between instability and stable creep (Fig. 4.3A vs. C).

The nucleation stage (ii) is whenVS andVW faults exhibit themost dissimilarity.
For VW faults, this stage can be separated into two sections (ii‐a) and (ii‐b) (Fig.
4.4A). The nucleation zone first expands its length from 𝐿𝐼 to 𝐿𝐼𝐼 in section (ii‐a).
During this section, the slip rate at the nucleation front stays at the background
rate. The rate of the nucleation expansion also remains approximately constant
(fig. 4.10A&C). The nucleation front accelerates rapidly to sub‐Rayleigh speeds
together with its expansion to 𝐿𝐼𝐼𝐼 in section (ii‐b). A larger 𝑎/𝑏 corresponds to
slower acceleration, and consequently a larger 𝐿𝐼𝐼𝐼. However, the transitional
length scale 𝐿𝐼𝐼 is not observed on VS faults (Fig. 4.4A). There immediate ac‐
celeration of nucleation expansion is observed as soon as 𝐿𝐼 is reached. The
nucleation front keeps accelerating during stage (ii) (fig. 4.10B&C). The acceler‐
ation is fast at the beginning, then slows down, and speeds up in the end. More
velocity‐strengthening faults (with a larger 𝑎/𝑏) have a higher slip rate at the be‐
ginning, but its slip ratewill be caught up by less VS faults before the end of stage
(ii). Here wemainly use the slip rate at the nucleation front to separate different
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Figure 4.4: Nucleation front propagation. (A) The temporal-spatial propagation of the nucleation
front extracted fromFig. 4.3 and 4.9. The nucleation stages (i)-(iii) are indicated by gray arrows next
to the vertical axes, separated by the maximum slip rate achieved. The measured nucleation lengths
𝐿𝐼, 𝐿𝐼𝐼 and 𝐿𝐼𝐼𝐼 are shown as gray bars on the top (𝐿𝐼𝐼 and 𝐿𝐼𝐼𝐼 only measured in some scenarios).
(B) The temporal-spatial propagation of the nucleation front in another set of experiments with fixed
𝜇0 = 0.3, 𝑎 = 0.008 and varied 𝑏 = 0.008, 0.006, 0.004, see fig. 4.12.

nucleation stages since its variation is proportional to the propagation speed of
the nucleation front, themore commonly used indicator (Fig. 4.4A vs. 4.10C).

We use these three length scales to clarify various analytical expressions of nu‐
cleation length scales derived in previous studies [Rubin and Ampuero, 2005;
Ampuero and Rubin, 2008; Day et al., 2005]. The cohesive zone length Λ0 =
9𝜋
32

𝐺𝐷𝑅𝑆
𝑏𝜎(1−𝜈) [Day et al., 2005], also known as the process zone length, matches

our simulated length scale 𝐿𝐼. It is the smallest length scale during nucleation,
and appears to apply to both VW and VS faults (Fig. 4.4). This length scale
is independent of 𝑎/𝑏 but proportional to 𝑏 (Fig. 4.4B). The nucleation length
2𝐿𝑏 = 2 𝐺𝐷𝑅𝑆

𝑏𝜎(1−𝜈) [Rubin and Ampuero, 2005] matches our simulated length scale
𝐿𝐼𝐼. We have only observed this length scale on VW faults, although the expres‐
sion is independent of 𝑎/𝑏. However, this length scale (or multiplied by a ge‐
ometrical constant about 1), sometimes also referred to as the minimum nu‐
cleation length, is not always present in previous numerical models [Rubin and
Ampuero, 2005; Ziv, 2007; Fang et al., 2010; He et al., 2023]. Whether it can be
observed or not also relies on the initial and loading conditions. Thus the ap‐
plicability of this length scale to VS faults needs further exploration under dif‐
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ferent conditions. The suggested nucleation length 2𝐿𝑐 = 2
𝜋 ( 𝑏

𝑏−𝑎)2𝐿𝑏 [Rubin and
Ampuero, 2005] matches our simulated 𝐿𝐼𝐼𝐼 when 𝐿𝐼𝐼𝐼 is smaller than the reser‐
voir thickness. This nucleation length is not measured in full when nucleation
terminates at the reservoir or seismogenic zone limit (Fig. 4.4A). Despite that,
we find an 𝐿𝐼𝐼𝐼 has to increase with 𝑎/𝑏, even in the VS domain (Fig. 4.4B). The
original expression is no longer meaningful when 𝑎 ≥ 𝑏. We have to take the
healing‐induced strength increase into account to revise the expression of 𝐿𝐼𝐼𝐼
for induced earthquakes. Our revised expression (see Methods) is valid for both
VS and VW faults.

The (slip‐) weakeningmechanism after failure defines the energy budget, which
determines whether failure can grow into an earthquake or not. Earthquake en‐
ergy budgets and slip weakening mechanisms on VS and VW faults show much
similarity (Fig. 4.3B, D, F). Independent of the 𝑎/𝑏 ratio, the evolution of stress
on the fault largely follows the same linear slip‐weakening behavior after fail‐
ure. Shear stress drops from the yield stress to a dynamic stress almost linearly
with a similar weakening slope or rate 𝑘𝑠𝑤 = −𝑏/𝐷𝑅𝑆, until a similar amount
of slip usually referred to as the slip‐weakening distance 𝐷𝑠𝑤 (Fig. 4.3B). This is
valid for observations at different locations on the fault (semi‐transparent lines
in Fig. 4.3B, D, F). Previous studies have revealed this dependence of 𝑘𝑠𝑤 on 𝑏 un‐
der VW friction [Cocco and Bizzarri, 2002; Lapusta and Liu, 2009]. We find it can
be extended to VS friction as well. As long as 𝑏 is positive, this slip‐weakening
behavior always guarantees a positive fracture energy 𝐺𝑐, which is defined as
the area under the stress‐slip curve [Ohnaka, 2013] (Fig. 4.3B). Opposite to the
classical point of view, VS faults with 𝑎 > 𝑏 thus do not limit failure fromgrowing
into earthquakes.

4.2.3 Seismic potential quantified

A larger energy release from the source usually translates to a larger ground
motion, for a given region where wave attenuation and building responses are
fixed [Aki et al., 1978]. We study the influence of frictional parameters on the size
of the induced earthquake and therefore the seismic hazard. We use the maxi‐
mum slip rate and stress drop as proxies to avoid using additional assumptions
to empirically upscale our simulation results to 3‐D. We systematically explore
the parameter space of 𝑎, 𝑏, characteristic length 𝐷𝑅𝑆 and reference friction 𝜇0
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Figure 4.5: (Caption next page.)
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Figure 4.5: (Previous page.) Parameter study of the impact of frictional properties and healing
time on earthquake stress drop and slip rate. (A) The friction drop Δ𝜇 = Δ(𝜏/𝜎 ′

𝑛) as a function
of healing time 𝑡ℎ and 𝑎/𝑏, in 0-D simulations with other parameters such as static friction 𝜇0 and
characteristic length 𝐷𝑅𝑆 also varying. The horizontal axis is the product of the effect of healing
[𝑏 ln(𝑡ℎ/𝜃𝑠𝑠)] and the effect of frictional property (𝑏/𝑎), where 𝜃𝑠𝑠 is the state variable at steady
state after the earthquake. (B) The required healing time for the first induced earthquake to reach
a slip rate of 1 m/s. The simulation results without dynamic weakening (DW) mechanism taken
into consideration are shown by the color of the bottom right half of the circle, and the results with
DW are shown by the color of the top left half of the circle. The blue quadrilateral labeled as ”1”
encloses the parameter range of the typical Groningen reservoir rock, the Slochteren sandstone. The
other quadrilaterals enclose the parameter range of the typical lithologies above or below Groningen
reservoirs (blue) and other reservoir rocks (green) documented in the laboratory experiments listed
below.

within the range indicated by laboratory experiments (table 3.1, except for 𝐷𝑅𝑆
which is 1‐2 orders of magnitude larger, as suggested by [Marone and Kilgore,
1993]). The stress drop appears to be a function of healing time and 𝑎/𝑏, but in‐
dependent of 𝐷𝑅𝑆 and 𝜇0 in 0‐D simulations (Fig. 4.5A). Larger stress drops are
achieved after longer healing times (also in Fig. 4.2E‐F), or on less VS faults (also
in Fig. 4.2B‐C), which is usually reflected in higher slip rates. For both VS and
VW faults, a longer healing time increases the seismic potential and encourages
the transition from aseismic events to earthquakes.

In hazard assessment, it is common to assess the probability of occurrence of
an earthquake of a certain magnitude to evaluate the risk. We quantify how
much healing timewould be required tomake the first induced earthquake large
enough under given frictional properties (e.g., to reach 1 m/s slip rate as shown
in Fig. 4.5B, 4.13). We find that a large variety of VS faults (𝑎/𝑏 < 1.3) are capa‐
ble of generating earthquakes after healing over geological timescales, as long
as they have moderate to high healing rates (𝑏 > 0.005). This range is extended
further (𝑎/𝑏 < 1.7 and 𝑏 > 0) whenwe also consider enhanced dynamicweaken‐
ing (DW) mechanisms, which might be activated due to frictional heating when
slip rates exceed 1 cm/s. Several DW mechanisms have been proposed and we
included flash heating in our model, as this theory is well‐supported and easy
to use [Tullis and Goldsby, 2003; Beeler et al., 2008] (see Methods). Flash heating
further reduces the dynamic frictional strength and thus amplifies the stress
drop. It consequently allows higher slip rates, which in turn helps shorten the
required healing time before an earthquake of the same slip rate could occur
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(Fig. 4.5B).

4.3 Discussion

4.3.1 Application to Groningen sandstone and other reservoir
rocks

The quantification in Fig. 4.5 can be used to forecast the occurrence of future
induced earthquakes on specific rock types. This is exemplified through label‐
ing the measured frictional properties of different rock types in Fig. 4.5B. The
reservoir rocks hosting earthquakes in Groningen (Slochteren sandstone, [Hun-
feld et al., 2017]) needs a healing time of 25 Ma at most before an earthquake of
slip rate higher than 1 m/s can occur, when enhanced dynamic weakening is
considered (Fig 4.5B). This explains the observed seismicity, since the last fault
activities occurred ca. 30‐65 Ma ago according to geological studies [de Jager
and Visser, 2017; Strozyk et al., 2017]. On top of the Slochteren sandstone layer,
there is a layer of Basal Zechstein caprock (mostly anhydrite) that is weakly VW
under specific salinity conditions [Hunfeld et al., 2017], indicating its seismic po‐
tential (Fig. 4.5B). At the same time, the Ten Boer claystone and Carboniferous
shale layers around the reservoir are VS with negligible or even negative heal‐
ing [Hunfeld et al., 2020], suggesting their inability of hosting nucleation (Fig.
4.5B). We find this prediction is in good agreement with seismological studies,
which have located the hypocenters either in the Slochteren sandstone or Basel
Zechstein caprock layers [Spetzler and Dost, 2017;Willacy et al., 2019; Smith et al.,
2020]. Ourmethodology is also applicable tomore complicated scenarios where
several rock layers of mixed frictional properties exist in the seismogenic zone.
In that case if one rock layer is thinner than its 𝐿𝐼𝐼𝐼 such that it cannot accom‐
modate the full nucleation process, the nucleation starting from this layer will
still extend to the surrounding rock layers. The whole process will then depend
on the healing history and slip‐weakening behavior of each layer the nucleation
front goes through.

Besides sandstone, we also explore the seismic potential of other representative
reservoir rocks across the globe. Carbonate rocks (e.g., limestone), containing
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half of the known conventional oil reserves and hosting a great number of natu‐
ral and induced earthquakes [Scuderi and Collettini, 2016], often showVWbehav‐
ior and high healing rates in experimental studies [Verberne et al., 2014; Scuderi
and Collettini, 2016] (Fig. 4.5B). Earthquakes are thus expected based on classi‐
cal instability theory and healing will further promote their occurrence. As a
representative of unconventional reservoirs, shales are hydraulically fractured
for “shale gas”, commonly in North America, and are believed to attribute to the
largest induced earthquakes in many regions [Schultz et al., 2018]. At the same
time, basalts are explored as an alternative CO2 storage solution, based on their
mineral carbonation ability [Gislason and Oelkers, 2014]. Laboratory studies on
both types of rocks report awide range of frictional properties andhealing rates.
Some of them are measured as VS with a near‐zero or sometimes negative heal‐
ing rate, such as clay‐rich or phyllosilicate‐rich shales [Ikari et al., 2009; Kohli
and Zoback, 2013; Ruggieri et al., 2021] and basalts [Zhang et al., 2017; Zhong et al.,
2023] (Fig. 4.5B). Although the low static friction of shales (∼0.3 in wet condi‐
tion) might allow them to be activated by fast pore pressure change [Scuderi and
Collettini, 2018], it is yet to be confirmed whether such instability will grow to
an earthquake or whether aseismic slip will prevail as proposed by [Shreedharan
et al., 2023]. Also for basalts, given that CO2 storage involves chemical reactions
that change the mineral composition, whether the carbonate precipitates will
increase the seismic potential due to their high healing rate is yet poorly inves‐
tigated [Giacomel et al., 2018].

4.3.2 Healing and cohesion

Both healing and slip‐weakening, themechanisms that reshape fault failure cri‐
terion and the subsequent weakening mechanism, are activated by a positive
rate‐and‐state parameter 𝑏. Since both mechanisms are unrelated to the value
of (𝑎−𝑏), ourmethodology to explain induced earthquakes is generally applica‐
ble to both VS and VW faults. However, it is still surprising to see that the heal‐
ing rate and the slip‐weakening rate share the same phenomenological parame‐
ter, with its physical meaning unexplained. In fact, experimental studies show
that the rate‐and‐state parameters obtained from SHS experiments are different
from those obtained in velocity‐step experiments on the same material under
identical conditions [Marone, 1998]. Considering that SHS experiments mainly
measure healing whereas velocity‐step experiments exhibit stick‐slip events,
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where coseismic weakening is more crucial, we could speculate that the two
mechanismsmight not share the same set of parameter values. In addition, nu‐
merous experimental studies have demonstrated a velocity‐dependence of the
frictional parameters [Blanpied et al., 1995; He et al., 2013; Niemeijer et al., 2016].
It would be insightful to consider how healing affects subsequent earthquake
nucleation usingmicrophysics‐basedmodels such as the “CNSmodel” [Chen and
Spiers, 2016] or the “Aharonov& Scholzmodel” [Aharonov and Scholz, 2018]. Such
models would also allow for a different healing behavior (e.g., ‘power‐law heal‐
ing’ observed in the experiments in [Chen and Spiers, 2016]) and a natural way
to incorporate dynamic weakening by different mechanisms such as thermal
pressurization [Aharonov and Scholz, 2018].

On the other hand, healing has its microphysical mechanism, which is reflected
in the macroscopic development of cohesion [Tenthorey and Cox, 2006]. Dis‐
like the classical Mohr‐Coulomb criterion, cohesion is implicitly included in the
rate‐and‐state friction, and appears to be dependent on normal stress. In our
studied reservoir setup, 30 Ma of healing increases the interface strength Ψ by
0.23 (assuming 𝑏 = 0.01), which is equivalent to about 4 MPa of cohesion (Eq.
4.1, using the effective normal stress during nucleation). An experimental study
of the same type of sandstone shows 12‐32MPa cohesion in bulk rock failure ex‐
periment [Naderloo et al., 2023]. This difference implies that the healed fault
gouges is yet weak. On the contrary, inversion from seismicity data indicates
a considerably low cohesion [Heimisson et al., 2022]. The authors updated the
Coulomb criterion by adding a failure threshold, whose existence is justified by
healing or cohesion. The best estimate for fitting the seismicity rate in Gronin‐
gen since gas production is 0.17 MPa, with a 95% confidential interval between
0.07 and 0.18 MPa. Meanwhile, the authors inverted an effective normal stress
of 0.6 MPa (assuming 𝑎 = 0.01). Both estimates may fit a heavily injected sce‐
nario, but seem to mismatch the increasing effective normal stress due to gas
production. Despite that, their ratio (0.28 = 0.17 MPa / 0.6 MPa) is comparable
to our simulated interface strength increase ΔΨ.

4.3.3 Induced vs. natural seismicity

The role of healing is decisive for intra‐plate faults, where tectonic loading rate
is slow, to gain enough strength that can be converted to large stress drops and
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Figure 4.6: Mechanisms of natural and induced earthquakes. Schematic explanation of stress
(blue) and interface strength (red) evolution for induced and natural earthquakes. Panel (A) ex-
plains the induced earthquake occurrence in scenarios of active (dashed lines) and inactive (solid
lines) tectonics. The dotted lines are scenarios without human activities. Panel (B) explaining nat-
ural earthquake occurrence is modified from [Di Toro et al., 2012].

fast slips. Given its logarithmic growth with time, an exponentially longer heal‐
ing time would be required to successively increase the stress drop of the subse‐
quent (a‐)seismic event by the same amount (Fig 4.5A). For this reason, a fault’s
potential to generate earthquakes (instead of aseismic events) will not change
much during the timescale of human life. The quantification in Fig. 4.5B thus
highlights our ability to forecast the occurrence of future induced earthquakes
in a region, if good constraints on the fault properties and time since the last
fault activity are available. Natural earthquakes, however, have relatively short
recurrence intervals. Hence fast coseismic and postseismic healing mecha‐
nisms should be more decisive in tectonically active regions [Heaton, 1990; Bed-
ford et al., 2023]. Interseismic Dieterich‐type healing, as discussed in this work,
could well be negligible.

Another difference between induced and natural earthquakes is whether the
stress accumulation is due to tectonic loading or human perturbation [Di Toro
et al., 2012] (Fig 4.6). It is necessary to reiterate that stress accumulation is the
cause of earthquakes and aseismic events. Even though healing is used to ex‐
plain the observed fast slips, no earthquakes will eventually occur if the stress
change due to subsurface engineering remains small. In the absence of tec‐
tonic loading, like the Groningen gas field focused on in this study and many
intracontinental settings, all the processes that bring the fault closer to failure
and prepare enough energy to achieve fast slip only begin after human inter‐
ference. If the fault is being tectonically loaded at the same time, then human
activities will speed up the (already existing) stress accumulation and eventually
bring forward the earthquake nucleation of a later natural event. This scenario
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explains the earthquakes in many fluid injection sites in North America [Huang
et al., 2017]. Figure 4.6 serves as a conceptual comparison between induced and
natural seismicity.

4.4 Summary

We showed that, in contrast to current theory and operational strategies, earth‐
quakes can nucleate on VS fault segments, as long as they have been able to
heal in an inactive tectonic environment on a historical to geological timescale.
Fault strength gained during fault healing allows for adequate stress drop and
fracture energy for the subsequent induced event. Thismeans that earthquakes,
rather than aseismic events, can occur in reservoir rocks that are being targeted
for their safety in sustainable explorations, making themmore dangerous than
currently anticipated. However, VS fault portions will not be re‐locked. They
cannot nucleate future earthquakes on human timescales, nor can they be rup‐
tured by adjacent seismic events. This effect of healing that increases seismic
potential also applies to VW faults. Our explanation highlights the importance
of a better understanding and quantification of fault healing in terms of heal‐
ing rates as well as duration. This is critical in order to correctly assess induced
seismic hazard in all reservoir settings. Considering recent political and soci‐
etal unrest, reliable hazard assessments may well be a key factor in deciding
howmuch the shallow subsurface can contribute to transiting towards a society
driven by sustainable energy.

4.5 Methods

4.5.1 Model and solver

Reservoir We simulate earthquake sequences on a normal fault governed by
rate‐and‐state friction, crosscutting a depleting gas reservoir (Fig. 4.11). The
setup and parameters follow preceding studies on the Zeerijp region in the
Groningen gas field [Orlic and Wassing, 2013; Van den Bogert, 2015; Buijze et al.,
2019]. We restrict the research area to be between 2000 and 4000 m depth with a
reservoir of 200m thickness centered at 2950m depth. The reservoir is crosscut
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by a plane fault with a dip angle of 70 degrees. The fault offsets both sides of the
reservoir by 50m. We cut the horizontal direction at 2000m distance away from
both sides of the fault plane. The setup is modeled in 2‐D with the plane‐strain
assumption. The parameters are summarized in Table 4.1.

The medium is assumed to be poroelastic. Under the quasi‐dynamic approxi‐
mation, we write out the momentum balance equations

𝜕𝜎𝑥𝑥
𝜕𝑥 + 𝜕𝜎𝑥𝑧

𝜕𝑧 = 0
𝜕𝜎𝑥𝑧
𝜕𝑥 + 𝜕𝜎𝑧𝑧

𝜕𝑧 = 0
(4.2)

where subscripts 𝑥 and 𝑧 are the horizontal and vertical coordinates, respec‐
tively. 𝜎𝑖𝑗(𝑖, 𝑗 = 𝑥, 𝑧) are the components of the total stress tensor denoting the
total stress acting along the 𝑗 axis on theplane that is normal to the 𝑖 axis. Hooke’s
law relates the effective stress tensor to the displacement vector (𝑢𝑥, 𝑢𝑧) by

𝜎 ′
𝑥𝑥 = (𝜆 + 2𝐺)𝜕𝑢𝑥

𝜕𝑥 + 𝜆𝜕𝑢𝑧
𝜕𝑧

𝜎 ′
𝑥𝑧 = 𝜆(𝜕𝑢𝑥

𝜕𝑧 + 𝜕𝑢𝑧
𝜕𝑥 )

𝜎 ′
𝑧𝑧 = 𝜆𝜕𝑢𝑧

𝜕𝑧 + (𝜆 + 2𝐺)𝜕𝑢𝑥
𝜕𝑥

(4.3)

with Lame’s two constants 𝜆 and𝐺. The pore pressure𝑃 connects the total stress
and the effective stress via

𝜎 ′
𝑥𝑥 = 𝜎𝑥𝑥 − 𝛼𝑃

𝜎 ′
𝑥𝑧 = 𝜎𝑥𝑧

𝜎 ′
𝑧𝑧 = 𝜎𝑧𝑧 − 𝛼𝑃

(4.4)

where 𝛼 is the Biot coefficient. We prescribe constant stress boundary at the top
of the model that satisfies the lithostatic pressure. The other three boundaries
are left to be free‐slip to mimic the far‐away boundary.

For simplicity, we assume a homogeneous pressure change inside the reservoir
due to gas extraction instead of modeling the corresponding fluid flow. No pore
pressure change exists outside of the reservoir. During each timestep, the pres‐
sure change

𝛿𝑃 = 𝑃̇𝛿𝑡 (4.5)
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where the pressure rate 𝑃̇ is zero before gas production starts. It is assumed to be
a constant that matches the average pressure change rate during the past sixty
years of production in Groningen [Richter et al., 2020]. This simplification is jus‐
tifiedbasedon the observationof relatively uniformdepletion and little pressure
difference across the faults [vanOeveren et al., 2017]. In thisway, we have applied
a one‐way coupling between pressure change and rock deformation, meaning
that no feedback of rock deformation on pressure change is modeled, as gas is
very compressible compared to the reservoir rock [Buijze et al., 2019]. By assum‐
ing a homogeneous pressure change within the reservoir we ignore (i) the diffu‐
sion and convection taking place within the reservoir and (ii) the permeability
of the fault interface and over‐ and under‐burden. This approximation makes
the instantaneous traction of the pressure front not possible. The interaction of
the fluid pressure front and the rupture front is addressed in previous numeri‐
cal and experimental works on induced seismicity [Garagash and Germanovich,
2012; Dublanchet, 2019]. Their methodologies and conclusions can be included
in our models to obtain a further understanding of earthquake physics of this
type.

The initial conditions are chosen according to the geological survey in Gronin‐
gen ([Buijze et al., 2019] and reference therein). The stress condition follows
the lithostatic pressure gradient with hydrostatic fluid and gas pressure. Gas
is only present within the reservoir and this results in an overpressure of 3MPa,
which agrees with the commonly observed value in Northern Netherlands [Ver-
weij et al., 2012].

Fault The fault is assumed to be governed by rate‐and‐state friction [Dieterich,
1979; Ruina, 1983]. We use the regularized version to avoid near‐zero singular‐
ity

𝜏𝑠 = 𝑎𝜎 ′
𝑛arcsinh{ 𝑉

2𝑉0
exp [𝜇0

𝑎 + 𝑏
𝑎 ln( 𝜃𝑉0

𝐷𝑅𝑆
)]} + 𝜂𝑉. (4.6)

The evolution of the state variable 𝜃 is governed by one among several different
evolution descriptions, the aging law [Ruina, 1983]

̇𝜃 = 1 − 𝑉𝜃
𝐷𝑅𝑆

. (4.7)

𝜇0 is the reference friction coefficient at the reference slip rate 𝑉0, the char‐
acteristic slip distance is 𝐷𝑅𝑆, and 𝑎 and 𝑏 are parameters that describe the
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relative influence of direct and evolutionary effects, respectively. The param‐
eter 𝜂 = 𝐺/(2𝑐𝑠) used in (4.6) refers to the “radiation damping term” used in
the quasi‐dynamic approximation of inertia [Rice, 1993; Cochard and Madariaga,
1994]. The fault functions as an additional interface condition on top of the
boundary conditions mentioned above. Namely, the traction on either side of
the fault needs to be equal and opposite so that the shear stress 𝜏𝑠 and effec‐
tive normal stress 𝜎 ′

𝑛 can be solely defined on the fault plane as its projection.
The slip rate 𝑉 is defined by the difference in tangential motion across the fault
whereas difference in normal motion is fixed at zero as no fault opening is al‐
lowed. That is

𝜏𝑠 = ̂𝑛 ⋅ 𝜎𝜎𝜎 ′|Γ+ ⋅ ̂𝑡 = ̂𝑛 ⋅ 𝜎𝜎𝜎 ′|Γ− ⋅ ̂𝑡
𝜎 ′

𝑛 = − ̂𝑛 ⋅ 𝜎𝜎𝜎 ′|Γ+ ⋅ ̂𝑛 = − ̂𝑛 ⋅ 𝜎𝜎𝜎 ′|Γ− ⋅ ̂𝑛
𝑉 = 𝑢𝑢𝑢|Γ+ ⋅ ̂𝑡 − 𝑢𝑢𝑢|Γ− ⋅ ̂𝑡
0 = 𝑢𝑢𝑢|Γ+ ⋅ ̂𝑛 − 𝑢𝑢𝑢|Γ− ⋅ ̂𝑛

(4.8)

where Γ+ and Γ− refers to two sides of the fault interface, ̂𝑛 and ̂𝑡 are the unit
vectors perpendicular and parallel to the fault, respectively. The second equa‐
tion gets a negative sign becauseweuse the convention that compressive normal
stress is positive.

The initial stress on the fault matches the initial stress condition in themedium.
The initial slip rate is set to be near zero due to the absence of tectonic activity
before gas production. The state variable is calculated accordingly.

In Fig. 4.5 we introduced dynamic weakening due to flash heating into the
model. This is realized by reformulating the rate‐and‐state friction to incorpo‐
rate a further reduction in frictional coefficient at high slip rates. We adopted
the expression used in [Rice and Ben-Zion, 1996; Goldsby and Tullis, 2011]

𝜏𝑠 =
𝑎𝜎 ′

𝑛arcsinh { 𝑉
2𝑉0

exp [𝜇0
𝑎 + 𝑏

𝑎 ln( 𝜃𝑉0
𝐷𝑅𝑆

)]}

1 + 𝐿
𝜃𝑉𝑤

+ 𝜂𝑉. (4.9)

where 𝑉𝑤 is the velocity threshold when flash heating causes 50% reduction in
steady‐state friction coefficient. Namely, the effect of flash heating becomes no‐
table (causes 1% reduction) at 0.01𝑉𝑤.

0‐DmodelWealsouse a simplified 0‐Dmodel, inwhichonly the shallowest point
on the fault inside the reservoir (marked in orange in Fig. 4.11) is modeled, for
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our parameter study. The effective normal stress and shear stress on the fault
are a result of theporoelastic effect that is definedby theBiot coefficient, Poisson
ratio and fault dipping angle

𝜏𝑠 = 𝜏𝑠0 + 𝛾𝑠𝑃
𝜎 ′

𝑛 = 𝜎 ′
𝑛0 + 𝛾𝑛𝑃.

(4.10)

where 𝜏𝑠0 and 𝜎 ′
𝑛0 are the initial stresses, 𝛾𝑠 and 𝛾𝑛 are the two stress path pa‐

rameters, which can be extracted from the loading curve in our 2D simulations
[Hettema et al., 2000; Jansen et al., 2019]. This equation (4.10) and rate‐and‐state
friction (4.6) and (4.7) are the controlling equations of the 0‐D model.

Solver We use the MATLAB backslash direct solver for the PDEs stated above
[The MathWorks Inc., 2019]. Spatial accuracy is satisfied by fully resolving the
minimum nucleation length with ∼20 grid elements [Lapusta et al., 2000; Rubin
and Ampuero, 2005]. Among the several nucleation length definitions [Dieterich,
1992; Rubin and Ampuero, 2005], we have chosen the definition

Λ0 = 9𝜋
32

𝐺𝐷𝑅𝑆
𝑏𝜎(1 − 𝜈) (4.11)

because this definition is the smallest one under VW friction and is the only
meaningful one under VS friction (Fig. 4.4). The size of Λ0 is also called the
cohesive zone length or the process zone length.

We use adaptive time stepping to handle the large variation of the slip velocity.
Temporal accuracy is satisfied by restricting timestep size to be inversely pro‐
portional to slip rate [Lapusta et al., 2000]

𝛿𝑡 = 𝜁 𝐷𝑅𝑆
𝑉max

(4.12)

where 𝑉max is the maximum slip rate on the fault and 𝜁 is a factor controlled
by the material and frictional parameters. The derivation of 𝜁 can be found in
[Lapusta et al., 2000].

4.5.2 Interface strength

For readers’ convenience, we rewrite the definition of interface strength in
[Nakatani, 2001]. The original definition was written with the help of the cap‐
ital Θ, here we rewrite it with the state variable 𝜃 for better readability. The
relation between the two expressions is Θ = 𝑏 ln 𝑉0𝜃

𝐷𝑅𝑆
.
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The rate‐and‐state friction defines the ratio between shear and normal stress
𝜏/𝜎 by slip velocity 𝑉 and the state variable 𝜃 [Dieterich, 1979; Ruina, 1983]

𝜇 = 𝜏𝑠/𝜎𝑛 = 𝜇0 + 𝑎 ln( 𝑉
𝑉0

) + 𝑏 ln( 𝜃𝑉0
𝐷𝑅𝑆

) . (4.13)

Rewriting rate‐and‐state friction by solving for slip rate we obtain

𝑉
𝑉0

= exp
⎡⎢⎢
⎣

𝜏𝑠
𝜎′𝑛

− (𝜇0 + 𝑏ln𝑉0𝜃
𝐷𝑅𝑆

)
𝑎

⎤⎥⎥
⎦

. (4.14)

In this way, the slip rate is defined by the relative amplitude of the applied shear
force 𝜏𝑠

𝜎′𝑛
compared to a state‐dependent variable Ψ = 𝜇0 + 𝑏ln𝑉0𝜃

𝐷𝑅𝑆
. When the

shear force is much higher than Ψ, a high slip rate is achieved, simulating the
coseismic phase. If the shear force is much lower, a locked phase is simulated
with a near‐zero slip rate. Therefore the term Ψ in the equation behaves just
as well as a description of the fault strength and thus was termed as “interface
strength” by Nakatani [2001]. The first term of the aging law (4.7) describes the
healing behavior since the second term can be ignored when slip rate is near
zero. In this case, we can integrate equation (4.7) and substitute 𝜃 in the defini‐
tion of interface strength (4.1), which yields

𝜃 = 𝜃𝑖 + 𝑡

Ψ = Ψ𝑖 + 𝑏 ln(1 + 𝑡
𝜃𝑖

)
(4.15)

where Ψ𝑖 and 𝜃𝑖 are the initial values of interface strength and state. The linear
growth of the state variable and thus the logarithmic growth of the interface
strength with time is therefore inherent in rate‐and‐state friction.

Interface strength is only dependent on the state variable, which provides a
memory of the fault loading and slip history via the aging law (4.7). It is not
to be confused with the steady‐state friction

𝜇𝑠𝑠 = 𝜇0 + (𝑎 − 𝑏) ln 𝑉
𝑉0

(4.16)

which is only meaningful when a steady state is achieved.

4.5.3 Theoretical derivation of nucleation length 𝐿𝐼𝐼𝐼

We derive the theoretically predicted nucleation length 𝐿𝐼𝐼𝐼 in the scenario with
a long healing time. This length scale is similar to what has been measured and
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defined as 2𝐿𝑐 in Rubin and Ampuero [2005]. We follow the derivation there and
demonstrate how the healing‐induced fault strength increase makes nucleation
under VS friction possible and how large the corresponding nucleation length
is. The balance of fracture energy 𝐺𝑐 and consumed energy per crack growth
𝐺𝑚𝑒𝑐 is used in Rubin and Ampuero [2005] to estimate the nucleation length. For
0.5 < 𝑎/𝑏 < 1, they predict that an aseismic growth to 2𝐿𝑐 is expected during
nucleation (referred to as stage ii in this article). The fracture energy is estimated
from the slip‐weakening curve (Fig. 4.3)

𝐺𝑐 = 𝜎𝑏𝐷𝑅𝑆
2

⎛⎜
⎝
ln

𝑉𝑓 𝜃𝑖
𝐷𝑅𝑆Ω𝑓

⎞⎟
⎠

2

, (4.17)

where 𝑉𝑓 and 𝜃𝑓 are slip rate and state after the crack front arrival, respectively.
Ω = 𝑉𝜃/𝐷𝑅𝑆 is a measure of how far the fault is from steady state. The con‐
sumed energy per crack length is estimated from the ambient‐to‐residual stress
drop

𝐺𝑚𝑒𝑐(ℒ) = 𝜋ℒ
2𝐺′ Δ𝜏2 (4.18)

whereℒ is the current crack length, 𝐺′ = 𝐺/(1−𝜈) is the equivalent shearmod‐
ulus and Δ𝜏 is the ambient‐to‐residual stress drop, i.e. the difference between
the ambient stress before crack arrival and the residual stress after stress drop.
In Rubin and Ampuero [2005], this was given as

Δ𝜏 = −𝜎𝑏 lnΩ𝑓 + 𝜎(𝑏 − 𝑎) ln
𝑉𝑓
𝑉𝑖

(4.19)

where 𝑉𝑖 is the background slip rate which is controlled by the loading condi‐
tion. This expression can only be positive if 𝑎 < 𝑏, given Ω𝑓 ∼ 1. This is reason‐
able and explains why natural earthquakes do not occur on VS faults. However,
for induced seismicity, the reactivated fault did not experience a postseismic
and interseismic phase and thus the initial stress is higher than the steady‐state
ambient stress used in Rubin and Ampuero [2005]. Taken this into consideration,
the deviation from steady‐state Ω𝑖 = 𝑉𝑖𝜃𝑖/𝐿 before nucleation should be added
to (4.19), therefore

Δ𝜏 = 𝜎𝑏 lnΩ𝑖 + 𝐸𝑞.(19) = 𝜎𝑏 ln Ω𝑖
Ω𝑓

− 𝜎(𝑎 − 𝑏) ln
𝑉𝑓
𝑉𝑖

. (4.20)

Since 𝜃𝑖 is large after a long period of healing, this expression can become pos‐
itive even when 𝑎 > 𝑏. This explains from another perspective why induced
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earthquakes are possible on VS faults. By equating 𝐺𝑐 and 𝐺𝑚𝑒𝑐, we have

𝐿𝐼𝐼𝐼 = 2𝐿𝑐 = 2
𝜋 𝐿𝑏

⎡⎢
⎣

lnΩ𝑖/Ω𝑓 + ln𝑉𝑓 /𝑉𝑖

lnΩ𝑖/Ω𝑓 − 𝑎−𝑏
𝑏 ln𝑉𝑓 /𝑉𝑖

⎤⎥
⎦

2

(4.21)

which is the length of aseismic nucleation growth.

For a better understanding of this expression, we look at several limit
cases. We assume lnΩ𝑖/Ω𝑓 and ln𝑉𝑓 /𝑉𝑖 are positive for simplicity. If
lnΩ𝑖/Ω𝑓 << ln𝑉𝑓 /𝑉𝑖 and 𝑎 < 𝑏, this is exactly the assumption [Rubin and Am-
puero, 2005] made. The limiting value of 𝐿𝐼𝐼𝐼 is 𝐿∞ = 2

𝜋 ( 𝑏
𝑏−𝑎)2𝐿𝑏. Otherwise, we

notice that the value in the bracket in (4.21) is always larger than 1 and increases
as 𝑎/𝑏 increases. This indicates that, similar as Rubin and Ampuero [2005], an
aseismic growth of nucleation length to 𝐿𝐼𝐼𝐼 should also be expectedwhen 𝑎 > 𝑏.
Even when 0.5 < 𝑎/𝑏 < 1, the not‐to‐be‐ignored Ω𝑖 of induced seismicity makes
the value of 𝐿𝐼𝐼𝐼 different than [Rubin and Ampuero, 2005] suggested.

Due to the limited spatial extension of the reservoir width in our study, the nu‐
cleation might not be able to achieve its maximum length as 𝐿𝐼𝐼𝐼 predicts. If
this is the case, themaximumnucleation length will be the reservoir width (Fig.
4.3). This incomplete nucleation often results in a lowermaximum slip rate. Ad‐
ditional simulations are conducted to show the dependence of 𝐿𝐼𝐼𝐼 on frictional
parameters. For example, the nucleation length increases when 𝑏 is decreased,
as shown in Fig. 4.12.
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Figure 4.7: Comparison of numerical simulation and laboratory healing of different durations.
Laboratory data are from the experiment UU-SS-01 using Groningen Slochteren sandstone in [Hun-
feld et al., 2020], numerical results are from the 0-Dmodel explained in this study. Healing durations
of 10 to 3000 s were tested.
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Figure 4.8: Earthquake sequence after healing of 30 Ma. Simulation of (A) the ratio of shear
stress and effective normal stress 𝜏/𝜎 ′

𝑛 and (A) the slip rate in 0-D in VS (red, 𝑎 = 0.005, 𝑏 =
0.004, 𝐷𝑅𝑆 = 2 mm), VW (blue, 𝑏 = 0.006) and VN (green, 𝑏 = 0.005) scenarios.
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Figure 4.9: Simulation of the first induced earthquake in 2-D in VS and VW scenarios with several
𝑎/𝑏 ratios: (A) 𝑎/𝑏 = 1.5, (B) 𝑎/𝑏 = 1.3, (C) 𝑎/𝑏 = 0.5 with fixed 𝑏 = 0.01 and 𝐷𝑅𝑆 = 0.5
mm, 𝜇0 = 0.5, healing time 𝑡ℎ = 100 Ma. The temporal evolution of slip rate, the ratio between
the shear stress and the effective normal stress, and its evolution with respect to slip are plotted.
The interseismic and nucleation phases are plotted in black and gray, with gradual transit to the
coseismic phase in red. The plotted lines are not picked up in regular time intervals. The measured
nucleation lengths 𝐿𝐼, 𝐿𝐼𝐼 and 𝐿𝐼𝐼𝐼 are shown as blue bars on the top. The dashed black lines track
the temporal-spatial evolution of the nucleation front. The purple shadows in the background specify
the range of the reservoir depth, on the hanging wall side and the footwall side, respectively. The
detailed model setup is depicted in fig. 4.11. The evolution of interface strength Ψ (Eq. 4.1) is
plotted in black for reference. The multiple transparent lines in the background are the observations
from different locations (every 20 m between 2800 m and 3050 m depth) on the fault. The bold lines
are the observation at the center of the reservoir (2950 m depth).
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Figure 4.10: Nucleation of the first induced earthquake in 2-D in VS and VW scenarios with (A)
𝑎/𝑏 = 0.7, (B) 𝑎/𝑏 = 1.3, with fixed 𝑏 = 0.01 and 𝐷𝑅𝑆 = 0.5 mm, 𝜇0 = 0.5, healing time 𝑡ℎ =
100 Ma. The spatial-temporal evolution of slip rate is shown in color. (C) Measured propagation
speed of the nucleation front for 𝑎/𝑏 = 0.7 (red) and 𝑎/𝑏 = 1.3 (blue).

��������������
�����

���������

�����������������


�������
��������


�������

�������


�������

�������


���������

x

z

0-D model

2-D model

Figure 4.11: Model setup of a normal fault crosscutting a depleting gas reservoir. The setup is
modeled in 2-D with plane-strain assumption. The simplified 0-Dmodel, in which only the top inner
corner of the reservoir is modeled, is marked in orange. See the Methods for the explanations of the
boundary conditions.
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Figure 4.12: Simulation of the first induced earthquake in 2-D with different 𝑏 values. 𝑎 =
0.0008, 𝜇0 = 0.3 and other parameters are kept fixed. The interseismic and nucleation phases
are plotted in black and gray, with gradual transit to the coseismic phase in red. The plotted lines are
not picked up in regular time intervals. The nucleation zones are highlighted by the gray bars.
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Figure 4.13: Parameter study of frictional properties and healing time: (A-B) the parameter study
on 𝑏 and 𝐷𝑅𝑆, (C-D) the parameter study on 𝑎 and 𝐷𝑅𝑆, (A, C) without dynamic weakening, (B,
D) with dynamic weakening. The colored circles show the required healing time so that the first
earthquake, after fault reactivation, can reach a slip rate of 1 m/s.
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Table 4.1: Physical and numerical parameters

Parameter Symbol Value
Density
‐ rock (sandstone) 𝜌𝑟 2400 kg/m3

‐ fluid 𝜌𝑓 1150 kg/m3

‐ gas 𝜌𝑔 200 kg/m3

Shear wave speed in rock 𝑐𝑠 1.645 km/s
Poisson ratio of rock 𝜈 0.15
Biot coefficient 𝛼 1
Reference friction coefficient 𝜇0 0.3‐0.6
Reference slip rate 𝑉0 10−6 m/s
Characteristic slip distance𝑎 𝐷𝑅𝑆 0.1‐0.5‐100 mm
Rate‐and‐state direct effect𝑎 𝑎 0.002‐0.02
Rate‐and‐state evolution effect𝑎 𝑏 ‐0.002‐0.02
Dynamic weakening velocity (Eq. 4.9) 𝑉𝑤 1 m/s
Far‐field loading rate 𝑉𝑝 0 m/s
Pressure depletion rate𝑏 𝑃̇ ‐0.0127 Pa/s
Loading path factor (0‐D model)𝑐

‐ on normal stress 𝛾𝑛 ‐0.2818
‐ on shear stress 𝛾𝑠 ‐0.4469

𝑎 The parameter range used in this study, underlined values are the default unless specified

in figure captions.
𝑏 Based on the average production rate of Groningen gas field since 1961 [Richter et al., 2020].
𝑐 Simulated values extracted from the 2‐D model.
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Abstract

To assess the seismic hazard in Groningen, it is crucial to understand the
source processes, including the location of earthquake nucleation and the rup‐
ture length. However, these fundamental questions are not well answered by
seismological observations due to the uncertainties in measurements and in‐
versions. Here, we apply the theory and model of Chapter 4 to the Gronin‐
gen gas field and newly take lithology‐specific elastic and frictional parameters
into account. Using parameters obtained from in‐situ and laboratory measure‐
ments, we simulated earthquakes nucleating from the velocity‐strengthening
sandstone reservoir layer that rupture throughout thewhole reservoir thickness.
The nucleation and rupture processes are generally similar to the homogeneous
model used in Chapter 4, with a nucleation starting from the top corner of the
hanging wall side of the reservoir. However, a larger pore pressure change is
needed due to the less efficient loading, which is caused by the heterogeneous
elastic modulus. We did not find evidence that earthquakes can nucleate from
the velocity‐weakening Basal Zechstein layer inside the caprock, nor that this
layer can be ruptured seismically. The rupture in our simulations did not prop‐
agate into the underburden Carboniferous shale layer either. The low strength
and low healing rate of this layer only allows it to creep in an aseismic manner.
This finding is very important in estimating the maximum earthquake magni‐
tude and defining the seismic hazard in Groningen. Given uncertainties in pa‐
rameters and fault geometry, we will build on our latest model with high like‐
lihood to rupture into the Carboniferous underburden and test whether other
factors, such as reservoir thickness and fault offset, will allow seismic propaga‐
tion into the underburden.
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5.1 Introduction

On August 16, 2012, at 22:31 local time, an earthquake of magnitude ML 3.6
occurred near Huizinge village, Groningen province, the Netherlands. This
earthquake was a result of gas extraction from the Groningen gas field, Europe’s
largest gas field. While not the first recorded earthquake in the area, it was the
most powerful one up to now, causing damage to buildings and spreading fear
among locals [Dost and Kraaijpoel, 2013]. The Groningen gas field was discov‐
ered in 1959 and soon became one of the largest onshore reservoirs in the world
[de Jager and Visser, 2017]. Production started in 1963 and the first earthquake
was recorded in 1991 with a magnitude of 2.5. The increasing number of felt
earthquakes since a decade agomarked a turning point in the public perception
of induced seismicity in the Netherlands and impacted the future of Dutch gas
production. Before the Huizinge event, it was believed that seismic events in
the gas fields would remain small, but the earthquake showed otherwise, caus‐
ing a reevaluation of gas production and the potential risks associated. Follow‐
ing the Zeerijp earthquake in 2018 (ML 3.4), the Dutch government decided to
completely halt gas production by 2030, later moving up the timeline to 2022.
However, the public concern about induced seismicity, perhaps even after field
closure, remains unsettled. A comprehensive understanding of the earthquake
processes helps to better estimate the seismic hazard and may ultimately alle‐
viate social concerns. One of the central questions is where the earthquake nu‐
cleates and how large earthquake ruptures can become.

The recent advancements in the seismological instrumentation network in the
Groningen field have significantly enhanced earthquake location accuracy [Dost
et al., 2017]. Improvements in the seismic network since 2014 and the intro‐
duction of a 3D velocity model by NAM in 2017 reduced the uncertainties of
the earthquake location to 0.1 to 0.3 km horizontally and 0.3 km vertically [Dost
et al., 2017]. The relocation of seismic events between 2014 and 2016 highlighted
two key observations: the relocated events often clustered around known faults,
and a majority occurred within the reservoir formation [Spetzler and Dost, 2017;
Willacy et al., 2019]. This aligns with data from deep borehole arrays [Zhou and
Paulssen, 2020] and full waveform inversion results [Willacy et al., 2019]. Moment
tensor inversions of larger events, such as the 2012 Huizinge, and 2018 Zeerijp
earthquakes, indicated a normal faulting mechanism on NW‐SE faults, consis‐
tent with the regional stress field where the maximum horizontal stress aligns
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NNW‐SSE [Van Eijs, 2015].

However, even the 0.3 km uncertainty in hypocenter inversion is not good
enough, compared to the average reservoir thickness, which is between 50 and
300m. This raised the inconsistency in the inversions and their interpretations.
Spetzler and Dost [2017]; Willacy et al. [2019] agree that most (100% and 70% re‐
spectively in the two studies) earthquakes nucleatewithin the depth range of the
reservoir, while Smith et al. [2020] could locate only 28% hypocenters within the
reservoir domain and rather located about 60% in the caprock layer. This de‐
bate cannot be resolved when considering results from laboratory experiments
on the frictional properties of the simulated gouges of the reservoir rocks taken
from the borehole. The reservoir rocks show mainly velocity‐strengthening
(VS) behavior, a frictional behavior that favors stable aseismic slips instead
of earthquakes, under in‐situ pressure‐temperature and fluid chemistry con‐
ditions [Hunfeld et al., 2017]. Based on these experiments, the key candidate
for earthquake nucleation is a 50 m thick layer in the caprock. This anhydrite‐
and carbonate‐rich Basal Zechstein (BZ) layer was measured to be velocity‐
weakening (VW) under specific conditions. If nucleation occurs in this layer,
it may or may not have a chance to rupture into the reservoir, which has a con‐
sequences on the earthquake magnitude. In this study, we constructed a nu‐
merical model to explore in which of the lithological layers Groningen earth‐
quakes might nucleate. In Chapter 4 we have demonstrated how fault healing
contributes to earthquake nucleation within the reservoir. Here, we center our
research on whether the nucleation may also occur outside the reservoir, for
example, in the BZ layer.

Another crucial question to answer is how large earthquake rupture can be‐
come. Rupture length directly links to seismic moment and thus can be a proxy
to estimate earthquake magnitude. If the rupture is restricted to the reservoir
layer, then the rupture width in the dip direction is limited. In that case, the
reservoir thickness can be used to estimate the maximum magnitude, 𝑀𝑚𝑎𝑥.
Seismological studies sometimes adopt a simple Brune model with a Heaviside
source time function to describe earthquake rupture [Brune, 1970; Madariaga
and Ruiz, 2016]. This model assumes a circular crack with a sudden stress drop
at the tip to build the relationship between the rupture radius, slip, and stress
drop to the seismic moment [Kraaijpoel and Dost, 2013]. Adopting this model,
the 2012 Huizinge earthquake is estimated to have a rupture radius of about 390
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m, a stress drop of 2.5 MPa, and an average slip of 50 mm. It should be noted
that these computations rely on assumptions regarding rupture shape and kine‐
matics. Moreover, considering the reservoir thickness (50‐300 m), the circular
crack assumption might no longer be valid. The horizontal extent of the rup‐
ture inside the reservoir might be much larger compared to its vertical extent.
Therefore, it is not yet clear whether the rupture finally goes to the over‐ and
underburdens and how large 𝑀𝑚𝑎𝑥 will be. To avoid making large assumptions
about the source behaviors, we model earthquakes with its associated aseismic
slips in sequence and then utilize quasi‐dynamic models to simulate the entire
earthquake process. Since a large extent above the reservoir, up to 1000m thick,
is occupied by Zechstein rock salts (ZR) that deform in an aseismic manner due
to viscous relaxation of stresses, here we center our research on whether the
rupture may propagate into the underburden.

Rapid progress has been made in understanding the in‐situ geomechanical and
rheological properties of the rocks, thought to be present in faults in the Gronin‐
gen gas field. Benefiting from the newly available findings and laboratory data
[Lele et al., 2015; Hunfeld et al., 2017, 2020; Arts et al., 2023], we build hetero‐
geneous models that include the dominant lithological layers in Groningen.
Several models have been proposed to understand the mechanics and spatio‐
temporal characteristics of induced seismicity in the Groningen field, including
models that focus on seismicity rates in the fault network in response to static
stress changes [Candela et al., 2019, 2022; Smith et al., 2022;Heimisson et al., 2022;
Acosta et al., 2023], models that focus on modeling the time‐dependent stress
change on a single fault and the induced fault failure [Van Wees et al., 2014,
2017; van Wees et al., 2018; Jansen et al., 2019; Jansen and Meulenbroek, 2022; Cor-
nelissen and Jansen, 2023], and models that focus on modeling the earthquake
processes of a single earthquake using quasi‐dynamic or dynamic approaches
[Zbinden et al., 2017; Buijze et al., 2019; Buijze, 2020;Weng et al., 2021; Ruan et al.,
2023]. For example, Jansen et al. [2019]; Jansen and Meulenbroek [2022]; Cornelis-
sen and Jansen [2023] derived analytical and semi‐analytical expressions of the
fluid‐induced stress changes on displaced vertical and inclined faults and the
associated aseismic slips. Buijze et al. [2019]; Buijze [2020] used a 2‐D quasi‐static
reservoir depletionmodel to simulate until fault activation coupled to a dynamic
rupture model for the subsequent dynamic rupture. Ruan et al. [2023] applied
a similar approach in 3‐D and confirmed the aforementioned findings. Despite
rate‐and‐state friction formulation being adopted in some seismicity models,
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mostmodels used a combination of theMohr‐Coulomb failure criterion and lin‐
ear slip‐weakening friction to describe earthquakes. Those models ignore the
slip rate dependence of friction and thus the physical nucleation process and
the post‐seismic healing process cannot be incorporated into the samemodel to
simulate the whole earthquake sequence continuously. Moreover, these mod‐
els did not consider the heterogeneous elastic and frictional properties due to
the presence of lithological layers [Hunfeld et al., 2017, 2020]. Yet these prop‐
erties govern static and dynamic fault strength and stress state and thus define
fault criticality to failure. With considerable variations in rate‐and‐state friction
parameters across lithologies as measured, yet never accounted for, velocity‐
strengthening behavior and absence of healing in the clay‐rich rocks occupying
the underburden, these heterogeneous properties could critically affect the key
questions we pose. In this study, we integrate the knowledge from seismologi‐
cal studies of lithostratigraphy and laboratory studies of fault frictional proper‐
ties to simulate lithology‐dependent elastic and frictional properties in a single
earthquake sequence model, which we used in Chapter 4 to evaluate how fault
healing affects seismicity in general. We use this heterogeneous model to un‐
derstand fault slip in a more realistic setting and aim to complete the answer to
where earthquakes nucleate (i.e., inside or outside of the reservoir) andwhether
the rupture could propagate beyond the reservoir thickness.

5.2 Methods

We build forth on the model of Chapter 4 by introducing lithology‐dependent
elastic parameters in the medium and friction coefficients derived from fault
gouges of each lithology combination (i.e. 50‐50 mixtures). We simulate earth‐
quake sequences on anormal fault governedby rate‐and‐state friction, crosscut‐
ting a depleting gas reservoir. The setup is modeled in 2‐D in a quasi‐dynamic
manner, with the plane‐strain assumption. Themedium is assumed to be poroe‐
lastic. The assumptions on the fault friction and medium rheology, the control‐
ling mechanical equations and the fault geometry are provided in Chapters 6
and 4. To best accommodate the fault geometry and the heterogeneous param‐
eters, we have developed a new numerical code with staggered grid on an affine
computing space, as explained in Chapter 6.
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Figure 5.1: Model setup for heterogeneous reference model based on well logging. (a-c) Numerical
model with stratification for (a) density, (b) shear modulus, and (c) Poisson ratio (top to bottom).
(d) Lithological layers from well logging of borehole SDM-1 [Hunfeld et al., 2017].
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Table 5.1: Fault geometry and background parameters [Buijze et al., 2019; Li et al., 2023]

Parameter Symbol Value
Density gas in reservoir 𝜌𝑔 200 kg/m3

Density fluid over‐ and underburden 𝜌𝑓 1150 kg/m3

Initial gas pressure 𝑃0 35 MPa
Dip angle 𝜑 70 degrees
Stress ratio 𝜎ℎ/𝜎𝑣 𝐾0 0.75
Biot coefficient 𝛼 1
Far‐field loading rate 𝑉𝑝 0 m/s
Pressure depletion rate𝑎 𝑃̇ ‐0.0127 Pa/s

𝑎 Based on the average production rate of Groningen gas field since 1961 [Richter et al., 2020].

Table 5.2: Elastic [Lele et al., 2015] and frictional parameters [Hunfeld et al., 2017, 2020]

Rock type ZR BZ TB SS C
Starts at [m]𝑎 2000 2730 2800 2850 3050
Ends at [m]𝑎 2730 2800 2850 3050 4000
Density 𝜌 [kg/m3] 2.1 2.9 2.3 2.4 2.3
Young’s modulus 𝐸 [109 MPa] 30 70 40 15 40
Poisson ratio of rock 𝜈 [‐] 0.35 0.25 0.2 0.15 0.2
Fault segment at juxtaposition of𝑏 ZR/ZR BZ/BZ TB/TB SS/SS C/C
Reference friction coefficient 𝜇0 [‐] 0.5 0.6 0.4 0.6 0.5
Reference slip rate 𝑉0 [m/s] 10−6 10−6 10−6 10−6 10−6

Characteristic slip distance 𝐷𝑅𝑆 [mm] 0.5 0.5 0.5 0.5 0.5
Rate‐and‐state direct effect 𝑎 [‐] 0.003 0.018 0.003 0.012 0.003
Rate‐and‐state evolution effect 𝑏 [‐] 0.001 0.02 0.001 0.01 0.001
DW threshold velocity 𝑉𝑤 [m/s] 1 1 1 1 1

𝑎 On the hanging wall side.
𝑏 See methods for the fault frictional properties of the juxtaposition of different rock types.
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Ourmodel setup follows the stratigraphy logged in the SDM1‐well (Fig 5.1, Table
5.1, 5.2). Five stratigraphic units are considered. From top to bottom, these for‐
mations constitute the Zechstein rocksalt (ZR), Basal Zechstein formation (BZ),
Ten Boer claystone (TB), Slochteren sandstone reservoir (SS), and Carbonifer‐
ous shale/siltstone (C). The gas extraction from the Groningen field primarily
targets the Slochteren formation within the upper Rotliegend group of Permian
age. This geological layer is predominantly composed of fluvial and Aeolian
sandstones [de Jager and Visser, 2017]. The reservoir’s depth varies across the
field, lying at about 2400 m in the southern region and deepening to approxi‐
mately 2900 m towards the northern areas. The reservoir also thickens north‐
ward, ranging from around 50 m to exceeding 300 m. Overlying the Slochteren
Formation is the Ten Boer Claystone, part of the upper Rotliegend group, with
a thickness varying from several tens of meters to over 80 m. Further above lies
the Triassic Zechstein formation, characterized by a 50‐m thick basal sequence
of anhydrite and carbonates knownas theBasal Zechstein formation, succeeded
by a rocksalt (Halite) formation spanning 100‐1000meters in thickness. Beneath
the Slochteren Reservoir lies the Carboniferous underburden, consisting of silt‐
stones and shales. In this study, we use the layer thicknesses recorded in the
SDM‐1 well log for the heterogeneous reference model and change their values
to study the influence of layer thickness.

The medium properties (density, elastic modulus, Poisson’s ratio) of the rock
layers are assigned after theNAM2015 report (Fig 5.1, Table 5.2) [Lele et al., 2015].
With the presence of gas and water, the Slochteren sandstone layer has a poros‐
ity ranging from 10% to 24% and a permeability from 1 to 1000 mD [de Jager and
Visser, 2017]. This results in variable density, elastic modulus, and Poisson’s ra‐
tio and consequently variable loading behavior due to pressure change [Buijze
et al., 2019]. We use an averaged porosity value of 0.15 and the corresponding
medium properties from the report.

We assign the fault parameters (dip angle, fault offset) that best represent
the Groningen faults. An extensive network of over a thousand normal faults
has been identified through 3D seismic interpretations [Kortekaas and Jaarsma,
2017]. These faults exhibit a steep dip [Wentinck, 2016]. We choose a dip angle
of 70 degrees in the heterogeneous reference model, as most faults fall around
this value [Buijze, 2020]. These faults are characterized by offsets (i.e., the ver‐
tical distance of the same lithology at both sides of the fault) typically ranging
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between 20 to 100meters and occasionally up to around 300meters, resulting in
the juxtaposition of various stratigraphic units. We choose to use 50m in the het‐
erogeneous referencemodel and change the value to study the influence of fault
offset. The absolute layer depths recorded in the well log of SDM‐1 are used as
the stratigraphy of the hanging wall. The foot wall of the fault is shifted upward
with the offset (Fig 5.1, Table 5.1).

The rate‐and‐state frictional properties come from numerous laboratory exper‐
iments executed under in‐situ pressure‐temperature conditions on simulated
fault gouges, derived from rocks directly from theGroningenfield [Hunfeld et al.,
2017, 2020]. According to the experiments, the Basal Zechstein anhydrite and
the Slochteren sandstone have a large evolution parameter 𝑏 in the rate‐and‐
state friction formulation. This means they have a relatively high healing rate,
indicating their seismic potential after healing during millions of years of tec‐
tonic quiescence (Chapter 4). The other fault gouges have a near zero or even
negative 𝑏 parameter showing almost no healing. The Basal Zechstein anhydrite
is found to be velocity‐weakening. The fault segments cross‐cutting the other
layers, including the sandstone reservoir, are weakly velocity‐strengthening.
For the fault portions at lithological juxtapositions, the frictional properties de‐
pend strongly on how well the gouges are mixed [Bedford et al., 2022]. However,
the formation of the fault gouges is changed simultaneously by fault slips. It is
probably not optimal to define an interface friction in this case. Recent exper‐
iments proposed several hypotheses to approximate the frictional behavior at
those bi‐material faults. Arts et al. [2023] proposed that an interface between
VW and VS materials tends to show similar velocity‐dependence of friction as
the VS side does, whereas the interface between statically strong and weak ma‐
terials tends to be strong. Based on this hypothesis we, in the heterogeneous
reference model, use the values of 𝑎, 𝑏, 𝐷𝑅𝑆 parameters from the more velocity‐
strengthening material while using the value of 𝜇0 from the stronger material.
We also explore other possibilities to combine friction properties of bi‐material
faults such as suggested by Hunfeld et al. [2017]. Finally, we also include dy‐
namic weakening due to flash heating into the model, which is activated at a
slip rate threshold 𝑉𝑤 to describe the reduction in frictional coefficient in ex‐
periments at seismic slip rates [Hunfeld, 2020]. The initial conditions (such as
the pre‐production stress state) and boundary conditions are the same as intro‐
duced in Chapter 4.
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Figure 5.2: Heterogeneous reference model M1. The temporal evolutions of (a) the slip rate, (b)
the frictional coefficient, (c) the shear stress, and (d) the effective normal stress are plotted. The
interseismic and nucleation phases are plotted in blue and green, with a gradual transition to the
coseismic phase in red. The time intervals between the plotted lines are not regular. The reservoir
thickness is between the dashed black lines. The model setup is depicted in (e). From top to bottom,
these formations constitute the Zechstein rocksalt (ZR), Basal Zechstein formation (BZ), Ten Boer
claystone (TB), Slochteren sandstone reservoir (SS), and Carboniferous shale/siltstone (C). The usage
of frictional parameters depends on the rock types on both sides (see methods).

5.3 Results and Analysis

5.3.1 Heterogeneous reference model M1

We first build a heterogeneous reference model (M1) by adding the lithological
layers to the geometrical setup used in Chapter 4 (Fig 5.2). Since the gas produc‐
tion started after a geological timescale of tectonic inactivity, increasing shear
and (effective) normal stress have been observed on the fault segment inside
the reservoir (blue lines). The shallowest point of the fault completely inside
the reservoir (2850 m depth) experiences the largest increase in the frictional
coefficient (𝜇, the ratio between shear and effective normal stress) and reaches
the failure point after a pore pressure change of 27 MPa. As explained in Chap‐
ter 4, the failure point of the fault in the sandstone is elevated due to the tec‐
tonic timescale of healing. Fault segments close to but outside the reservoir
thickness experience a slight decrease in normal stress and a sharp decrease
in shear stress due to the pore pressure change. The nucleation process starts
at this depth and expands downward into the gas reservoir (green lines). During
this process, 𝜇 drops about 0.4 inside the nucleation zone, accompanied by an
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accelerating slip rate. The slip rate goes above the seismic rate (about 1 cm/s
[Rubin and Ampuero, 2005]), where nucleation turns into rupture propagation
(red lines), and finally reaches a maximum of 1 m/s at the lower boundary of
the reservoir on the footwall side (3000 m depth). The pore pressure change be‐
low this depth raises the normal stress substantially but does not increase shear
stress. A decrease in the frictional coefficient means no fault failure and thus
cannot support the rupture to expand any further. However, at the top end of
the reservoir, nucleation is allowed to propagate a small distance into the over‐
burden due to the smaller normal stress increase. The penetration distance or
arrest location is controlled by the frictional property of the Ten Boer claystone
because TB ismore velocity‐strengthening at the TB/SS interface. Since the fault
in this layer gains no strength during the long period of healing, it is easy to fail
and slip subsequently (Figure 5.2). However, it is unclear why the slip rate in TB
goes seismic without an accompanied stress drop. The Basal Zechstein anhy‐
drite and the Zechstein rocksalt layers on topof it arenot activatedbecause of de‐
creased shear stress due to reservoir depletion. Moreover, in this heterogeneous
referencemodel M1, Basal Zechstein layers on both sides of the fault do not jux‐
tapose. Both the BZ/ZR and the BZ/TB fault segments are controlled by the fric‐
tional properties of the other side (ZR or TB), which are velocity‐strengthening
with no healing. The velocity‐weakening and healing properties of BZ are thus
not activated in this setup (Fig 5.2). After the first earthquake, the fault segment
inside the reservoir is not re‐locked but continuous to creep. A second earth‐
quake is thus not observed.

We compare the heterogeneous reference model (M1) with the model without
heterogeneity (M0) as introduced in (Chapter 4) (Fig 5.3a‐e). There is only one
earthquake in both models. The earthquake in the heterogeneous reference
model (M1) is comparable to the earthquake in the homogeneousmodel (M0) in
terms of slip rate, stress drop and rupture behavior (Fig 5.3). However, there are
several notable differences. First, the earthquake in M1 requires a larger pore
pressure change before failure: 27 versus 23MPa inM0. Thismeans a longer pe‐
riod of gas production, which is probably due to the less efficient loading caused
by the stratification of elastic properties. Due to the poroelastic effect, a low
Poisson’s ratio leads to a more efficient loading path towards the failure crite‐
rion, as shown also in Zbinden et al. [2017]; Buijze [2020],. In the homogeneous
model M0, all lithologies had the elastic properties of the reservoir sandstone.
The Poisson’s ratio of the sandstone is dependent on the porosity, but is gen‐
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Figure 5.3: Simulations of homogeneous models M0, M0a and M0b. (Top panel) the model M0
used in Chapter 4 with homogeneous medium and frictional properties. The temporal evolutions of
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erally lower than that of the other layers (Fig 5.1) [Lele et al., 2015]. Therefore,
when the elastic parameters are updated to their lithology‐dependent values,
the less efficiently loaded surrounding materials will indirectly slow down the
stress change inside the reservoir. We did two additional simulations to separate
the effects of heterogeneous frictional and elastic properties. We ran a simula‐
tion that only has mechanical heterogeneity (M0a) and another simulation that
only has frictional heterogeneity (M0b) (Fig 5.3). The temporal evolution pro‐
files of slip rate and stress in M0a are similar to the heterogeneous model M1
whereas the temporal evolution profiles inM0b are similar to the homogeneous
model M0. This demonstrates that the slower loading is not caused by the het‐
erogeneous frictional property but by the heterogeneous elastic property. In‐
terestingly, M0a needs 30 MPa pore pressure change before failure and M0b 21
MPa, indicating that the presence of frictional heterogeneity even brings the in‐
duced earthquake forward in time. Second, the rupture in M0 is restricted to
the depth where two sides of the reservoir are connected. We do not observe
the nucleation or rupture to go above 2850 m in this model. Despite a very lim‐
ited amount, we do see the nucleation expansion into the TB/SS segment in both
M0a and M0b, similar to M1. It is yet to be clarified how this phenomenon re‐
sults from both types of heterogeneities.

5.3.2 Can the velocity-weakening Basal Zechstein fault segment
be activated?

One of the key questions to answer is whether the velocity‐weakening Basal
Zechstein anhydrite can be activated during nucleation or rupture or not. We
did not observe seismic slips in this layer in the heterogeneous referencemodel
(M1). However, this is probably because there was no BZ/BZ interface (Fig
5.2). Borehole surveys and seismic studies at other locations in Groningen have
shown that the Ten Boer claystone layer can become relatively thin at some loca‐
tions, while Basal Zechstein can be as thick as up to 700 m (Fig 5.4) [Kettermann
et al., 2017; Green et al., 2020]. In these scenarios, the BZ layer is closer to the
reservoir depth and can even have direct contact with the sandstone reservoir
across the fault. We simulated earthquakes in two setups with a thicker BZ layer
and a thinner TB layer, which we respectively term as M2a and M2b. In M2b,
we removed the TB completely to put the BZ directly next to the region of pore
pressure change.
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Figure 5.4: Simulations with various Basal Zechstein layer thicknesses: M2a and M2b. (Top panel)
the model M2a with a 90 m thick BZ layer. The temporal evolutions of (a) the slip rate, (b) the fric-
tional coefficient, (c) the shear stress, and (d) the effective normal stress are plotted. The interseismic
and nucleation phases are plotted in blue and green, with a gradual transition to the coseismic phase
in red. The time intervals between the plotted lines are not regular. The reservoir thickness is be-
tween the dashed black lines. The model setup is depicted in (e). (Middle panel) the model M2b with
a 120m thick BZ layer. (Bottom panel) Geological cross-section through the Groningen gas field from
[Green et al., 2020].
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The earthquakes in both simulations are comparable to the earthquake in the
heterogeneous reference model M1. The earthquake ruptures the fault at the
same time after production starts (67 yr) and experiences the same amplitude
of slip rate and stress drop (Fig 5.4). In M2a, the thickened BZ is juxtaposed
with ZR, TB layers and itself. We do not observe a slip rate increase on these
fault segments. Similar to the reference model M1, this is because of the de‐
creased shear stress. The nucleation does expand upwards into the TB caprock,
the same as in M1, but only for a few meters. Even the BZ/BZ segment, which
is velocity‐weakening, is not activated. The same results are observed in M2b.
In this simulation, both BZ/BZ and BZ/SS fault segments, which sum up to 120
m in thickness, have gained strength due to healing (Fig 5.4). However, they
are not re‐activated during nucleation and rupture because the shear stress is
not increased on these segments. In all these simulations, the seismic slip is
restricted to the reservoir. This is different from the case when the TB layer is
present (models M1 and M2a), where the TB/SS fault segment shows the fric‐
tional property of the TB side. As we explained in the M1 model, the first few
meters of the TB/SS fault segment do fail due to the low strength. In summary,
our simulations thus do not provide support for the hypothesis that earthquake
hypocenters can be located in the caprock.

5.3.3 Can the rupture propagate into the underburden?

Since all our simulations, including ourmodels M0‐M2, suggest seismic slip can
only propagates into the overburden to a negligible extent, a second question
most relevant for seismic hazard is whether the rupture can significantly prop‐
agate into the underburden. Propagation into the underburden is limited in our
models, because the underburden experiences a decrease in shear stress. We
find this observation in good agreementwith natural observations and other nu‐
merical studies [Buijze, 2020; van der Heiden et al., 2022]. To challenge the find‐
ings for our limited set of parameters, we simulate a geometrical and param‐
eteric setup (model M3) that a‐prior has a high likelihood of rupture propaga‐
tion into the underburden according to the broad parameter analysis of Buijze
[2020]. In this setup, we use a stress ratio K0 of 0.7 and stick to our fault dip
angle of 70 degrees. We increase the reservoir thickness to 250 m and decrease
the fault offset to 10 m. Our simulation shows similar results compared to the
reference model M1, because it does not propagate into the underburden (Fig



5.3 Results and Analysis 169

200 300 400 500
x [m]

10-20 10-10 100

slip rate [m/s]

2600

2700

2800

2900

3000

3100

3200

de
pt

h 
[m

]

0 10 20
shear stress [MPa]

0 0.5 1
 [-]

20 40
normal stress [MPa]

(a) (b) (c) (d) (e)
ZR

BZ

TB

SS

C

ZR/ZR

ZR/BZ

TB/BZ

TB/SS

SS/SS

SS/C

C/C

BZ/BZ

TB/TB

time (not linear scale)

Figure 5.5: Simulations with a set of parameters with high likelihood of rupture propagation into the
underburden: M3. The temporal evolutions of (a) the slip rate, (b) the frictional coefficient, (c) the
shear stress, and (d) the effective normal stress are plotted. The interseismic and nucleation phases are
plotted in blue and green, with a gradual transition to the coseismic phase in red. The time intervals
between the plotted lines are not regular. The reservoir thickness is between the dashed black lines.
The model setup is depicted in (e).

5.5). In this scenario slip rates in the Carboniferous do increase and reach al‐
most 10−15 m/s, but this is still many orders of magnitude below tectonic plate
velocities. One striking difference is high slip rates (up to 10−5 m/s) observed in
the fault segment where Zechstein rocksalt and Basal Zechstein interface. How‐
ever, it is not yet clear why this fault segment is activated as it is expected to be a
strong velocity‐strengthening segment. We will continue to test more scenarios
with high potential for propagation into the underburden to provide better sup‐
port for this important question and the impact lithology‐dependent properties
have, including using a thicker reservoir and a smaller fault offset, as indicated
by Buijze et al. [2019].

5.3.4 Uncertainty in frictional parameters

The mechanical and frictional parameters both have uncertainties. Together
with the uncertainty in fault geometry, some simulation results may not be able
to apply generally to everywhere in the gas field. To demonstrate the robustness
of the conclusions, we would have to repeat the simulations with parameters
that are varied within their confidence intervals. However, when considering
lithology‐dependent fault properties, it becomes even more complicated. One
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Figure 5.6: Simulation with parameters of homogeneous mixtures from Hunfeld et al. [2017].

of themain complexities comes from the fault rheologywhere two differentma‐
terials are juxtaposed. As slip continues, two materials form a heterogeneous
mixturewhose rheology evolveswith time and slip [Bedford et al., 2022;Arts et al.,
2023]. Arts et al. [2023] performed laboratory experiments on mixtures of gauge
derived from the Groningen gas field. Arts et al. [2023] proposed that, after a cer‐
tain amount of slip, the fault friction stabilizes to have the (𝑎 − 𝑏) value from the
VS side, but the static friction coefficient from the stronger side. We adopted
this hypothesis in our simulations. However, according to Hunfeld et al. [2017],
a well‐mixed fault gouge of both velocity‐weakening and velocity‐strengthening
materials shows both (𝑎 − 𝑏) and 𝜇0 around the average of the two individual
materials. We conducted a simulation using the 𝜇0 values from Hunfeld et al.
to test if applying this modification would change the results. We find that there
is no clear difference when results are compared with the heterogeneous ref‐
erence model M1 (Fig 5.6). This indicates that the static frictional coefficient,
within its confidence interval, does not play an important role in the nucleation
process.

5.4 Discussion

Our preliminary simulations, employing lithology‐dependent frictional and
elastic parameters derived from in‐situ and laboratory measurements, aim to
identify the lithological layer from which nucleation starts and which layers
undergo rupture. These questions cannot be answered by seismological in‐
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versions due to the lack the resolution. Debates have centered whether nucle‐
ation can also take place in the thin velocity‐weakening Basal Zechstein layer
in the caprock and whether the rupture can also propagate into the velocity‐
strengthening Carboniferous shale underburden. Our preliminary simulation
results do not provide evidence supporting positive answers to these questions.
Simulated earthquakes only nucleate from the velocity‐strengthening sandstone
reservoir and rupture across its entire thickness. Two primary mechanisms
contribute to this behavior. First, from a mechanical perspective, minimal
pore pressure change outside the reservoir leads to a slight increase or a sharp
decrease in shear stress, insufficient to trigger fault failure. Second, from a
frictional perspective, fault segments outside the reservoir, mainly velocity‐
strengthening and lacking healing (negligible 𝑏), do not accumulate sufficient
strength to release large stresses upon activation. Consequently, earthquake
nucleation is not expected, and dynamic rupture should be readily arrested in
these areas.

While acknowledging the simplified treatment of fluid pressure diffusion in the
current model, we speculate that the results will likely persist even with a more
realistic representation of stress change due to fluid pressure diffusion. The ex‐
pectation is based on the assumption that the pore pressure change in the Basal
Zechstein is unlikely to be enough for activation, given the predominantly low‐
permeability nature of the layer. Additional factors, not considered in the cur‐
rent study, may play a role but require further confirmation. Two hypotheses
regarding the frictional behavior of a heterogeneous fault gouge, one involving
not‐well‐mixedmaterials [Arts et al., 2023] and the otherwithwell‐mixedmateri‐
als [Hunfeld et al., 2017], were adopted. The simulations, incorporating different
static friction (𝜇0) values from these hypotheses, show no clear difference in re‐
sults (M1 and M3). This suggests that, within its confidence interval, the static
frictional coefficient does not play a significant role in the nucleation process.
Despite a great number of laboratory measurements on (𝑎 − 𝑏), the values of
𝑎 and 𝑏 separately have not been systematically reported. We plan to further
test these parameters when more data become available through experiments
on heterogeneous fault gouges with all combinations of rock mixtures and in‐
volving both slow and fast velocities.

This finding holds significant importance in estimating the maximum earth‐
quake magnitude and defining seismic hazard in Groningen. Given the uncer‐
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tainties in parameters and fault geometry, further simulationswill be conducted
to validate or refute these findings. Emphasis will be placed on key geometric
factors such as reservoir thickness, fault dip angle, and fault offset. These fac‐
torsmodify the stress loading rate before and during earthquake nucleation and
may alter the criticality of each fault segment.

5.5 Conclusions

We applied the theory and model of Chapter 4 to the Groningen gas field, us‐
ing lithology‐dependent friction and elastic parameters obtained from in‐situ
and laboratory measurements. After millions of years of inactivity, we simu‐
lated various models in which a single earthquake nucleates from the top inner
corner of the velocity‐strengthening sandstone reservoir, which ruptures across
the whole reservoir thickness. The nucleation and rupture processes are gen‐
erally similar to the homogeneous model described in Chapter 4. However, a
larger pore pressure change is needed due to the less efficient loading, which
is caused by the heterogeneous elastic modulus and Poisson’s ratio. We did not
find evidence that earthquakes can nucleate from the velocity‐weakening Basal
Zechstein layer, nor can this layer be ruptured to slip seismically. The ruptures
in our simulations did not propagate into the underburden, i.e., the Carbonifer‐
ous shale layer, either.
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The results in this thesis are obtained through developing, validating and apply‐
ing two code packages. Garnet is used in Chapters 2 and 3. In Chapters 4 and
5, I employed a MATLAB code that I developed from scratch. In this chapter I
first validate Garnet for the simulation of fully dynamic and quasi‐dynamic se‐
quences of earthquakes and aseismic slip in 2D and 3D, which may also involve
fluid diffusion along the fault. Then I describe the fundamental of a completely
new code that is developed to accurately accommodate the dipping fault used
in Groningen, including the realization of heterogeneous stress state, frictional
properties andmechanical properties, the implementation of frictional healing
and controlled pore pressure change due to gas production.

6.1 Validation of Garnet

Garnet is a recently developed C++ code library designed for the parallel res‐
olution of coupled non‐linear multi‐physics problems within the field of earth
sciences [Pranger, 2020]. This versatile tool allows users to formulate problems
in a dimension‐independent manner by defining a generic set of symbolic dif‐
ferential operators, such as div and grad. These operators are then realized at
compile‐time in the appropriate number of dimensions as efficient compute
kernels. The library implements a classical second‐order accurate staggered
grid finite difference discretization of partial differential equations (PDEs) in
space, alongside adaptive time‐stepping schemes of various orders of accuracy
and other characteristics based on the linearmultistep family of time discretiza‐
tions. Garnet interfaces with PETSc [Balay et al., 1997, 2019a,b] for linear and
nonlinear solvers and preconditioners, MPI [MPI Forum, 2015] for coarse‐scale
distributed memory parallelism, and Kokkos [Edwards et al., 2014] (and subse‐
quently OpenMP, POSIX threads, or CUDA) for fine‐scale concurrency. With
this code package offering flexible usage of fundamental functions and solvers,
I constructed the model setups and algorithms used in the thesis chapters. The
workflow in Chapter 2, as an illustration of the algorithms, is depicted in Fig 6.1.
I executed Garnet’s validation and benchmarking through the South California
Earthquake Center (SCEC) benchmark problems, confirming its reliability and
applicability [Erickson et al., 2020; Jiang et al., 2022; Erickson et al., 2023].

Numerical simulations of Sequences of Earthquakes and Aseismic Slip (SEAS)
have seen remarkable progress in addressing critical questions in earthquake
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Figure 6.1: Flowchart of the numerical algorithm used in Chapter 2: Quasi-dynamic (QD) models
share most steps with fully dynamic (FD) models in common, steps peculiar for the QD approach are
labeled with “QD” closed in the parentheses (steps 4, 5 and 7).
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physics over the past decades. Despite these advancements, significant chal‐
lenges persist in capturing the multiscale interactions between earthquake nu‐
cleation, dynamic rupture, and aseismic slip. The growing complexity of SEAS
modeling necessitates concerted efforts to validate codes and advance these
simulations with reproducibility and broadened impact. Over the last decade,
the SCEC has supported various code comparison projects to verify numerical
simulations on dynamic earthquake ruptures [e.g.Harris et al., 2009, 2018]. The
SEAS benchmark project, initiated in 2018 [Erickson et al., 2020; Jiang et al., 2022],
represents an extension of these efforts, aiming to evaluate the accuracy of nu‐
merical models simulating earthquake cycles. These exercises involve compar‐
ing different computationalmethods to assess our capacity to accurately resolve
detailed fault slip histories across various time scales. These endeavors demand
a deeper understanding of the dependence of fault slip history on initial condi‐
tions, model spin‐up, fault properties, and friction laws.

I used this SEAS benchmark initiative to successfully verify the earthquake cy‐
cle implementation in Garnet. This verification included the 2‐D benchmarks
BP1‐QD/FD [Erickson et al., 2020, 2023], 3‐D benchmarks BP4/5‐QD [Jiang et al.,
2022], and a 2‐D fluid injection benchmark BP6‐A/S [Lambert et al., 2023]. In the
following I briefly summarize themain results from these co‐authored papers to
showcase the accuracy and effectiveness of Garnet in solving these benchmark
problems.

6.1.1 2-D benchmarks: BP1-QD/FD

*Partly published in a co‐authored paper as Erickson, B. A., Jiang, J., Lambert,
V., …, Li, M., … (2023). Incorporating full elastodynamic effects and dipping fault
geometries in community code verification exercises for simulations of earthquake se-
quences and aseismic slip (SEAS). Bulletin of the Seismological Society of America,
113(2), 499-523.

BP1‐QD/FD represents two versions of the same benchmark problem: quasi‐
dynamic (QD) and fully dynamic (FD). The scenario involves a 2‐D anti‐plane
problem with a 1‐D planar vertical strike‐slip fault governed by rate‐and‐state
friction embedded in a 2‐D homogeneous, linear elastic half‐space (Fig 6.2a).
The simulation focuses on sequences of earthquakes with periodic occurrences
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(a)

(d)(c)

Figure 6.2: (a) Model setup of BP1-QD/FD. (b) Long-term behavior of BP1-FD models: slip rates at
the depth of 7.5 km. (c) Long-term metric comparisons for BP1-FD show percent errors in moment
plotted against event number, in which error is relative to the reference solution using the boundary
element code BICyclE. (d) Coseismic behavior of BP1-FD during the eighth event: slip rates at 7.5 km
depth. Time (in seconds) is relative to the time at which the slip rate near the nucleation depth (z
= 12.5 km) first exceeds 0.1 m/s. The surface reflection phase is marked by a black arrow. Modified
from Erickson et al. [2023].

and their interactionswith aseismic slips. In this benchmark, 11 groups employ‐
ing different numerical methods, including Garnet, are compared. The results
demonstrate excellent agreement in both long‐term and coseismic fault behav‐
ior. In the long term, there is outstanding quantitative alignment among the
codes in terms of earthquake interevent times and event moments (Fig 6.2b).
Specifically, the difference in simulated seismic moment between Garnet and
the reference solution, which utilizes a boundary element code, falls below 2%
(Fig 6.2c). In the short term, reasonable agreements are achieved in peak slip
rates and rupture arrival times. The arrival times of rupture and surface reflec‐
tion at 7.5 kmdepth inGarnet fall within the range observed in othermodels (Fig
6.2d). This comprehensive comparison underscores the accuracy and reliability
of Garnet.
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6.1.2 3-D benchmarks: BP4/5-QD

*Partly published in a co‐authored paper as Jiang, J., Erickson, B. A., Lambert, V.,
…, Li, M., … (2022). Community-driven code comparisons for three-dimensional dy-
namic modeling of sequences of earthquakes and aseismic slip. Journal of Geophysical
Research: Solid Earth, 127(3), e2021JB023519.

BP4/5‐QD comprises two benchmark problems with similar definitions. BP4 in‐
volves a planar vertical strike‐slip fault governed by rate‐ and state‐dependent
friction in a 3Dhomogeneous, linear elastic whole‐space (Fig 6.3a). On the other
hand, BP5 features a fault with a narrower vertical dimension in a 3D half‐space
(Fig 6.3b). Both problems allow for periodic earthquakes instead of smaller
irregular ones. Quasi‐dynamic simulations from 10 modeling groups, includ‐
ing Garnet, exhibit excellent quantitative agreement among simulated outputs.
Key properties of individual earthquakes, such as rupture style, duration, to‐
tal slip, peak slip rate, and stress drop, show comparability even in marginally
resolved simulations. Both the long‐term and coseismic behaviors modeled in
Garnet align well with those of other modeling groups. Three different numer‐
ical methods: finite difference method [Garnet, Pranger, 2020], finite element
method [EQsimu, Liu et al., 2020], and boundary element method [BICyclE, La-
pusta et al., 2000; Lapusta and Liu, 2009] display strong agreement in long‐term
slip rate time series (Fig 6.3c). The comparison of the coseismic phase, in terms
of the stress drop and the rupture propagation, also reveals consistency among
the groups (Fig 6.3d,e). Slight difference is observed in the rupture contour cur‐
vature (Fig 6.3e), which suggests that Garnet has a slightly larger horizontal rup‐
ture speed compared to BICyclE but smaller than EQsimu. This discrepancy
may arise from variations in boundary conditions applied in each numerical
model. The discrepancy becomes stronger for later earthquakes, due to error
accumulation and other factors. Similarly, the off‐fault observations have a good
qualitative agreement of surface velocity time series and displacement histories
at various distances away from the fault (Fig 6.3f). Overall, the discrepancies
in coseismic off‐fault deformation appear larger than all the on‐fault properties
that havebeen examined. This is likely due tomultiple factors, including inaccu‐
rate representations of surface observation points (e.g., grid points offset from
the surface) and domain truncation in the fault‐normal direction. In summary,
the comparison places Garnet’s results centrally among all models, affirming its
validity for earthquake cycle modeling.



6.1 Validation of Garnet 179

Black: EQsimu     Red: BICyclE     Green: Garnet

(a) (b)

(c) (d)

(e)

(f )

Figure 6.3: (a,b) Model setups of BP4-QD and BP5-QD. (c) Time evolution of maximum slip rates
within the seismogenic zone in BP4-QD simulations. (d) Coseismic rupture of the first event in BP5-
QD simulations. Time evolution of shear stress during the first earthquake is shown at a point within
the initial nucleation zone (x2 = −24 km; x3 = 10 km). (e) Rupture fronts of the first earthquake in
BP4-QD simulations. The contours of rupture fronts are plotted every second after the earthquake
initiation. (f) Off-fault ground displacements in BP5-QD simulations. Fault-parallel displacement
rates v2 during the first event (left) and long-term displacement history (right) are shown at three
off-fault locations on the surface (x1 = 8, 16, or 32 km; x2 = 0 km; x3 = 0 km). The dashed line
indicates the far-field surface displacement. The time series corresponding to different locations are
vertically offset for visualization purpose. Modified from Jiang et al. [2022].
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6.1.3 Fluid injection benchmark: BP6-A/S

BP6 represents the most recent benchmark problem, specifically addressing
fluid injection [Lambert et al., 2023]. In this scenario, BP6 examines an aseismic
transient induced by fluid injection and 1‐D diffusion along a planar fault in a
2‐D homogeneous, linear elastic whole space. The fault is governed by velocity‐
strengthening friction, using either the aging (‐A) or slip (‐S) law for the evolution
of the state variable (Fig 6.4a). This benchmark focuses on aseismic processes
and earthquake nucleation, including the influence of (a) changes in effective
normal stress and pore fluid pressure due to fluid injection and diffusion and
(b) different evolution laws for fault friction. Excellent quantitative agreement
is achieved among simulations. Results are all within 1% from the analytic so‐
lution (Fig 6.4b‐e), although the slip law version shows slightly more variation.
This benchmark is still ongoing, more results and analysis come in the future.
Yet it demonstrates Garnet can be successfully used for fluid diffusion along a
fault.

6.2 Code for modeling induced earthquakes in
Groningen

The chapters with specific results about the Groningen gas field (Chapters 4 and
5), are completed with a MATLAB code that I developed from scratch. The moti‐
vation for developing this code arose from the challenges encountered in imple‐
menting boundary conditions for a dipping fault setup in Garnet. As of now, this
code is tailored specifically for solving the induced earthquakes in the Gronin‐
gen setup. While its extension to cover a broader range of scenarios is feasible,
it has not been implemented yet. Similar to Garnet, this code relies on the fi‐
nite difference method on a staggered grid to achieve optimal spatial accuracy.
To enhance temporal efficiency, an adaptive time‐stepping scheme is incorpo‐
rated. Unlike Garnet, this code employs the MATLAB “backslash” direct solver
for the discretized partial differential equations (PDEs). Leveraging MATLAB’s
robust capabilities in matrix calculations and matrix‐level parallelization, the
“backslash” direct solver typically outperforms iterativemethods formoderately
resolved grids. However, it comes with the drawback of high computational
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Figure 6.4: (a) Model setups of BP6-A/S. (b,c) Time evolution of shear stress and slip rate at z = 2.5
km in BP6-A. (d,e) Time evolution of shear stress and slip rate at z = 5.0 km in BP6-S. Modified from
Lambert et al. [2023] with permission.
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Figure 6.5: Illustration of a skewed coordinate system. The skewed physical grid is shown with
the blue covariant bases and the orange contravariant bases. The orthogonal computational grid
is shown with the black axes.

complexity (𝑂(𝑁3)), causing a rapid increase in computing time as the grid size
decreases.

To accommodate the dipping fault within the rectangular finite difference grid,
an affine transformation is implemented between the physical grid and the com‐
putational grid. This allows the physical grid to take on various curvilinear
forms, while the computational grid remains orthogonal and homogeneous. In
the following section, I begin with a tensor analysis in a general curvilinear co‐
ordinate system, introducing relevant terminology and conventions. To avoid
redundancy with standard textbooks (such as Simmonds [1994]) and provide the
readers with simpler formulae, I swiftly go into the skewed coordinate system I
adopted in this thesis, which is a special curvilinear coordinate system (Fig 6.5).
Despite having non‐orthogonal axes, the coordinates remain homogeneous and
time‐independent.

6.2.1 Skewed coordinates

A skewed coordinate system is a non‐orthogonal curvilinear system, with one
basis not perpendicular to the corresponding coordinate surface (Fig 6.5). I de‐
fine a 2‐D skewed coordinate system with covariant bases (𝑒1𝑒1𝑒1, 𝑒2𝑒2𝑒2), with an angle
of 𝛼 between them. A vector 𝑟𝑟𝑟 can be expressed with its contravariant compo‐
nents (𝑥1, 𝑥2) as

𝑟𝑟𝑟 = 𝑥1𝑒1𝑒1𝑒1 + 𝑥2𝑒2𝑒2𝑒2, (6.1)

or with its covariant components (𝑥1, 𝑥2) as

𝑟𝑟𝑟 = 𝑥1𝑒1𝑒1𝑒1 + 𝑥2𝑒2𝑒2𝑒2, (6.2)
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with the contravariant bases (𝑒1𝑒1𝑒1, 𝑒2𝑒2𝑒2). Note that usually (𝑒1𝑒1𝑒1, 𝑒2𝑒2𝑒2) are defined as unit
bases, then (𝑒1𝑒1𝑒1, 𝑒2𝑒2𝑒2) are not normalized. They are related to the unit bases ( ̃𝑒1̃𝑒1̃𝑒1, ̃𝑒2̃𝑒2̃𝑒2)
by 𝑒1𝑒1𝑒1 = ̃𝑒1̃𝑒1̃𝑒1

sin𝛼 and 𝑒2𝑒2𝑒2 = ̃𝑒2̃𝑒2̃𝑒2

sin𝛼 .

The vector 𝑟𝑟𝑟 can also be expressed in an orthogonal coordinate system with
bases (𝑒𝑥𝑒𝑥𝑒𝑥, 𝑒𝑦𝑒𝑦𝑒𝑦) as

𝑟𝑟𝑟 = 𝑥𝑒𝑥𝑒𝑥𝑒𝑥 + 𝑦𝑒𝑦𝑒𝑦𝑒𝑦. (6.3)

In the orthogonal coordinate system, there is no need to distinguish between
the covariant and contravariant components. I use only subscripts without am‐
biguity. The transformation between the skewed coordinates (𝑥1, 𝑥2) and the
orthogonal coordinates (𝑥, 𝑦) can be expressed via the basis transformation

𝑒1𝑒1𝑒1 = 𝑒𝑥𝑒𝑥𝑒𝑥

𝑒2𝑒2𝑒2 = cos 𝛼𝑒𝑥𝑒𝑥𝑒𝑥 + sin 𝛼𝑒𝑦𝑒𝑦𝑒𝑦.
(6.4)

The coefficients form the transformation matrix

[𝛽𝑖𝑗] = 𝑒1𝑒1𝑒1𝑒2𝑒2𝑒2 = ⎛⎜
⎝

1 cos 𝛼
0 sin 𝛼

⎞⎟
⎠

(6.5)

and the (covariant) metric tensor

[𝑔𝑖𝑗] = [𝑒𝑖 ⋅ 𝑒𝑗𝑒𝑖 ⋅ 𝑒𝑗𝑒𝑖 ⋅ 𝑒𝑗] = ⎛⎜
⎝

1 cos 𝛼
cos 𝛼 1

⎞⎟
⎠

. (6.6)

The contravariant metric tensor is

[𝑔𝑖𝑗] = [𝑔𝑖𝑗]−1 = 1
sin2 𝛼

⎛⎜
⎝

1 − cos 𝛼
− cos 𝛼 1

⎞⎟
⎠

. (6.7)

6.2.2 Controlling equations in skewed coordinates

Controlling equations in the elastic mechanics are expressed in the skewed co‐
ordinates with the help of the metric tensor. Here I derive the formulae of the
most commonly used equations, the Hooke’s law and the momentum balance
equation, in this coordinate system.

Displacement and strain
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Let displacement 𝑢𝑢𝑢 = 𝑢𝑖𝑒𝑖𝑒𝑖𝑒𝑖 = 𝑢𝑖𝑒𝑖𝑒𝑖𝑒𝑖, (𝑖 = 1, 2), the covariant components and the
contravariant components are linked via the metric tensor, I have

𝑢𝑖 = 𝑔𝑖𝑗𝑢𝑗, 𝑢𝑖 = 𝑔𝑖𝑗𝑢𝑗. (6.8)

I use the covariant components (𝑢1, 𝑢2) as solution variables. Infinitesimal
strain 𝜀𝜀𝜀 = 𝜀𝑖𝑗𝑒𝑖𝑒𝑗𝑒𝑖𝑒𝑗𝑒𝑖𝑒𝑗 is defined with the gradient of displacement. In curvilinear co‐
ordinates, I need to introduce the Levi‐Civita connection when calculating the
vector gradient

∇𝑢∇𝑢∇𝑢 = (𝜕𝑖𝑢𝑗 − Γ𝑘
𝑖𝑗𝑢𝑘)𝑒𝑖𝑒𝑗𝑒𝑖𝑒𝑗𝑒𝑖𝑒𝑗 (6.9)

where 𝜕𝑖 ≡ 𝜕
𝜕𝑥𝑖 is the partial derivative in the direction 𝑒𝑖𝑒𝑖𝑒𝑖. The Christoffel sym‐

bols Γ𝑘
𝑖𝑗 = (𝜕𝑗𝑒𝑖𝑒𝑖𝑒𝑖) ⋅⋅⋅ 𝑒𝑘𝑒𝑘𝑒𝑘 come from the gradient of the bases. When the grid is ho‐

mogeneous and thus the bases are spatially invariant, as in the used skewed co‐
ordinates, I have Γ𝑘

𝑖𝑗 ≡ 0. In this case

𝜀𝑖𝑗 = 1
2(𝜕𝑖𝑢𝑗 + 𝜕𝑗𝑢𝑖). (6.10)

From now on, I do not write out the zero Γ𝑘
𝑖𝑗 for simplicity. The readers can refer

to textbooks (such as Simmonds [1994]) for the complete derivation in general
curvilinear coordinate systems.

Therefore the strain can be written, using the solution variables, as

𝜀11 =𝜕1𝑢1 = 𝜕1𝑢1 + 𝜕1𝑢2 cos 𝛼

𝜀12 =1
2(𝜕1𝑢2 + 𝜕2𝑢1)

=1
2[(𝜕1𝑢2 + 𝜕2𝑢1) + (𝜕1𝑢1 + 𝜕2𝑢2) cos 𝛼]

𝜀22 =𝜕2𝑢2 = 𝜕2𝑢2 + 𝜕2𝑢1 cos 𝛼.

(6.11)

Elasticity and stress

For linear elasticmaterials, the constitutive equationdescribing the strain‐stress
relation can be written as

𝜎𝜎𝜎 = 𝐶 ∶ 𝜀𝐶 ∶ 𝜀𝐶 ∶ 𝜀 (6.12)

where𝐶𝐶𝐶 is the fourth‐rank elasticity tensor. Formathematical and physical con‐
venience, I express strain in its contravariant form and stress in its covariant
form, the constitutive equation can be expressed in the index form

𝜎 𝑖𝑗 = 𝐶𝑖𝑗𝑘𝑙𝜀𝑘𝑙. (6.13)
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For homogeneous isotropic materials, two independent Lame constants 𝜆 and
𝐺 are enough to describe the elasticity

𝐶𝑖𝑗𝑘𝑙 = 𝜆𝑔𝑖𝑗𝑔𝑘𝑙 + 𝐺(𝑔𝑖𝑘𝑔𝑗𝑙 + 𝑔𝑖𝑙𝑔𝑗𝑘). (6.14)

In the skewed coordinate system I have

𝐶1111 = 𝜆 + 2𝐺
sin4 𝛼

𝐶1112 = −(𝜆 + 2𝐺) cos 𝛼
sin4 𝛼

𝐶1122 = 𝜆 + 2𝐺 cos2 𝛼
sin4 𝛼

𝐶1212 = (𝜆 + 𝐺) cos2 𝛼 + 𝐺
sin4 𝛼

,

(6.15)

the other 12 components are left out given the symmetry of𝐶𝐶𝐶 and 𝑔𝑔𝑔.

Therefore the stress can be written, using the solution variables, as

𝜎11 = 1
sin2 𝜙

[(𝜆 + 2𝐺) 𝜕1𝑢1 + 𝜆𝜕2𝑢2 − 2𝐺 cos𝜙𝜕2𝑢1]

𝜎12 = 1
sin2 𝜙

[𝐺 (𝜕1𝑢2 + 𝜕2𝑢1) − (𝜆 + 𝐺) cos𝜙 (𝜕1𝑢1 + 𝜕2𝑢2)]

𝜎22 = 1
sin2 𝜙

[(𝜆 + 2𝐺) 𝜕2𝑢2 + 𝜆𝜕1𝑢1 − 2𝐺 cos𝜙𝜕1𝑢2] .

(6.16)

Momentum conservation

The momentum balance equation writes as

𝜌 ̈𝑢𝑖 = 𝜕𝑗𝜎 𝑖𝑗 (6.17)

where 𝜌 is the material density and ̈𝑢̈𝑢̈𝑢 is the second derivative of displacement
with respect to time, i.e., the acceleration. The termswith Γ𝑘

𝑖𝑗 are omitted to keep
the expression concise.

Expanding the expression by replacing the terms with the solution variables 𝑢𝑖,
I obtain the equation for 𝑢1

𝜌 ̈𝑢1 = 1
sin2 𝜙

[(𝜆 + 2𝐺) (𝜕2
1 − cos𝜙𝜕1𝜕2) 𝑢1

+𝐺 (𝜕2
2 − cos𝜙𝜕1𝜕2) 𝑢1 + (𝜆 + 𝐺) (𝜕1𝜕2 − cos𝜙𝜕2

2) 𝑢2] ,
(6.18)
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and the equation for 𝑢2

𝜌 ̈𝑢2 = 1
sin2 𝜙

[(𝜆 + 2𝐺) (𝜕2
2 − cos𝜙𝜕1𝜕2) 𝑢2

+ 𝐺 (𝜕2
1 − cos 𝜕1𝜕2) 𝑢2 + (𝜆 + 𝐺) (𝜕1𝜕2 − cos𝜙𝜕2

1) 𝑢1] .
(6.19)

These equations, together with the boundary conditions and the fault friction
formation, define the problems to be solved.

6.2.3 Fault as an interface

In the model setup of Chapters 4 and 5, fault friction is assigned as an interface
condition at the surface of 𝑥1 = 0. The fault stress state is described as

𝜏 = sin 𝛼 (𝜎12 + 𝜎11 cos 𝛼)

= 𝐺
sin𝜙 [𝜕1𝑢2 + (1 − 2 cos2 𝜙) 𝜕2𝑢1 + cos𝜙 (𝜕1𝑢1 − 𝜕2𝑢2)]

𝜎𝑛 =𝜎11 sin2 𝛼
= (𝜆 + 2𝐺) 𝜕1𝑢1 + 𝜆𝜕2𝑢2 − 2𝐺 cos𝜙𝜕2𝑢1

(6.20)

where 𝜏 is the shear stress and 𝜎𝑛 is the normal stress on the fault plane. The
fault slip 𝑑 is the difference of the displacements on the two sides of the fault

𝑑 = [𝑢2] + [𝑢1] cos 𝛼
= [𝑢2]

(6.21)

where [ ] is used to denote the difference [𝑢] = 𝑢|𝑥=0+ − 𝑢|𝑥=0+. The difference
of the 𝑢1 is zero as no fault opening is assumed. The stresses 𝜏 and 𝜎𝑛, together
with the slip rate 𝑉 ≡ ̇𝑑, follow the rate‐and‐state friction formulation.

6.2.4 Boundary conditions

The top surface is prescribed with constant stress due to the gravity of the over‐
burden, which is equivalent to a free surface boundary condition. The stress
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state is expressed as

𝜎𝑦𝑦 =𝜎22 sin2 𝛼
= (𝜆 + 2𝐺) 𝜕2𝑢2 + 𝜆𝜕1𝑢1 − 2𝐺 cos𝜙𝜕1𝑢2

𝜎𝑥𝑦 = sin 𝛼 (𝜎12 + 𝜎22 cos 𝛼)

= 𝐺
sin𝜙 [𝜕2𝑢1 + (1 − 2 cos2 𝜙) 𝜕1𝑢2 + cos𝜙 (𝜕2𝑢2 − 𝜕1𝑢1)] .

(6.22)

Both the shear stress 𝜎𝑥𝑦 and the normal stress 𝜎𝑦𝑦 are constant. The other
boundaries are prescribed with free‐slip boundary condition.
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7.1 Main findings in the previous chapters

Recent developments in instrumentation and methodology are advancing our
understanding of earthquake processes. However, despite the fact that some
medium to large earthquakes have been witnessed to revisit the same fault
(e.g. the Parkfield earthquakes [Roeloffs and Langbein, 1994]), observations on
the repetitive occurrence of significant, destructive earthquakes in nature re‐
mains highly exceptional [Segall andHarris, 1987;Chlieh et al., 2004;Prawirodirdjo
et al., 2010]. This limits the continuous monitoring of whole earthquake se‐
quences, from interseismic loading to nucleation, seismic rupture, until post‐
seismic relaxation. Moreover, these natural observations are usually confined
to the Earth’s surface, distant from the earthquake source. These indirect mea‐
surements often demand the use of inverse modeling methods for interpreta‐
tion. To compensate for this limitation, laboratory experiments are conducted
with the rock samples collected from outcrops or boreholes, with some of them
using the in‐situ temperature and pressure conditions [Verberne et al., 2014; Chen
et al., 2015;Hunfeld et al., 2017]. These experiments generate a diverse slip spec‐
trum from earthquakes in a quasi‐regular sequence to complex nucleation and
rupture patterns [McLaskey and Lockner, 2014; Passelègue et al., 2020]. However,
these experiments analyze samples on a confined millimeter to meter scale,
posing challenges in extrapolating their findings to a larger, natural scale. To
supplement these observations, it’s essential to understand the multi‐physics,
multi‐scale mechanisms that drive fault slip. Numerical models serve as a cru‐
cial link to overcome the inherent limitations of natural and experimental ob‐
servations in terms of their spatial and temporal coverage. They significantly
contribute to our comprehension of earthquake sequences and ultimately aid in
refining long‐term seismic hazard assessments. In this thesis, I simulate fault
behaviors under various conditions and scenarios, such as in laboratory exper‐
iments (Chapter 3), tectonic environments (Chapter 2), and induced conditions
in a gas reservoir (Chapter 4 & 5). My numerical models aim to substantially
enhance our understanding of earthquake processes, bridging the gap between
laboratory experiments and natural occurrences.

A common concern among numerical modelers is determining the appropri‐
ate model complexity for addressing their research objectives. They often pon‐
der how dimension reduction might affect their results both qualitatively and
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quantitatively. In Chapter 2, I systematically examine the advantages and lim‐
itations of simplifications that eliminate spatial dimensions in quasi‐dynamic
earthquake sequencemodels, from 3‐Dmodels with a 2‐D fault plane down to 0‐
D or 1‐Dmodels with a 0‐D fault point. My analysis shows that 2‐D or 3‐Dmodels
exhibiting quasi‐periodic characteristic earthquakes display qualitatively sim‐
ilar behavior to lower‐dimensional models. Certain coseismic characteristics
like stress drop and fracture energy are largely controlled by local frictional pa‐
rameters and are hence comparable. Nevertheless, dimension reduction quan‐
titatively affects other observations. I note increased recurrence intervals, co‐
seismic slip, peak slip velocities, and rupture speeds. These changes are primar‐
ily due to the elimination of velocity‐strengthening patches that transmit tec‐
tonic loading onto the velocity‐weakening fault patch. The reducedpresentation
of these velocity‐strengthening patches reduces the interseismic stress rates in‐
side the nucleation zone and thus amplifies the slip deficit, which results in a
larger coseismic slip. The impact of dimension elimination from 3‐D to 2‐D is
also reflected in a smaller nucleation length. A concise theoretical framework is
developed to support this explanation quantitatively. By incorporating an equiv‐
alent stressing rate at the nucleation length ℎ∗ of 2‐D and 3‐D models, 0‐D or
1‐D models can also effectively reproduce the recurrence intervals of higher‐
dimensional models. Given the computational efficiency of lower‐dimensional
models that run over amillion times faster, dimension reduction not only allevi‐
ates energy‐consuming simulations but also enhances the efficiency of projects
that require monotonous repetitions of forward models. This chapter provides
the first qualitative and quantitative guidance on economical model design and
interpretation of modeling studies.

Recent large‐scale laboratory experiments exhibit varying nucleation locations
with changing nucleation lengths, which is analogous to natural observations.
It is hypothesized that fault heterogeneity plays an important role. Considering
the significant impact of effective normal stress on fault strength and fracture
energy, in Chapter 3, I employ an earthquake sequence model to quantitatively
investigate the influence of normal stress heterogeneity on earthquake nucle‐
ation and the subsequent sequences. My model features a stochastically vari‐
able, spatially heterogeneous normal stress field, analogous to a 2‐meter scale
laboratory experiment. My analysis identifies five regimes of earthquake nucle‐
ation and slip behaviors governed by the ratio of the heterogeneity wavelength
(𝜆) to the nucleation length (𝐿𝑐). For instance, full ruptures are observedwhen 𝜆
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is significantly smaller than 𝐿𝑐, displaying slips and recurrence intervals akin to
those on homogeneous faults with the same averaged normal stress (termed the
homogenized nucleation regime). However, frequent occurrences of slow slip
events and partial ruptures prevail when 𝜆 is much larger than 𝐿𝑐, wherein each
earthquake’s nucleation length depends on the local stress level (localizednucle‐
ation regime). Interestingly, as 𝜆 approaches themagnitude of 𝐿𝑐, nucleation lo‐
cationsmigrate between lownormal stress regions (LSR) andhigh normal stress
regions (HSR).When 𝜆 is larger than 𝐿𝑐, earthquakes nucleate in LSRs, andHSRs
function as barriers (LSR‐preferred nucleation regime). However, HSRs and
LSRs exchange their roles when 𝜆 is smaller than 𝐿𝑐 (HSR‐preferred nucleation
regime). Nucleation can also migrate from an LSR to its neighboring HSR in a
single earthquake, when 𝜆 is between the minimum and maximum nucleation
length of the heterogeneous fault (migratory nucleation regime). In this case, a
large amount of aseismic slip and the associated stress drop are observed in the
initial LSR, which can be linked to the migration of foreshocks documented in
natural and laboratory observations. Identifying these five regimes holds signif‐
icance in estimating the seismic potential of natural faults. Given that the stress
state of most natural faults remains unknown, my findings are of particular in‐
terest in induced seismicity settings where human activities significantly im‐
pact (or even control) the effective normal stress. Additionally, my study offers
an explanation for the observed aseismic slips during earthquake nucleation,
foreshocks, and their spatial migration using fault stress heterogeneity, shed‐
ding light on understanding fault stress levels based on geodetic observations
of foreshocks and preslips.

Current knowledge suggests that faults in the shallow subsurface should resist
earthquake nucleation, because their frictional strength increases as slip accel‐
erates. Yet, these supposedly stable faults frequently experience earthquakes
induced by human exploration of the subsurface. In Chapter 4, I simulate earth‐
quake sequences on anormal fault governedby rate‐and‐state friction, crosscut‐
ting a depleting gas reservoir, for millions of years since its last tectonic activity.
I solve the paradox by demonstrating that single earthquakes can indeed nucle‐
ate on velocity‐strengthening faults following long‐term fault healing over mil‐
lions of years. Subsequent slip on ruptured segments over human lifetimes is
stable and aseismic. These ruptured segments thus form a barrier inhibiting fu‐
ture, larger, andmore destructive earthquakes. The spatiotemporal evolution of
fault slip on velocity‐strengthening faults during nucleation and the subsequent
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coseismic phases is qualitatively similar to the scenario on velocity‐weakening
faults, but with a different nucleation length. To describe this, I extend the cur‐
rent analytical expression of nucleation length to the velocity‐strengthening do‐
main with the contribution of frictional healing taken into consideration. The
mechanism causing a single earthquake relates to the healing during the tec‐
tonic inactivity that increases fault strength and the slip weakening after fault
failure caused by induced stress accumulation. Together this leads to fault fail‐
ure with a subsequent adequate stress drop. Both mechanisms relate closely to
the evolution parameter 𝑏 in rate‐and‐state friction. This revelation emphasizes
that velocity‐strengthening rocks, previously deemed safe in sustainable explo‐
rations, can unexpectedly host earthquakes, making them potentially riskier
than previously presumed. I therefore quantify the potential of any fault to
experience induced seismicity in terms of the required healing time and suffi‐
cient stress drop upon fault reactivation. With a geological timescale of healing,
the conventional divide between seismogenic and non‐seismogenic frictional
properties at velocity‐neutral (𝑎/𝑏 = 1) is shifted substantially to the velocity‐
strengthening side: 𝑎/𝑏 = 1.3, and at most 𝑎/𝑏 = 1.7 with dynamic weaken‐
ingmechanisms taken into consideration. My explanation and quantification of
how earthquakes occur on conventionally stable, velocity‐strengthening faults
illustrates the importance of a better understanding and quantification of fault
healing and its implications on seismic hazard. This is critical to correctly assess
induced seismic hazard in all traditional and sustainable settings. Considering
recent political and societal unrest, reliable hazard assessments may well be a
key factor in deciding howmuch the shallow subsurface can contribute to tran‐
siting towards sustainable energy.

A closer look at the Groningen reservoir reveals that there are five major lay‐
ers, from the top to the bottom: the Zechstein rocksalt, the Basal Zechstein
anhydrite/carbonate, the Ten Boer claystone, the Slochteren sandstone reser‐
voir, and the carboniferous shale/siltstone. According to Chapter 4, the velocity‐
weakening Basal Zechstein layer is seismogenic and the velocity‐strengthening
Slochteren sandstone becomes seismogenic with a geological timescale of heal‐
ing due to a large rate‐and‐state parameter 𝑏, while the other layers of claystone
or shale are non‐seismogenic due to their low or evennegative 𝑏parameter. This
speculation raisesmore critical questions about whether the seismogenic layers
will be actually activated to nucleate earthquakes and whether the seismic rup‐
ture can propagate into other layers. Addressing seismic hazard in Groningen
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necessitates a good understanding of locations of earthquake nucleation and
arrest. Despite advancements in instrumentation in recent years, seismologi‐
cal observations fail to sufficiently answer these fundamental questions due to
measurement and inversion uncertainties. In Chapter 5, I applied the theory
andmodel from earlier chapters to build amore realistic Groningen earthquake
sequence model using lithology‐dependent friction and elastic parameters ob‐
tained from in‐situ and laboratorymeasurements. The simulations indicate that
earthquakes originate from the velocity‐strengthening sandstone reservoir and
rupture across the entire reservoir width. However, compared to the homo‐
geneous model used in Chapter 4, a larger pore pressure change is required
due to the less efficient loading resulting fromheterogeneous elastic properties.
I found no evidence of earthquakes nucleating within the velocity‐weakening
Basal Zechstein layer, nor did this layer rupture seismically. Additionally, the
rupture in our simulations did not extend into the underburden, represented
by a velocity‐strengthening Carboniferous shale layer. I find that the pore pres‐
sure change outside the reservoir is minimal, such that the stress state at the
fault is far from critical. This strong stress valley forms an efficient barrier in‐
hibiting propagation to larger depths. On top of that, the fault segments that
are velocity‐strengthening and do not exhibit healing (negligible size of 𝑏) did
not build up strength during the geological timescale, which is required to trig‐
ger a large stress drop upon activation. Consequently, earthquake nucleation
should not be expected, and dynamic rupture should be arrested in these ar‐
eas. Hence rupture propagation is mostly restricted to within the reservoir. Its
reduced possibility of propagating into the under‐ and overburden reduces the
total seismic energy release and thus the anticipated moment magnitude. This
finding holds substantial implications for estimating the maximum earthquake
magnitude and defining seismic hazards in Groningen. Given uncertainties in
parameters and fault geometry, I will build on our latest model with a high like‐
lihood to rupture into the Carboniferous underburden and test whether other
factors, such as reservoir thickness and fault offset, will allow seismic propaga‐
tion into the underburden.

The development and validation of the two code packages used in this thesis are
introduced in Chapter 6. Garnet is used in Chapters 2 and 3. Validation of Garnet
includes employing the benchmarkproblemsBP1‐BP6 fromSouthernCalifornia
EarthquakeCenter (SCEC) to comparemy simulationof fully dynamic andquasi‐
dynamic sequences of earthquakes and aseismic slip in 2‐D and 3‐D, whichmay
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also involve fluid diffusion along the fault, with the participating codes from the
community. Besides these developments based on the existing code package
Garnet to model various dimensions, scales, and heterogeneous fault stress, a
completely new code is developed to accurately accommodate the dipping fault
used in Groningen, including the realization of heterogeneous stress state, fric‐
tional properties and mechanical properties, the implementation of frictional
healing, and controlled pore pressure change due to gas production. This MAT‐
LAB code that I developed from scratch is employed in Chapters 4 and 5.

7.2 Outlook

In this section, I will discuss overarching issues within the thesis and propose
future avenues for research. This includes ongoing projects and challenges that
require community attention. This work is also part of NWO’s DeepNL project
InFocus which aims at building physics‐based forward models and understand‐
ing the physics of earthquakes in Groningen, at building and testing data as‐
similation tools to forecast laboratory and ultimately natural earthquakes, and
eventually at helping to minimize the effects of earthquakes for society. I build
forwardmodels that provide the physics‐based input for the assimilation of lim‐
ited and uncertain observations. My collaborator Diab‐Montero uses data as‐
similation techniques to combine my models with observations to obtain a bet‐
ter forecastability of earthquakes and slow slip events.

7.2.1 Using data assimilation for earthquake forecasting

*Partly published as: Diab-Montero, H. A., Li, M., van Dinther, Y., & Vossepoel, F. C. (2023).

Estimating the occurrence of slow slip events and earthquakes with an ensemble Kalman filter. Geo-

physical Journal International, 234(3), 1701-1721.

Our ability to forecast future earthquakes is hindered by the very limited infor‐
mation on fault states. The current state of stress, strength, and frictional pa‐
rameters governing fault slip are highly uncertain. Ensemble data‐assimilation
methods offer a way to estimate these variables by combining physics‐based
models, proposed in this thesis, with observations while considering uncertain‐
ties [Van Dinther et al., 2019a]. However, Van Dinther et al. [2019a] is limited to
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Figure 7.1: Estimated evolution of on-fault (a, b) shear stress, (c, d) slip rate, and (e, f) state 𝜃 for
(a, c, e) slow slip events and (b, d, f) earthquakes. The red dashed lines indicate the start of data
assimilation. The solid black line represents the true model, the green solid line is the ensemble mean
and the light green lines represent the ensemble members. The ensemble spread is shown as the light
green hatched area, which is one standard deviation below and above the ensemble mean and corre-
sponds to the ensemble members between the percentiles P16 and P84 of the ensemble distribution.
Cited from Figure 5 in Diab-Montero et al. [2023].
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assimilating observations from a single point in synthetic experiments. Within
theDeepNL InFocusprojectmycollaborators and I aim to enhance the estimates
of the recurrence of slow slip events and earthquakes using limited observa‐
tional data of low frequency and accuracy, from both synthetic and laboratory
experiments. In this section, the main findings of this work, published in a co‐
authored paper, are summarized with a focus on using data assimilation meth‐
ods to expedite fault slip forecasts. I conduct perfect model tests to assess the
effectiveness of data assimilation.

An ensemble Kalman filter (EnKF) is employed to estimate the fault state, in‐
cluding shear stresses, slip rates, and the state 𝜃 of rate‐and‐state friction in a
1‐D model. Noised shear stress and velocity are acquired at a short distance
to the laboratory fault and then assimilated. Before data assimilation, ensem‐
ble members provide random estimates of earthquake occurrence and stress
loading. Themean value of thesemembers is almost constant thus I cannot dis‐
tinguish between interseismic and coseismic phases (Fig 7.1). Following data
assimilation, there is a significant reduction in the spread of the ensemble for
all hidden states, evident after assimilating the first observation. This synchro‐
nization of ensemble members is clear from the occurrence of the first slow
slip event, which is forecasted even after only assimilating a single observation
(Fig 7.1a). The first earthquake takes place after the assimilation of the second
observation. Despite introducing uncertainties in shear stress estimates, the en‐
semble accurately predicted the timing of the stress drop (Fig 7.1b). Subsequent
earthquake sequences demonstrate that the EnKF estimates are well synchro‐
nized with the truth. Data assimilation substantially improves the estimates of
the temporal occurrence of slow slip events and, to a large extent, earthquakes
(Fig 7.1). There is a very low forecasting failure rate of about 10% when using
short alarms of just 10% of the recurrence interval. In other words, most slow
slip events could be forecast half a year before their occurrence, andmost earth‐
quakes around 2 years in advance. These results affirm that data assimilation is
a promising approach for combining uncertain physics with indirect, noisy ob‐
servations in forecasting both slow slip events and earthquakes. The capacity
of data assimilation to improve estimates of fault slips suggests its potential to
advance the field of earthquake forecasting.

The method is being extended to 2‐D and 3‐D earthquake models to further
demonstrate its ability to estimate state variables and will be eventually applied
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Figure 7.2: (a) The 2-m fault model in the NIED laboratory in Japan [Ji et al., 2023]. Fine-ground
material (gouge) is spread between two sandstone blocks to simulate a gouge layer, with a variable
extent between 0.5 and 1.5 m. (b) Numerical model simulating the laboratory experiment. We
only model the bottom half of the model while taking the system stiffness into account. The gouge
layer is assumed to deform elastically with its infinitely thin surface following rate-and-state friction.
(c) Comparison between numerical simulation (black) and laboratory experiment (orange) results.
Figure shows the evolution of the frictional coefficient since a loading velocity switch from 0.1 to 0.01
mm/s.
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to forecast laboratory earthquakes introduced in Chapter 3. To achieve this, I
developed forward models in 2‐D and 3‐D that represent a 2‐m direct‐shear lab‐
oratory setup, featuring an array of shear‐strain gauges and piezoelectric trans‐
ducers located at a short distance from the fault. By tuning themodel stiffness, I
generated earthquake sequences qualitatively comparable to what are observed
in the experiments (Fig 7.2). These models are being used to test the data as‐
similation tool in forecasting the labquakes. By assimilating the data collected
from the strain gauges, we expect to realize a quantitatively better forecast qual‐
ity. Comparisons between the models in different dimensions will also provide
insights into the challenges associated with this space‐time system and uncover
the most important variables to assimilate.

7.2.2 Unaddressed physical processes

Throughout this thesis, I constructed models for diverse scenarios, ranging
from laboratory experiments to both natural and induced earthquakes. The pri‐
mary framework employed was a rate‐and‐state‐friction (RSF)‐controlled pla‐
nar fault embedded in an elastic medium. However, this approach limited the
ability to address crucial physical processes influencing fault slip behavior. No‐
tably, the effect of heat. High temperatures in tectonic settings like subduc‐
tion zones, are well‐known for their influence on the viscous and plastic defor‐
mations [Van Dinther et al., 2013b,a]. Even for induced seismicity at shallower
depths, the temperature already exceeds 100 degrees Celsius. This high temper‐
ature, together with the high pressure, has a major influence on the frictional
properties of most rocks. For example, an experimental study shows a transi‐
tion of carbonates from slight velocity‐strengthening to velocity‐weakening at
the reservoir temperature [Verberne et al., 2014]. These impacts are more or less
reflected in the parameter choices I made, but not simulated directly. Besides
the background temperature, fast slip itself can generate a huge amount of heat
in a short time, which increases the temperature of the fault gouge significantly
[Tullis and Goldsby, 2003; Goldsby and Tullis, 2011]. The flash heating formulation
utilized in this thesis reflects its impact on reducing the friction coefficient at
high slip rates. However, mymethodology did not account for the thermal pres‐
surization effect, not to mention the changes in the mechanical properties of
rocks and fluids. My future research will explore the impact of heat on all these
related processes.
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The use of rate‐and‐state friction to describe the plastic behavior of fault gouge
marked a significant departure from the traditional Mohr-Coulomb failure crite-
rion + slip-weakening law combination, since RSF accounts for the velocity de‐
pendence of the plastic deformation. However, RSF remains a phenomenolog‐
ical law based on an infinitely thin fault assumption. Recent studies propose
extending this framework into the inelastic medium by using the strain rate to
replace the slip rate in the classic RSF formulation [Herrendörfer et al., 2018] or
exploring alternative plasticity descriptions [Pranger, 2020; Pranger et al., 2022;
Goudarzi et al., 2023]. Some of these alternatives introduce a viscous compo‐
nent to the plastic flow law to make up for the inherent shortcomings of the
RSF formulation, particularly its lack of a localization length scale. Stepping
one step beyond RSF is crucial when modeling shear bands instead of infinitely
thin fault surfaces. My Groningen model already encountered this challenge in
dealing with the ductile Zechstein rocksalt layer. This layer, positioned at the
top of the Groningen fault system, terminates the faults due to its inherently
creeping nature (see Fig 5.4c). The creep behavior of the Zechstein rocksalt sig‐
nificantly influences stress distribution, resulting in a notable reduction of fault
normal stress in all underlying formations, including the reservoir sandstone.
The juxtaposition of rocksalt with other rock types further impacts the horizon‐
tal stress state across the fault [Buijze, 2020]. As a result, the fault failure re‐
quires a smaller pore pressure change. To simplify the model, I have assumed
the rocksalt fault segment to be velocity‐strengthening, allowing it to predom‐
inantly experience creeping behavior. However, this simplistic approach does
not adequately capture the ductile deformation after faults terminate. There is
a clear need for future research to surpass the limitations of the rate‐and‐state
friction framework to better represent the dynamics of the fault core.

Another unexplored aspect is the influence of fluid presence and flow, a topic
gaining attention in the scientific community for its impact on earthquake‐
related processes [Zhu et al., 2020]. The Southern California Earthquake Center
(SCEC) benchmark project is actively developing challenges to evaluate various
groups’ abilities in modeling fluid flow. I participated in the most recent chal‐
lenge, BP6, which focuses on an aseismic transient driven by fluid injection and
1‐D diffusion along a planar velocity‐strengthening fault in a 2‐D homogeneous,
linear elastic whole space [Lambert et al., 2023]. However, in this thesis, I did not
incorporate fluid flow into the models. In the Groningen model, I assumed the
pore pressure change to be homogeneous within the reservoir, based on obser‐
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vations of relatively uniform depletion andminimal pressure differences across
faults [van Oeveren et al., 2017]. This approach established a one‐way coupling
between pressure changes and rock deformation, neglecting any feedback from
rock deformation on pressure changes due to the compressibility of gas [Buijze
et al., 2019]. Additionally, I neglected the pore pressure diffusion outside the
reservoir. Observations in the Ten Boer claystone layer indicate depletion, al‐
beit lagging behind the depletion observed in the sandstone reservoir by 7 MPa
[Burkitov et al., 2016]. The Ten Boer’s lower static friction coefficient led to reac‐
tivation at lower pressure changes compared to the Slochteren sandstone, po‐
tentially resulting in aseismic slip due to inefficient stress drop. On top of the
Ten Boer is the velocity‐weakening Basal Zechstein layer. It is speculated that
the pore pressure change in this layer may not be enough to activate it due to its
composition of low‐permeabilitymaterials and its increased strength fromheal‐
ing features. In short, the inclusion of fluid diffusion may not significantly alter
current conclusions. However, all these speculations are to be justified by future
numerical and laboratory studies. Nevertheless, assuming homogeneous pres‐
sure changes within the reservoir ignores the diffusion and convection within
the reservoir, as well as the permeability of fault interfaces. This approximation
precludes the instantaneous traction of the pressure front. The interaction be‐
tween the fluid pressure front and the rupture front emerges as a crucial factor
in controlling rupture dynamics, as evident in previous numerical and experi‐
mental studies [Garagash and Germanovich, 2012;Dublanchet, 2019]. Future work
should carefully consider the presence of fluids.

These identified gaps underscore the importance of extending the currentmod‐
els to address heat effects, improve plasticity descriptions, and incorporate
the influence of fluid presence for a more comprehensive understanding of
earthquake‐related processes.

7.2.3 Heterogeneity in laboratory and Groningen

The definition of heterogeneity within the scientific community lacks consis‐
tency, primarily because the concept is inherently multi‐faceted and can be ap‐
proached differently at various length scales. This nature is also reflected in lab‐
oratory experiments and numerical simulations. Some models identify them‐
selves as heterogeneous with just a single anomaly, be it in numerical simula‐
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tions [Dong et al., 2022] or laboratory experiments [Cebry et al., 2023]. Others
incorporate periodic or binary anomaly sequences to represent heterogeneity
in both numerical [Luo and Liu, 2021] and experimental settings [Gounon et al.,
2022]. However, the true nature of heterogeneity is far from straightforward,
and its randomness deviates from simple descriptions like a Gaussian distribu‐
tion. Laboratory observations suggest a bimodal Gaussian distribution of fault
roughness [Selvadurai et al., 2023]. This distribution, featuring two characteris‐
tic roughness scales, finds support in the tribology community for its fitting rep‐
resentation of wear processes during friction [Adachi and Kato, 2000; Hu et al.,
2019]. As the slip‐weakening distance concept is linked to the renewal of con‐
tact surfaces at the microscopic scale, these two roughness length scales could
potentially reflect two slip‐weakening distances. An updated version of the rate‐
and‐state friction formulation introduces another state variable and another set
of 𝑏 and 𝐷𝑐 parameters based on experiments showing a two‐stage evolution of
fault friction [Blanpied and Tullis, 1987], prompting a possibility to relate the two
phenomena. Natural observations further complicate the heterogeneity land‐
scape, suggesting that fault heterogeneity may exhibit fractal characteristics
[Brown and Scholz, 1985; Okubo and Aki, 1987; Ohnaka, 2003; Candela et al., 2012].
In this scenario, structures exist at any wavelength, challenging the notion of a
characteristic length scale [Ide and Aochi, 2005].

Within this thesis, I employed the term heterogeneity to denote non‐uniformity
at two distinct length scales. At a larger scale, I modeled a heterogeneous fault
in a gas reservoir due to the cross‐cutting of different lithological layers (Chap‐
ter 5). Here, lithology‐specific elastic and frictional properties remain fixed and
constant. On this scale, there are also heterogeneities caused by large‐scaleme‐
chanics such as overburden gravity, tectonic folding and bending, and stress
perturbation of large seismic slips. They canbemeasured and studied in a deter‐
ministic fashion [Yang et al., 2012;Michel et al., 2021; Taufiqurrahman et al., 2023].
However, heterogeneity arises also within each lithological layer. For example,
the Basal Zechstein layer in Groningen comprises staggered anhydrite‐rich and
carbonate‐rich sublayers (Fig 5.1b). The changes in mineral components with
depth and location influence macroscopic properties. Statistical methods may
better capture these smaller‐scale features. Fault roughness is another example.
At this length scale, Imodeled aheterogeneous fault in the laboratorywith a ran‐
dom normal stress distribution (Chapter 3). The heterogeneity is characterized
by wavelength and amplitude. Here, exploring the collective behavior of multi‐
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ple stochastic realizations to find their common characteristics becomes more
meaningful. I elaborated on how this wavelength of heterogeneity comes into
playwith other physical length scales to shape the fault dynamics. The interplay
between these different scales, particularly when heterogeneity becomes frac‐
tal, poses a significant challenge in incorporating multiscale heterogeneities
into a unified framework. This challenge underscores the need for continued
research to develop comprehensive models that can account for the rich variety
of heterogeneity observed across different length scales.

7.2.4 Maximum earthquake magnitude and model dimension

Earthquake magnitude is a commonly discussed parameter due to its direct
understandability and comparability for scientists across various subfields of
earth science. The most commonly used magnitude is the moment magni‐
tude 𝑀𝑤, which is defined directly from the seismic moment 𝑀0 by 𝑀𝑤 =
2
3 log10 𝑀0 − 10.7 [Kanamori, 1977]. Seismic moment is a measure of the energy
released during an earthquake, with a physics‐based definition as 𝑀0 = 𝜇𝐴𝑑,
where 𝜇 is the shearmodulus, 𝐴 is the rupture area, and 𝑑 is the average seismic
slip. Understanding themaximummagnitude𝑀𝑚𝑎𝑥 to be expected is crucial for
hazard assessment. Yet, 𝑀𝑚𝑎𝑥 can have different interpretations. Firstly, it may
refer to a statistical estimate of the maximum earthquake size within a given
time frame, such as the largest earthquake in the next 50 years with 90% confi‐
dence. In this context, a longer time frame and a lower confidence may result
in a larger 𝑀𝑚𝑎𝑥. Secondly, it can mean the physically achievable earthquake
size. Considering the entire fault is ruptured thus I have the maximum rup‐
ture area 𝐴𝑚𝑎𝑥 equal to the fault area. Using an empirical scaling law between
seismicmoment and rupture area [Wells and Coppersmith, 1994], 𝑀𝑚𝑎𝑥 can be es‐
timated. However, natural earthquakes often exhibit confined ruptures where
earthquakes do not rupture the whole fault area. Therefore it is questionable
whether this theoretical limit could be achieved.

Numerous hypotheses have been proposed on the topic of why rupture arrests
[Galis et al., 2017]. This thesis has presented a few scenarios such as rupture ar‐
rest due to the change in frictional property fromvelocity‐weakening to velocity‐
strengthening (Chapter 2), due to normal stress heterogeneity (Chapter 3), due
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to dynamic changes in stress state due to fluid extraction (Chapter 4), and a com‐
bination of these factors (Chapter 5). Taking Chapter 5 as an example, the study
in Groningen reveals that ruptures are predominantly confined to the reservoir
depth, which averages 200m in thickness. Other numerical studies support this
observation, suggesting that ruptures larger than 400 m are exceedingly rare
(less than 3% as suggested by Buijze [2020]). However, this is not yet enough to
estimate𝑀𝑚𝑎𝑥, as the rupture area depends on the length in another dimension.
Let’s do a quick calculation. Kraaijpoel andDost [2013] reported that theHuizinge
earthquake (ML3.6), the largest induced earthquake inGroningen, has a rupture
radius of around 400mwith around 5 centimeters of slip. This estimate is based
on a very simple Brunemodel, which assumes circular rupture. Assuming a 200
m rupture length along dip, this implies a horizontal rupture length exceeding
800 m or an aspect ratio of 4:1 or higher. Such horizontal length is plausible but
requires more geophysical evidence to confirm. Actually, recent 3‐D rupture
models for Groningen do indicate substantial horizontal content [van der Heiden
et al., 2022]. Therefore it is still reasonable to say such an earthquake could be
accommodated within the reservoir. However, to validate this hypothesis, 3‐D
models are essential since the rupture arrestmechanism in the horizontal direc‐
tion must be clarified. Onemay propose that this is due to the horizontal length
of each reservoir chamber, or the regions far away from production wells expe‐
rience less pressure change and thus remain stable. Testing these hypotheses
would involve incorporating fluid diffusion into the current code.

Even disregarding these considerations, the third dimension is still crucial and
should not be neglected for accurate modeling and forecasts of future earth‐
quake sizes. A comparison in Chapter 2 highlighted the significantly shorter
recurrence interval in a 3‐D model compared to in its 2‐D counterpart along
the vertical dimension of the fault. The rupture speed in the 3‐D model is also
slower. Interestingly, the vertical rupture speed can be changed if the horizon‐
tal fault length is modified. Consequently, interpreting results from 2‐D sim‐
ulations in a 3‐D context needs delicate treatment. The same principle holds
for using models in 1‐D and 0‐D, as discussed in Chapters 2 and shown in the
comparison between 0‐D and 2‐D reservoir models in 4. Yet, 2‐D simulations ac‐
counting for accurate loading and frictional behavior already provide first‐order
constraints on the possibility to propagate outside the reservoir.
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7.2.5 Quasi-dynamic approximation

Models use different approximations for modeling the dynamic of an earth‐
quake rupture, such as a quasi‐static approach [e.g.,Aochi and Ide, 2017], a quasi‐
dynamic (QD) approach [e.g., Rice, 1993; Ben-Zion and Rice, 1995; Liu and Rice,
2007; Van den Ende et al., 2018] and a fully dynamic (FD) approach [e.g., Lapusta
and Liu, 2009; Kaneko et al., 2010; Thomas et al., 2017; Herrendörfer et al., 2018].
Quasi‐static models solve a series of kinetic problems during interseismic load‐
ing. They cannot simulate desirable fast seismic slip since no dynamic physics is
considered. QD models use the radiation damping term to approximate the en‐
ergy release due to seismic waves emitted perpendicular to the fault, which are
not explicitly simulated [e.g., Rice, 1993; Cochard and Madariaga, 1994; Crupi and
Bizzarri, 2013]. This approximation helps to relieve the restriction in time step‐
ping to simulate wave propagation and reduces the computational demands and
time for many models. However, it is known to introduce qualitative and quan‐
titative differences compared to FD modeling results [e.g., Thomas et al., 2014;
Chen and Lapusta, 2019]. One important consequence is that seismicwave reflec‐
tions from the free surface or lithological layers with high impedance contrasts
cannot be simulated. Since this approximation is widely used in the community,
it is worth discussing the impact it introduces.

In a comparison between the 3‐D QD and 3‐D FD models, FD models exhibit
larger total slip, longer recurrence intervals, higher maximum slip rates, and
shorter coseismic durations compared to QD models (Fig 7.3a,b). In contrast
to the periodic events observed in QD models, FD events display more non‐
periodic features, with small creeps occurring between significant seismic slips
(Fig 7.3b). These local failures suggest amore efficient stress concentration dur‐
ing loading. In the coseismic rupture, FD rupture is twice to three times faster
thanQD rupture (Fig 7.3c,d,f). Consequently, themaximumpeak slip velocity in
FDmodels is four times higher than in QDmodels (Fig 7.3e). FD events are thus
slightly more pulse‐like rather than crack‐like. Thomas et al. [2014] suggests that
FD events can be fully pulse‐like with enhanced coseismic weakening. In other
words, FDmodels generate higher stress concentrations at the rupture tip. This
higher local energy consumption in FDmodels also indicates that if I reduce the
wave‐emitted energy inQDmodels, Imight obtain stronger slip acceleration and
higher peak slip velocity, which is closer to what is in FD models. Therefore, I
conducted a 3‐D QDmodel with amodified radiation damping factor 𝜂∗ to inves‐
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Figure 7.3: Comparison of the 3-D QD and 3-D FD models. The cumulative slip profile of (a) the 3-D
QD model BP4-qd, and (b) the 3-D FD model, along the dip direction ‘EF’ cutting across the prede-
fined nucleation zone ‘N’ are plotted. ‘VW’, ‘VS’, and ‘N’ label the range of VW, VS, and predefined
nucleation zones (see Fig 2.1). The blue lines indicating the interseismic loading are plotted every
20 years, the magenta lines every 20 days and the red lines the coseismic rupture every two seconds.
Note that the slip contour distortions around the depths of 0 and -12 km are introduced into these
cumulative patterns by the predefined nucleation zone, whose properties increased the amount of slip
in that zone for the first event only. (c, d) The arrival time of the coseismic rupture front of the first
event in 3-D, which is measured when slip velocity reaching the seismic limit. The two panels show
the central part of the fault plane, where white color means no seismic slip is observed. Contours are
plotted every five seconds. (e) The maximum slip velocity in multiple earthquake cycles in 3-D QD
model using three different radiation damping factors. (f) The coseismic rupture front arrival time
along the vertical line ‘EF’. Lines end at where no seismic slip is observed. The rupture time of the
corresponding 3-D FD model is plotted as reference.



7.2 Outlook 207

tigate the impact of the radiation damping approximation. While interseismic
characteristics remain consistent across different 𝜂∗ values, coseismic charac‐
teristics vary significantly (Fig 7.3e,f). As I expected, smaller radiation damping
values result in larger rupture speeds, shorter coseismic durations, and higher
peak slip velocities. Specifically, the case with 𝜂∗ = 𝜂/2 shows similar rupture
speed and coseismic duration to 3‐D FD simulations, suggesting the possibility
of fine‐tuning a smaller 𝜂∗ value for better comparability.

However, in QD with 𝜂∗ = 𝜂/2, the slip velocity increased 210% from its ini‐
tial value inside the nucleation zone to the maximum. Whereas in FD, this ac‐
celerating factor is 420%. This indicates that QD models still fall short in ac‐
curately modeling the energy concentration at the rupture tip. In summary, a
strong stress concentration is missing in both the interseismic loading and the
coseismic rupture when the quasi‐dynamic approximation is used. The impact
of omitting the inertia term cannot be fully compensatedwith a radiation damp‐
ing termeven if the factor 𝜂 is fine‐tuned. This feature should be respectedwhen
adopting QD models and interpreting the results. For example, when using FD
models in Groningen, the energy concentration at rupture tip might allow the
rupture to propagate further into the over‐ and underburden.

7.2.6 Uncertainties in model input and output

Every modeler aspires for their model to accurately represent the research sub‐
ject, but uncertainties inevitably exist, influencing the reliability of the results.
This includes how uncertain the parameters are and how representative the
model setup is. In the context of the Groningen reservoir discussed in Chap‐
ter 5, two primary sources of uncertainty are identified. Firstly, uncertainties
arise from frictional parameters, which are highly dependent on experimen‐
tal configuration and conditions [Hunfeld et al., 2017]. Especially the dynamic
friction, when dynamic weakening mechanisms come into play, can undergo
rapid changes, posing challenges to measurement accuracy and the reliability
of current frictional theories [Hunfeld, 2020]. Secondly, the model setup may
not be fully representative of the complex fault systems in Groningen. Consid‐
ering the known and unknown faults with varying fault lengths, dipping and
striking angles, offsets, and stratigraphy, finding a representative model setup
is challenging. In addition, the background pre‐production stress field is highly
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ill‐constrained. All these factors could change fault criticality and thus the po‐
tential of fault activation [Buijze, 2020]. These two sources of uncertainty chal‐
lenge the representativeness of the model output.

While efforts should be continued to reduce uncertainties in input parameters
and enhance knowledge of the model setup variations, there are practical steps
that modelers can take. First, one should compare model outputs to natural
observations. This helps establish consistency and build confidence. For ex‐
ample, the modeled earthquake magnitudes should align with the earthquake
catalog, and in the scenario of Groningen induced seismicity, themodeled pres‐
sure change should match the waiting period between production commence‐
ment and the onset of seismic activity (Fig 4.2). Second, one should conduct
parameter studies to explore the possible parameter space, such as illustrated
in a study on frictional parameters 𝑎, 𝑏, 𝐷𝑅𝑆 for seismic potential (Fig 4.5). This
helps to justify the representativeness of a model and to identify which parame‐
ters influence specific outcomes and the robustness. A third approach involves
self‐convergence tests and benchmarking. Self‐convergence tests refer to em‐
ployingmesh refinements to ensure that a converged result is attained (Fig 2.2).
It is also common to report the convergence rate in other computational sci‐
ence disciplines such as computational fluid dynamics. However, these tests
may not detect errors in model setup and solvers. Model output can nonethe‐
less converge to an incorrect result. This is where benchmarking comes into
play. Benchmarking involves comparing model outputs with exercises featur‐
ing known (often analytical) solutions or comparing with other groups within
the community solving the same exercise (Fig 6.2, 6.3, 6.4). Implementing these
methods collectively would provide modelers and all model users with greater
confidence in their model outputs and a better interpretation.
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