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A B S T R A C T

AI systems are increasingly being adopted across various domains and application areas. With this surge, there
is a growing research focus and societal concern for actively involving humans in developing, operating, and
adopting these systems. Despite this concern, most existing literature on AI and Human–Computer Interaction
(HCI) primarily focuses on explaining how AI systems operate and, at times, allowing users to contest AI
decisions. Existing studies often overlook more impactful forms of user interaction with AI systems, such as
giving users agency beyond contestability and enabling them to adapt and even co-design the AI’s internal
mechanics. In this survey, we aim to bridge this gap by reviewing the state-of-the-art in Human-Centered
AI literature, the domain where AI and HCI studies converge, extending past Explainable and Contestable
AI, delving into the Interactive AI and beyond. Our analysis contributes to shaping the trajectory of future
Interactive AI design and advocates for a more user-centric approach that provides users with greater agency,
fostering not only their understanding of AI’s workings but also their active engagement in its development
and evolution.
1. Introduction

Artificial Intelligence (AI) is being incorporated in almost all as-
pects of professional and personal spheres, including healthcare, ed-
ucation, leisure, and business (Belic et al., 2019; Poola, 2017; Raaij-
makers, 2019; Roll and Wylie, 2016), partially owing to the growing
accessibility of computing resources and the abundance of available
data (Fradkov, 2020). Modern AI tools (e.g., ChatGPT, 2024, DALLE-
3, 2024, Stable Diffusion, 2024) shape public opinion towards the
benefits, rather than the drawbacks, of these technologies, by being
accessible and allowing not only experts but also end-users to exper-
iment directly with their capabilities. At the same time, the reliance
on AI systems for automatic and autonomous decision-making raises
critical concerns on issues such as copyrights, plagiarism, miscon-
duct, and the spread of fake information (Nolan, 2023; Zhong et al.,
2023), as well as the repercussion of AI’s incorrect decision-making on
human lives, including agency loss, privacy loss, bias, and discrimi-
nation (McCormack et al., 2020; Teo, 2023; Collier, 2023). AI is still
technology-centered—with its efficiency largely being measured based
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on system performance metrics rather than the quality of its interac-
tion with humans, especially in practical applications (Xu, 2019). On
the research front, recent studies have explored methods to make AI
systems more adaptable by users and to gain their trust, examining
human satisfaction, traceability, or collaboration (Honeycutt et al.,
2020; Dzindolet et al., 2003; Fügener et al., 2021; Puntoni et al., 2021).
Efforts are also underway for contestability—the ability to oppose
and contest AI decision-making (Alfrink et al., 2020). However, the
application of these methods in practice is still limited.

When it comes to literature evaluation aimed at identifying trends
and gaps in future human-AI interactions, the majority of research is
concentrated on the explainable AI—to make systems understandable
by users (Vereschak et al., 2021; Dwivedi et al., 2023; Došilović et al.,
2018). While this marks progress compared to early studies that solely
assessed AI by (model) performance, these studies adopt the lens of a
rather ‘‘passive’’ human role in decision-making, which typically stops
at the level of receiving explanations for AI decisions or, occasionally,
at the ability to contest them. Beyond that, current implementations
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provide limited agency to users to control and adapt AI systems to
their needs. Active human-AI interaction involves continuous collab-
oration between users and AI systems, ultimately advocating for more
human-centered (a.k.a. true ‘‘human-in-the-loop’’) approaches for sys-
em design (Xu, 2019; Shneiderman, 2020b; Xu et al., 2023). However,
aving an overarching human agency with AI systems also becomes
hallenging to handle without adhering to human-centered approaches.
or instance, the explainability of a system may interfere with its
erformance/complexity, and having more interactions may make the
ystem susceptible to user fallibility. Therefore, a balanced human-
I interaction empowers users to take actions, separates user and AI

asks, and establishes a shared responsibility between the user and the
I system (Shneiderman, 2020b). Research has emphasized the need

or human-centered approaches from different perspectives such as
ransparency, trust, or interaction guidelines (Xu, 2019; Shneiderman,
020b; Amershi et al., 2019; Vereschak et al., 2021; Li et al., 2021;
ohseni et al., 2021; Amershi et al., 2014). However, the majority

f explorations still primarily focus on explanations as the main as-
essment criteria of human-AI approaches/interactions. To the best of
ur knowledge, no systematic literature review study has examined
ontemporary developments in user interaction that are focused on
ostering a more active role for the user in their interaction with the
I system beyond explanations.

Our literature review aims to address this gap by consolidating
nd critically analyzing complementary state-of-the-art approaches in
uman-AI interaction, including studies from the Human-Centered AI,
xplainable AI, and Interactive AI fields, among others, which ex-
end beyond explanations and involve ‘‘explicit’’, ‘‘intentional’’, and
‘informed’’ user interactions with AI systems.

Our systematic analysis, guided by the above-stated research
genda, identifies key research trajectories, patterns, and gaps, focusing
n the active user interaction with AI systems. Among our key findings,
e uncover that a wide range of studies fail to include end-users in

he co-design of AI systems or even in simpler forms of interaction
ith them. In terms of applications, we find that recent research
redominantly explores active interaction in low-risk areas such as
ducation, leisure, and sports, evaluating trivial tasks, while neglecting
igh-risk domains such as healthcare and security. Regarding the goals
f AI systems in their interactions with users, we observe that most
ystems concentrate on enhancing user experience to ultimately support
ser acceptance. Our analysis also reveals that only a handful of
tudies permit active modification of AI mechanics, particularly in the
nteractive Machine Learning (IML) domain. IML explorations present
n opportunity for designing systems that provide a higher degree of
gency and user control, extending beyond system understandability.
inally, across all identified dimensions of analysis (users, implemen-
ations, goals), spanning different fields per dimension, we note that

significant portion of related literature proposes theoretical rather
han practical solutions. This suggests an opportunity for the growth of
nteractive AI towards more practical experimentation to understand
nd shape the emerging field of active AI interaction.

Overall, the contributions of this work are summarized as follows:

• We present a systematic literature analysis of the current state
and bottlenecks in research and practice regarding explicit, in-
tentional, and informed human-AI interaction. Our analysis in-
corporates contributions from various fields, including Human-
Centered AI, Collaborative AI, Contestable AI, Interactive AI,
Interactive Machine Learning, and Hybrid Intelligence.

• We critically evaluate relevant literature, from the perspective of
users, implementations, and goals of AI systems. We then examine
practical interconnections, providing an overview of AI’s impact
on user trust, acceptance, and utilization.

• We synthesize challenges and research gaps, focusing on balanc-
ing system autonomy, user agency, and user needs across various
aspects, such as user experience, transparency, interaction, and
augmentation.
2

• We provide guidelines for future system design to overcome
the identified challenges and gaps towards a more efficient and
balanced interaction of humans with AI systems and vice versa.
These guidelines advocate for participatory human-AI interaction
design and, for reflective evaluation by the relevant stakeholders.

The rest of this paper is structured as follows. Section 2 presents
a brief background of this work, providing an overview of the fields
of explainable AI and human-AI interaction. Section 3 explains our
methodology, covering the inclusion/exclusion criteria, search, data
collection, study evaluation protocols, and definitions/terminologies.
Section 4 delves into our analysis across three main dimensions: (1) AI
Users, (2) AI Implementations, and (3) AI Goals, with each discussing
further sub-dimensions. We accompany the analysis of each of those
dimensions with a summary of our findings to help the reader easily
grasp observed nuances in the state-of-the-art. Section 5 discusses our
findings synthetically, including the extent to which current literature
fulfills the challenges and needs for achieving user-centered interac-
tivity in practice, as well as two common perspectives of interaction
discussed in the literature, namely collaboration and augmentation.
Furthermore, we discuss the critical issue of agency in human-AI inter-
action research, highlighting a nascent but mostly unexplored trend for
user inclusion in the development and evolution of AI systems. Finally,
we discuss issues related to interfacing and outline what is needed
for current research to effectively address interaction challenges. We
also discuss the limitations and suggest future directions for this work.
Section 6 concludes with the key findings of this work.

2. Background

AI witnessed strong performance growth in the past few decades,
transitioning from the phase of mimicking human intelligence to algo-
rithmic dominance (McCarthy et al., 2006; Buchanan, 2005; Epstein,
2015). Human imitation, such as learning, adapting, predicting, and
interacting, has remained fundamental to AI (Annoni et al., 2018;
Dotov and Froese, 2020). However, with the growth in data-intensive
computing, newer techniques such as machine learning (deep neural
networks) and learning everything directly from data emphasize predic-
tive accuracy over the human agency (Copeland, 2000; Fradkov, 2020).
Such developments emphasize measuring the success of a system by its
superior predictive accuracy over others. For instance, many research
studies state the supremacy of their method by outperforming others in
contention, piling up on complexity, and focusing less on human influ-
ence, factors, or needs (Xu et al., 2023). However, with widespread AI
applications in user domains, the accuracy-oriented metric is exposed
to challenges of AI adoption and acceptance in various stakeholder
contexts, for instance, in cases where users need to understand or
contest the decision made by the system.

Growing demand for intelligent systems (those fed on huge data
or computation) in numerous domains leads to complex AI systems
(such as deep neural networks with billions of parameters). Com-
plex AI systems are referred to as ‘‘black boxes’’ that obfuscate the
transparency of their decisions, concealing their internal working from
the user (Guidotti et al., 2018). Tracing how a system learns and
makes decisions becomes challenging with rising complexity (Arri-
eta et al., 2020). Oftentimes, it is difficult to trace how a gigantic
deep neural network works, inhibiting the overall understanding of
how it makes decisions. Consequently, such systems have raised many
ethical questions, making it difficult to apply algorithmic decisions
to the high-stake fields in real-world scenarios, where tracing is im-
perative (Guidotti et al., 2018). For example, this could happen in
various contestable AI applications such as medicine, law, finance,
security, etc., where the rationale for decisions made by the system
is important for end-users. Traceability and contestability approaches
try to curb a lack of understanding about decisions for their users. For
instance, in medical domains, experts often make decisions with causal
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inference, thus requiring far more information to support their diagno-
sis (Tjoa and Guan, 2020; Plass et al., 2022). As described in Plass et al.
(2022), understanding and rationalizing decision-making in medical
diagnosis (Holzinger and Müller, 2021) necessitates utilizing additional
information. For instance, a clinician with years of experience and
knowledge considers several factors before diagnosing a medical case.
These factors may include initial assessments derived from patient
data, medical history, and/or physical examinations. Incorporating
such complementary information enables clinicians to causally sup-
port or refute the decision path for the diagnosis (Plass et al., 2022;
Holzinger and Müller, 2021). Consequently, the demand for methods
that render AI systems more transparent and interpretable, thereby jus-
tifying their decisions with complementary or explanatory information,
grows.

2.1. Explainable AI (XAI)

Explainable AI (XAI) (Xu et al., 2019), in a nutshell, helps users
understand how an AI system makes a decision (Montavon et al., 2018).
XAI encounters opaque AI systems with explanations and traceability
for the decisions made by those. Explainability of AI systems has
been explored in several dimensions, however, there are two widely
accepted strategies across studies (Xu et al., 2019; Dwivedi et al., 2023).
The bifurcation between these two strategies is obvious where one
advocates using transparent/traceable models (i.e., direct interpreta-
tions, like rule-based models) while the other focuses on enhancing
the interpretations of opaque models (Liao and Varshney, 2021). The
former leads to simpler and more acceptable models, however, the
performance of such models also degrades in complex settings. Opaque
models have complex learning architectures, leading to better perfor-
mance compared to simpler models, yet their interpretation is always a
concern (Liao and Varshney, 2021; Arrieta et al., 2020; Došilović et al.,
2018). Therefore, the latter strategy (i.e., Post-hoc explainability) aims
to enhance explanations of such opaque AI models (Liao and Varsh-
ney, 2021). Such models often utilize output tracing, for instance, by
input perturbation to observe how the models’ outcomes change or to
understand the internal working of models by their stakeholders (Koh
and Liang, 2017). However, for an end-user, such explanations or traces
are still very complicated to understand concretely.

XAI, being at the forefront of making complex AI systems more
acceptable, has made substantial developments to augment the user
understanding of how AI systems make decisions (Dwivedi et al.,
2023). Although there are countless calls for XAI, there is still a
substantial lacuna in research for studying the efficacy of the users in
understanding and interacting with AI systems (Došilović et al., 2018;
Abdul et al., 2018). XAI has made many inroads in making AI systems
more acceptable, however, with AI systems having increased real-world
implications and user integration, XAI does not suffice every purpose.
In addition, evaluating XAI approaches with different usage contexts
is still in its infancy with several attempts to make user involvement
effective and adaptive, addressing human factors ranging from exper-
tise to cognitive understanding (Suresh et al., 2021; Liao et al., 2022;
Kim et al., 2023; Stefik, 2023). Evidence from several comprehensive
studies (Dwivedi et al., 2023; Lai et al., 2023; Liao and Varshney, 2021)
corroborates that transparency and understanding of AI systems are
fundamental to users. However, many of these studies only enhance
the interpretation behind the decision-making of AI systems rather than
focusing on how users interact with such explanations. Recent work
highlights the significance of varying stakeholders’ contexts, including
for the end-users, in XAI application deployments (Dwivedi et al., 2023;
Liao and Varshney, 2021). Also, different stakeholders will have dif-
ferent goals and might have significantly different explainability needs
altogether from the same system (Suresh et al., 2021). Stakeholder
involvement in system design (e.g., debugging, evaluation, compliance,
or experience) is important for effective usage (Liao et al., 2022). This
3

involvement varies according to the stakeholders’ needs for the system
explanation. Therefore, the explanation mechanism should be adaptive
to usage contexts necessitating more active user involvement in the pro-
cess. Studies have utilized established frameworks (interview studies,
surveys, etc.) for eliciting users’ XAI needs (Suresh et al., 2021; Liao
et al., 2022; Kim et al., 2023; Lai et al., 2023). However, the current
research focus still neglects to examine how these systems integrate into
established processes thoroughly, and how these are adapted to varying
contexts, yet offering limited opportunities for interaction to end-users
(Yampolskiy, 2019).

2.2. Human-AI beyond explainability

With the ever-increasing integration of AI into numerous domains,
human involvement and interaction with AI systems increase propor-
tionally. This necessitates an active user role with AI systems fostering
better collaboration and acceptance (Shneiderman, 2020b,a). Human-
AI interaction is an area of development to bridge the gap between AI
and humans, stepping on the intersection of AI and Human-Computer
Interaction (HCI) (Xu, 2019). The intersection, being highly elastic,
is an umbrella covering the sole human involvement in the process
of AI development (a.k.a. ‘‘humans-in-the-loop’’) to empowering end-
users as co-creators of (‘‘Interactive AI’’) systems. Enhancing the role
of humans is a core principle in interactive AI, which is often mediated
through some form of collaboration (Epstein, 2015). However, the
existing focus on AI performance often overlooks the collaboration with
users (Renz and Vladova, 2021). Utopian collaboration, although chal-
lenging to achieve, strengthens the expertise of both humans and AI and
overcomes their limitations (Shneiderman, 2020b). For instance, users
complement the AI where it falls short and vice versa. However, several
factors (such as human expertise, fallibility, and socio-technical issues)
inhibit the ideal collaboration (Heer, 2019; Xu, 2019). Therefore, most
collaborations, generally, restrict humans as data providers and feed-
back agents to merely act as consumers of AI systems (Newlands, 2021;
Chignell et al., 2021; Allen, 1994).

Improper integration and collaboration may also undermine the
benefits of human-AI interaction (Strauch, 2017; Honeycutt et al.,
2020), necessitating the development of a well-balanced interaction
framework. Nevertheless, the inclusion of humans in the loop has
shown promising results towards improving decision-making, trust, and
acceptance of AI systems (van der Aalst, 2021; Agrawal et al., 2022).
Human-AI collaboration is always influenced by factors such as user
expertise, their trust in the system, and the ability to have control
over it (Inkpen et al., 2023), for instance when utilizing it to assist
decision-making (Kuang et al., 2023). Interaction can support assisting
users rather than replacing them (Annoni et al., 2018; Dotov and
Froese, 2020). Hence, instead of making AI better than humans, goals
translate to expanding and supporting human creativity (McCormack
et al., 2020). To conceptualize interactivity, the essence of the human-
centered approach positions humans not merely as participants in the
loop but places them at its very core, for instance, by constructing AI
systems with a central focus on users, and inverting the conventional
paradigm of humans adapting to the technology (Shneiderman, 2020b).
This narrative is incontrovertible with the widespread penetration of
AI systems within human lives, calling for approaches and guidelines
for AI development and making humans the center of the design pro-
cess (Auernhammer, 2020). Pioneering work with similar aspirations
by Amershi et al. (2014) and Xu et al. (2023) highlight the need for
empowering end-users in AI systems. Big technology companies such
as Google, Microsoft, and IBM (Google, 2023; Amershi et al., 2019;
IBM, 2023) have also defined guidelines for building AI systems from a
user-centered perspective. However, to what extent the current human-
AI research and development approaches can cater to this shift is still
under-explored. Hence, more interactive explorations are needed to
better understand human participation in AI decision-making.

Summary. A critical research focus lies in identifying methods for
explanations and improving the adoption of opaque AI systems with dif-

ferent stakeholders. We highlighted the limitations of user interaction
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and current issues with the opaqueness (limited interpretation) of AI
systems. XAI has been the central pillar in making AI more transparent
and interpretable for users. XAI has made strides towards achieving this
goal to an extent, many domains have far more integration of expert
and non-expert users with the AI systems, bringing countless human
factors into play. XAI primarily deals with the passive role of humans
in the loop merely going beyond explanations. Hence, the problem tran-
scends beyond explainability, from contesting decisions to adaptations,
requiring effective human-AI interaction. The human-AI interaction,
beyond explainability, advocates for agency and an active role in the
co-creation of AI systems. Hence, it is critical to examine to what extent
the state-of-the-art has progressed in this aspect. Whether current HCI
practices sufficiently support developing interactive human-AI systems
and whether other practical interpretations are being explored. Hence,
a systematic literature evaluation (Mulrow, 1994), from the lens of
human-AI interaction is essential to establish state-of-the-art for current
practices that foster user agency and interactive adaptation/control of
AI systems.

3. Methodology

In this section, we elaborate on the scope and evaluation criteria
of our literature review. We use a method-based developmental lit-
erature evaluation (Palmatier et al., 2018; Templier and Paré, 2015)
to investigate the interactivity in AI systems. Fundamental to system-
atic reviews, we utilize protocols for the assessment of the research
studies (Keele et al., 2007). Protocols, being highly encouraged in lit-
erature research, enhance the quality of the evaluation process (e.g., to
document the analysis and ensure consistency). Preferred Reporting
Items for Systematic Reviews and Meta-Analyses (PRISMA) (Page et al.,
2021) is an effective methodological protocol for document analysis
and assessment. Therefore, with the PRISMA, we followed a systematic
and structured procedure to collect and evaluate research papers for
our study. With initial evaluation, we identified the relevant keywords
for search engine querying. Then, based on those keywords, we col-
lected a data set of primary studies (Meade and Richardson, 1997;
Bartels, 2013) and followed a snowballing (Wohlin, 2014) procedure
to enhance the data set. The following sections explain the processes of
protocol execution.

3.1. Inclusion and exclusion criteria

Before selecting our keywords, we ensured to collect as many
relevant articles as possible by formulating very open inclusion and
exclusion criteria encompassing studies in the human-AI interaction
domain. As interaction was the core focus of this research, we did
not focus on purely technical or algorithmic AI studies. Instead, our
focus was to identify studies openly featuring interaction between hu-
mans and machines and analyze how those interactions are perceived.
Studies dealing with machine-to-machine interactions were excluded,
as our context remains only on the interactions between machines and
humans.

At a later stage, we enforced stricter inclusion and exclusion criteria,
only considering human-AI interaction studies if the interaction with
the user is explicit, intentional, and informed. By explicit we mean
hat the interaction is obvious to the user and it will impact system
unctions. By intentional we mean the user initiates the interaction
i.e., by exercising agency) and remains in control of it, including the
otion that the user also understands the impact of their interaction
nd the functionality of the system. By informed we mean that the
ser is aware of the interaction and does not simply act passively as
data provider in the loop. In the scope of our study, a system is not

onsidered to have an effective interaction if it lacks any one of these
hree aspects. For instance, if the system considers users passively to
nfer their intent (e.g., inferring their interest in a given product based
n user activity) without explicit interaction and dialogue with the
4

ser, the interaction is not considered to be explicit, intentional, and
nformed. In another example, if a system does not allow the user to
nderstand its functionality, either intuitively or through explanations,
he interaction is not explicit or informed. Studies that only provide the
ser with explanations without affording them the possibility of further
nteraction are also put out of scope, since, in this case, the interaction
s informed, but neither explicit nor intentional.

To gather the literature on the subject, we performed an explana-
ory search to select keywords from renowned libraries such as ACM,
pringer, Elsevier, and Science Direct. By screening venues closer to
uman-AI interaction, we identified and finalized our search strings
o query the search engines. The following popular search terms are
ncluded in our representative search strategy.

• Explainable Artificial Intelligence, Explainable AI, XAI
• Contestable Artificial Intelligence, Contestable AI, ContestAI
• Collaborative Artificial Intelligence, Collaborative AI, CollabAI
• Hybrid Intelligence, Hybrid AI
• Interactive Artificial Intelligence, Interactive AI
• Human-centered Artificial Intelligence, Human-centered AI, HCAI
• Interactive Machine Learning, Interactive ML, IML

Each search term identifies a different type of interactivity with the
ser. Well-accomplished abbreviations such as XAI, AI, or ML were also
mbedded where necessary. XAI, with a strong recent interest, grasps
he current mainstream level of explanations for users. Contestable AI
llows the user to object to a decision made by the system. Collab-
rative AI focuses on integrating tasks between humans and AI by
orming teams. Hybrid AI is more of a mixed interaction and is close to
ollaborative AI. The next three terms scout for the level of interactivity
e truly want. Interactive AI/ML was expected to help us retrieve work
ith a similar focus. Finally, human-centered AI links to works purely
n user-centered AI design.

.2. Search and data collection

For more unbiased results, we did not focus on any specific li-
rary to search for our desired results. Based on search terms and
he inclusion criteria, we utilized Google Scholar (Scholar, 2024) and
copus (Scopus, 2024) to identify research material, as well as to ensure
earch diversity. Google Scholar, a widely used scientific search engine,
ffers various search and filter options to get unbiased and a wider
ange of articles. We scanned titles from thousands of initial results to
dentify the primary collection. With a focus on finding research papers,
e excluded books, chapters, editorials, notes, erratum, and letters. We

ncluded articles, conference papers, reviews, and short surveys as they
ll include some level of detailed work and/or are peer-reviewed. Also,
e focused on recent studies and mainly identified/filtered (initial)

esearch studies after 2003 (only 6 known studies before that). Search
esults were then collected from renowned libraries such as ACM Dig-
tal Library, Springer Link, ScienceDirect, Taylor, and Francis, among
ther lesser-known sources to reduce bias towards specific venues.

.3. Study eligibility evaluation

We commenced the review process with an initial extraction of
68 relevant studies. We removed a total of 13 articles that were not
ritten in English or were not retrievable. After the initial identification
nd selection of studies, three authors performed an eligibility criteria
ssessment on the remaining 255 articles to choose representative
tudies, enforcing inclusion/exclusion criteria. The process followed a
wo-step approach: (1) evaluating studies based on title, venue, and
bstract and (2) using full-text versions of the papers that were closer to
election in Step 1. Initially, we used a Google Sheet to code studies into
ifferent levels to specify how the paper relates to human-AI interac-
ions. To ensure the trustworthiness and quality of the coding process,
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Fig. 1. Outline of the step-by-step process followed to find, review, and assess studies. We adapted the procedure from PRISMA (Page et al., 2021), a widely recognized set of
guidelines for systematic reviews.
Table 1
Unique publications identified per search term and engine. After applying the inclusion and exclusion criteria, we retained 39 primary studies
out of 268. From these, we retrieved an additional 15 unique studies using snowballing, resulting in 54 studies in total selected for the survey.
Most of the retained studies are from the Human-centered and Collaborative AI fields, while all examined studies from the XAI were excluded
as those only focus on explainability without further interaction of the user with the AI system.

Search term Identified studies Retained studies

Scholar
(Scholar, 2024)

Scopus
(Scopus, 2024)

Total Primary Snowballing Total

XAI 31 27 58 0 0 0
Contestable AI 30 0 30 1 0 1
Collaborative AI 30 16 46 8 7 15
Interactive AI 30 20 50 6 0 6
Human-centered AI 30 20 50 7 3 10
Interactive machine learning 23 0 23 13 3 16
Hybrid intelligence 11 0 11 4 2 6
Total 185 83 268 39 15 54
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the third author then analyzed the coding of the other two authors and
solved issues of conflicts on classification. With an intraclass correlation
coefficient (Koo and Li, 2016) of 0.94, there was a high agreement
rate and excellent reliability of the categorization between the authors.
Pending issues were discussed collectively to reach a consensus on the
final classification. This phase also ensured that we only considered
papers where human involvement is considered or anticipated.

We employed five categories (levels 0 to 4), classifying studies into
‘‘Duplicate or unusable’’, ‘‘Purely (algorithmic)’’, ‘‘Including user testing’’,
‘Human-in-the-loop (as data provider)’’, and ‘‘User interaction’’ based
n their relevance to interactivity. Through this rigorous process, we
liminated most of the studies that did not meet the inclusion criteria
i.e., user interaction) and derived 39 primary studies for further anal-
sis. The remaining articles lacked at least one of the inclusion criteria
s interaction being explicit, informed, and intentional. The levels are
xplained as follows:

• Level 0: Any remaining duplicates or being off-topic from inter-
actions.

• Level 1: Purely algorithmic AI. Lack of user inclusion with a focus
on the technical system aspects.

• Level 2: User merely as a receiver of information, e.g., which
method works best for the user without actively including the
user.

• Level 3: User as a human-in-the-loop and (passive) data provider,
e.g., human labor is used for data preparation tasks.
5

u

• Level 4: Active and explicit interaction by the user beyond merely
providing data, e.g., providing feedback or modification to the
system.

For the snowballing procedure, we were only interested in the
rticles categorized as level 4. We completed a single iteration of both
orward and backward snowballing. We used Google Scholar to per-
orm forward snowballing to identify papers that cited primary studies
eeting the inclusion criteria. The snowballing ensured that scattered

nteractive AI literature was searched again with a different approach
o reduce the risk of missing relevant work. Snowballing iterations were
ubjected to the same eligibility screening process, adding 15 studies to
he existing 39. Fig. 1 shows the overview of the protocol for eligibility
valuation, while Table 1 shows descriptive statistics of representative
tudies identified and retained for each term. XAI and Contestable
I contribute little due to the lack of studies that directly measure

nteractivity with users (i.e., lacking explicit, informed, and intentional
nteractions). Collaborative AI, Human-centered AI, and Interactive ML
ith 15, 10, and 16 articles, respectively, are the main focus of the

tudy. Interactive and Hybrid AI contribute equally, with 6 studies
ach. Table 2 shows the source description (i.e., libraries databases) of
elected studies. Fig. 2 shows the trend of included studies over the
ears, with only two studies included in the survey before 2014. In
lmost all categories, around 75% of the papers have been published in
he last five years. The surge shows a growing interest in interactivity,
he user experience, and understanding perspectives of AI systems for
ser contexts.
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Fig. 2. Number of included studies per year fulfilling inclusion criteria. The increase in human-AI publications in recent years is evident with a higher number of studies included
in the survey that were published after 2018.
Table 2
Representation of libraries and publishers to the included studies in the survey. The
majority of included studies are published and retrieved from ACM, Springer, and AAAI.
The selection also shows diversity and inclusion from other libraries.

Publication venue Number of papers Total percentage

ACM 20 37.0%
SPRINGER 6 11.1%
AAAI 4 7.4%
TandF 3 5.6%
ELSEVIER 3 5.6%
IEEE explore 2 3.7%
Others 16 29.6%
Total 54 100.0%

3.4. Definitions and terminology

Before analyzing the identified literature in detail, we review the
existing definitions and terminologies around the referenced concepts
in the human-AI literature (Weld and Bansal, 2019; Guidotti et al.,
2018; Mohseni et al., 2021). Human-AI is defined as an integrated
perspective of technology, people, and policies (Auernhammer, 2020).
The definition describes an intersection of HCI and AI, putting more
focus on humans, such as through user-centered design that considers
human factors rather than being technology-centered (Shneiderman,
2020b; Xu, 2019). To focus on interactivity, approaches must strive
for user-centered aspects including agency, augmentation, and collab-
oration built into the design. These terms are often used in conjunc-
tion with interactive AI/ML, or in general, with human-centered AI.
Explainability—as discussed in Section 2, also closely links with the
human-centered approach.

3.4.1. Interactivity and agency
An AI system should form a suitable form of interaction with the

target stakeholders it directly affects. User interactions with AI can be
classified through the scale of interactivity they have with the system.
For instance, we need to ask how a user can interact with the AI system?
what is the interaction method? or what is the purpose of interaction?
to scale interactivity. Interactivity can take several forms, such as ex-
plicit or implicit, leading to consuming (passive) explanations, actively
providing input/feedback on decisions, and contesting or correcting
system decisions altogether (agency). The interaction with AI allows
users to achieve goals in various ways. For example, some systems
allow interaction for feedback (Ramos et al., 2020) while others al-
low the agency to correct decisions (Teso and Kersting, 2019). Some
systems allow implicit interaction through gestures, natural language,
or experience feedback (Patel and Bhalodiya, 2019; Nicholls et al.,
2018). Through explicit interaction, the user can directly feed the
input or response to the AI system. It can be achieved through inter-
faces or controls, for example, by visually interacting with interface
elements (Ramos et al., 2020).
6

3.4.2. Augmentation and control
Augmentation, often a paradox with automation (Raisch and

Krakowski, 2021), is the enhancement of abilities to perceive or
achieve a desired task using AI systems. Automation, including the
one using AI, strives to achieve autonomy to do the task on behalf
of humans, taking control out of their hands. Human-AI approaches
advocate for building augmentative approaches that facilitate users
rather than replacing them. Therefore, the control must remain with
the user to exercise it and the user is always informed or aware of it.
Augmentation can work both ways: (1) AI enables users to enhance
their understanding of the problem, and (2) human expertise improves
the system’s performance. Augmentation is also defined as how the
collaboration is carried out in human-AI design to reach the respective
goals.

3.4.3. Human-centered design
Human–computer interaction advocates for designing systems that

match human cognition and mental models. The human-centered de-
sign focuses on making systems more acceptable and benevolent. The
design of AI systems that cater to human factors such as their men-
tal models, satisfaction, and expertise is considered human-centered,
prioritizing user needs over algorithmic proficiency. Various guidelines
are proposed that can be employed in building human-centered design
(i.e., by prioritizing user needs) (Amershi et al., 2019; Google, 2023).
For instance, design should include an explicit and informed under-
standing of the AI systems, their functionalities, and their limitations to
end-users. Human-centered design can be attributed to an understand-
ing of who the users are, the tasks they perform, and the objectives
they want to achieve. For instance, many AI systems achieve this task
by creating a better experience for the users to match their needs with
expectations (Feng and McDonald, 2023).

4. Analysis of dimensions

Building on the methodology, we utilized selective coding to cap-
ture research attributes from the shortlisted studies. We iteratively
connected interrelated emerging patterns and analysis insights using
a design thinking approach (Design Presentations, 2023). The details
of captured attributes and analysis insights (dimensions) are listed in
Table 3. Attributes were grouped in terms of users (AI, domain, novice
users), data modality (text, image, A/V, sensors), implementation (solu-
tion, prototype, theory), application area (health, business, education,
leisure), and study goals (user experience, transparency, interactivity,
adaptation). Attributes such as interactivity, human involvement, adap-
tations, and agency were reviewed cohesively. Fig. 3 shows an overall
summary of analysis dimensions and their sub-categorizations. Next,
we evaluated the identified dimensions against stated objectives and
contributions related to interactive AI. We acknowledge the limitations
of analysis as being based on the information available in publications’

content.
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Table 3
Description of unique publications along with dimensions and sub-categories for analysis of identified literature.
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1 Fails and Olsen (2003) Primary IML
2 Ruttkay et al. (2006) Snowballing CollabAI
3 Amershi et al. (2014) Primary IML
4 d’Inverno and McCormack

(2015)
Primary CollabAI

5 Kulesza et al. (2015) Snowballing CollabAI
6 Holzinger et al. (2016) Snowballing CollabAI
7 Kamar (2016) Primary HybridAI
8 Koch (2017) Primary CollabAI
9 Dellermann et al. (2019) Snowballing HCAI
10 Koch and Oulasvirta (2018) Primary CollabAI
11 Nicholls et al. (2018) Primary CollabAI
12 Xie et al. (2019) Primary InteractAI
13 Patel and Bhalodiya (2019) Primary InteractAI
14 Liu et al. (2019) Primary InteractAI
15 Heer (2019) Snowballing HCAI
16 Teso and Kersting (2019) Primary IML
17 Cai et al. (2019) Snowballing IML
18 Morteza et al. (2019) Primary HybridAI
19 Sanfeliu Cortés et al. (2020) Primary CollabAI
20 Mruthyunjaya and Jankowski

(2020)
Primary CollabAI

21 McCormack et al. (2020) Snowballing CollabAI
22 Kambhampati (2020) Snowballing CollabAI
23 Yang et al. (2020) Primary InteractAI
24 Dotov and Froese (2020) Primary InteractAI
25 Shneiderman (2020b) Primary HCAI
26 Shneiderman (2020a) Primary HCAI
27 Auernhammer (2020) Primary HCAI
28 Honeycutt et al. (2020) Primary IML
29 Carney et al. (2020) Primary IML
30 Wexler et al. (2019) Primary IML
31 Ramos et al. (2020) Primary IML
32 Peeters et al. (2021) Primary HybridAI
33 Agostinelli et al. (2021) Primary CollabAI
34 Fügener et al. (2021) Snowballing CollabAI
35 Puntoni et al. (2021) Snowballing CollabAI
36 Xu et al. (2023) Primary HCAI
37 Urban Davis et al. (2021) Snowballing HCAI
38 Chignell et al. (2021) Primary IML
39 Mishra and Rzeszotarski

(2021)
Snowballing IML

40 Huang and Rust (2022) Primary CollabAI
41 Ottoboni et al. (2022) Primary InteractAI
42 Doncieux et al. (2022) Primary HCAI
43 Andersen et al. (2022) Primary HCAI
44 Nakao et al. (2022) Primary IML
45 Lee et al. (2022) Snowballing IML
46 Wellsandt et al. (2022) Primary HybridAI
47 Cabitza et al. (2023) Primary ContestAI
48 Maiden et al. (2023) Primary HCAI
49 Feng and McDonald (2023) Primary IML
50 Raees et al. (2023) Primary IML
51 Kuang et al. (2023) Primary IML
52 Chen et al. (2023) Primary IML
53 Chiang et al. (2023) Snowballing HybridAI
54 Inkpen et al. (2023) Snowballing HybridAI

Count 6 14 5 9 20 23 10 21 4 10 7 9 6 18 19 6 6 5 18 15 17 22 6 6 42 9 16 29 28 23 3 37 17 27 27
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Fig. 3. Categorization and overview of dimensions identified for the analysis. The major dimensions include users, implementations (implementation details, application domains,
and data modalities), and goals (user experience, explainability, interaction, and active modification) of AI. Dimensions are further granulated to evaluate studies in detail.
4.1. AI users

Interaction is a driving factor in transforming traditional AI into
user-centered AI making the user dimension an essential parameter to
gauge the applicability of systems for a target audience. However, iso-
lated AI applications that restrain user participation affect interactivity
and user perception about being part of the process. In interactivity
studies, user testing and participation is the central theme, however,
it varies depending on the recruitment methods, type of task, and
the expertise of users. AI systems are targeted at diverse user groups
ranging from AI experts to novices. Various factors, such as the type
of application, participants’ availability, resources to recruit, and the
complexity of AI systems, affect the selection of user groups. Hence, a
clear profiling of target users is essential for human–machine interac-
tions before developing AI systems. Generally, users are grouped into
three categories, namely, practitioners, domain experts, and novices,
based on their skills and knowledge. Practitioners are people who are
experts in building and using AI/ML systems, domain experts are the
people who are experts in the problem domain, and novices are users
without much knowledge about the AI concepts or problem domain.

Participants’ expertise is a concrete indicator of interactivity as it
directly shows the stake of tasks involved. For example, a complex
medical application would require a skilled domain expert for effective
system use. Alternatively, a chatbot can have less knowledgeable users
to test its efficacy and prowess. The boundary to classify the targeted
users intermixes often with varying tasks/needs, for instance, by com-
bining user groups based on the proximity of their usage personas,
e.g., experts and domain users put in the same group or domain experts
and novices being in the same group. Personas are an effective tool
in human-AI interaction to identify and differentiate between user
groups and their needs (e.g., abilities and preferences) to build unique
experiences complementing stakeholders’ contexts (Holzinger et al.,
2022). Personas are designed for specific user groups and their needs
to influence interactions with systems. Fig. 4 shows a distribution
of studies included in this survey according to reported user groups.
Across categories, 29 (53%) studies provide generic adaptations of AI
interactions for all user groups. This also includes the studies where
specifics of target users are not reported. Excluding the studies with all
8

Fig. 4. Selected studies target diverse user groups. Most interactive studies are targeted
towards expert (AI and domain) users while many studies published under collaborative
and human-centered AI do not specifically identify the target user group.

types of users, 14 studies are targeted at domain-expert users, while
only 6 are specific to AI/ML experts.

Evaluating these patterns, we can assume that user testing is essen-
tial for effective user integration with AI systems. We observe that user
testing with actual (targeted) users is not widely practiced and often
only involves AI experts (Miller et al., 2017; Koch, 2017; Kaluarachchi
et al., 2021). End-user involvement mediated by expert users does not
always portray how actual users might behave with the AI system. This
could be acceptable for an XAI system alluded to facilitate AI experts
but not for most stakeholders (end-users) (Xu et al., 2023; Amershi
et al., 2014). Domain experts or novices often lack AI expertise and
may require more interpretations. For instance, Kuang et al. (2023)
and Ottoboni et al. (2022) show that domain experts are novices to AI
while using it for their professional work. Sometimes, it is necessary
to understand how the AI works before putting it into practice for
task facilitation. Some work has focused on educating solely the novice
users who lack both domain and AI knowledge (Yang et al., 2020;
Agostinelli et al., 2021; Andersen et al., 2022). For example, Mishra
and Rzeszotarski (2021) teach non-experts about AI and enable them
to reuse it for their work. However, studies largely focus on assisting
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users in their tasks interactively without making them understand how
the AI works.

Oppositely, user exclusion is a significant concern as it reduces
human control over systems. Nakao et al. (2022) highlight user exclu-
sion might lead to monopolies of AI systems. They urge giving control
back to users to bring fairness and agency over AI for decision-making.
Balancing user control and system autonomy is pivotal, as human-in-
the-loop learning is as good as the end user input (Chignell et al., 2021).
Yet, with knowledgeable users, the degree of control can be enhanced
to balance how the systems affect the users (Ramos et al., 2020). A
more practical example is depicted in a novice-user educational case
study, Teachable Machine (Carney et al., 2020), which allows users to
build and learn AI experimentally. But as the domain gets complex,
or end-users become less expert in AI, the degree of interactivity gets
lower. For instance, Cai et al. (2019) showed that providing more
control to pathologists directly impacts acceptance, debating for more
accessible AI systems for end-users. Feng and McDonald (2023) un-
derline this sentiment in finding the challenges for practitioners while
designing ML applications. It is also an issue for domain-expert users,
as they lack significant knowledge about changing AI paradigms and
developments.

Summary. We see numerous studies fail to properly include/test
end-users with AI systems. Some studies counteract it by including AI
professionals as end-users, shifting the goal to largely achieving the
task rather than making users aware of AI work. However, this limits
the agency and control of the end-users who are being affected by the
AI system in action. Recently, studies have emphasized user inclusion
in the loop weighing the benefits of making AI more accessible. Yet,
these studies (HCAI and collaborative) are often too generic for user
inclusiveness and spread out for diverse and targeted user groups.
Despite some evidence of empowering users, the overall trend shows
resistance towards making AI more open to end-users.

4.2. AI implementations

Systems with concrete implementation details affect the end user
behavior and can be evaluated through the type of study, i.e., how
it is designed to show interactivity (i.e., the solution), the application
area it targets, and types of data it handles during the interaction.
The study type usually but not always affects other parameters such
as interface types, learning methods, user goals, and experiences. The
following subsections summarize the themes and directions in literature
targeted at different AI implementations and data modalities that affect
interactivity with systems.

4.2.1. Implementation of the solution
The level of (proposed) implementation is proportional to interac-

tivity in the system. The objective of evaluating the implementation
of solutions provides key insights to differentiate practical AI systems
for specific contexts and proposals for general acceptability. For this
purpose, we include studies presenting an actual working system, the-
oretical solution, or proposal (e.g., prototype) for user interactions in
AI/ML systems. Fig. 5 provides an overview and distribution of studies
according to the level of the active solution implemented. We observed
that 23 (43%) studies present some form of system implementation
or model for direct interaction with users (Wexler et al., 2019; Fails
and Olsen, 2003; Carney et al., 2020; Patel and Bhalodiya, 2019; Liu
et al., 2019). While some studies do not explicitly define a system to
interact directly with users but rather implicitly assume interactions
in theoretical implementation (Fügener et al., 2021; Dotov and Froese,
2020; Amershi et al., 2014; Shneiderman, 2020a; Teso and Kersting,
2019) or provide proposals such as creating prototypes for testing out
hypothesis (Kuang et al., 2023; Agostinelli et al., 2021; Mruthyunjaya
and Jankowski, 2020; Mishra and Rzeszotarski, 2021; Heer, 2019;
Nakao et al., 2022; Ramos et al., 2020; Raees et al., 2023; Chen
et al., 2023). Interactive AI/ML applications substantiate their work by
9

Fig. 5. A major portion of collaborative, human-centered, and hybrid AI studies still
lies in theoretical proposals of intended systems. Interactive implementations (IML, IAI)
are more developed in terms of the practical implementations of their solutions.

building prototypes or interactive systems. However, many studies that
advocate for collaborations still lag in actual system implementation.

Influential works, such as those by Shneiderman (Shneiderman,
2020b,a), highlight idealized frameworks having high levels of human
control and computer automation. The main direction of his work make
use of human knowledge without negating autonomy. Such solutions
propose an idealized human-AI collaboration, empowering people and
promoting trustworthiness. Likewise, a pure collaboration would rely
heavily on users to teach the learners and correct their decisions.
However, overly relying on users to improve learning can also backfire
as it can limit the trust of the users in the system’s capabilities (Hon-
eycutt et al., 2020). Hence a more balanced or hybrid framework is
desirable e.g., to balance the AI computational limitations through
human intelligence (Morteza et al., 2019). However, these all are
protean concepts when it comes to human-AI interaction that require a
substantial implementation to achieve it, which is lacking. For instance,
Huang and Rust (2022) hypothesize classifying AI based on the type
of functions it performs and focus on high-level AI tasks. Their work
draws aspirations from the biological spectrum, while the current AI
is data-focused. Therefore, idealized goals are not translated into real
systems in most cases.

With more practical systems, collaborative expeditions have shown
promising results. Agostinelli et al. (2021) and Mruthyunjaya and
Jankowski (2020) provide practical examples of achieving human-AI
interaction through collaboration and achieving better user satisfaction.
Modes of interaction also play a role in defining the level of inter-
action. For instance, Kuang et al. (2023) show that users ask more
questions through text-based input than voice-based input. However,
the implementation of this work is still performed through a Wizard-of-
Oz method to impersonate an AI agent. Alternatively, Lee et al. (2022)
examined the role of textual input in examining Language Models
to inform interaction design. In terms of implementation, Google’s
Teachable Machine (Carney et al., 2020; Teachable Machine, 2023)
and What-If (Tool, 2023; Wexler et al., 2019) are far more devel-
oped interactive ML/AI tools practically empowering users to interact
with AI systems, test their solutions, and use them subsequently. In
terms of other applications, a few examples explored virtual reality
interactions, allowing users to create designs with interactive human-
AI agents (Ruttkay et al., 2006; Urban Davis et al., 2021). Linking
interactivity with XAI, Teso and Kersting (2019) highlight explanatory
interactions, allowing users to constantly provide feedback on those
and explain the reasons behind making a decision.

4.2.2. Application domain
User inclusion for target domains can provide indications and trends

of efforts in the type of tasks explored. Interactive AI application areas

are very diverse, hence, we combine those into major categories such
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Fig. 6. A substantial number of studies do not specify the target application domain
(lacking implementation also does not convey much about the application domain).
Implementations are also scarce in high-stakes domains such as healthcare, with most
implemented solutions targeting education, leisure, and other low-stake domains.

as health, education, business, and leisure. Fig. 6 shows a collective
overview of broader application domains, with the majority being in
educational or leisure categories. Around 33% of the studies show no
specificity in applications, coincidentally, around the same percentage
of studies have theoretical solutions. Observing the themes in the appli-
cation domain, we postulate that human interactivity is more tolerated
in some areas than others. For instance, playing around an insignificant
decision (e.g., leisure activity) is not equivalent to a consequential one
(e.g., medicine, fairness). This signifies limitations in the capacity of
current interactivity in handling uncertainties that users can bring in
high-stake tasks. In our evaluation, only a handful of studies (4 out
of 54) are applied in a high-impact application area (e.g., medicine).
Out of the studies explicitly providing the target application domain,
around 33% (10 out of 30) were found in education/training while
around 23% (7 out of 30) in leisure activities (sports, arts, design),
respectively corroborating the tolerance effect.

We see the main motives of the applications are establishing interac-
tion and providing open-ended suggestions to users to make informed
decisions (Chignell et al., 2021; Mruthyunjaya and Jankowski, 2020;
Doncieux et al., 2022; Sanfeliu Cortés et al., 2020; Kambhampati,
2020). Looking into high-stake applications such as health, Cai et al.
(2019) focused on empowering pathologists to search existing images,
a common practice in medicine, to aid in the diagnosis of diseases.
Ottoboni et al. (2022) defined a more interactive approach to inves-
tigating patients with brain injuries. Despite being applications of the
same field, one focuses on improving diagnostic performance while the
other focuses on interactivity to improve the quality of life for both
patient and caregiver. Chiang et al. (2023) tested their work in a high-
stake domain (fairness), but users were recruited from online platforms,
not simulating the real-world scenario, which is a widespread concern.
Their work compares groups and individuals in human-AI collaborative
recidivism risk assessment. They conclude that groups relying on AI
models are more confident when overturning incorrect AI recommen-
dations, making fairer decisions, and giving AI more credit for correct
decisions. Overall, the high-stake domains are highly under-explored in
interactive AI endeavors.

4.2.3. Modalities of data
Data modalities impact interaction types (e.g., prompt vs. graphical)

and user satisfaction with AI systems. For this purpose, we analyzed
studies based on the inclusion of data types to evaluate their character-
istics. Following data classifications from the literature, we categorized
studies based on data modalities (e.g., text, image, audio/video, and
AR/VR/sensory) as shown in Fig. 7. Textual data is a common inter-
action mode in the majority of studies (around 33%) for tasks such
as in natural language processing systems. This is prevalent across AI
10
Fig. 7. Lacking implementation, many studies also lack insight into the data being
handled across categories except interactive machine learning. Text data is prevalent
across categories, with many applications targeted at conversational systems.

categories including collaborative or interactive works. Image and au-
dio/video (time-based sequential data) data are also commonly used in
signal processing or vision systems with the main theme of recognition
and classification. Some studies employ a combination of these data
types or embed other types as well.

Combined with the applications, textual data is commonly used
in conversational interfaces such as in chatbots e.g., in educational/
training settings (Agostinelli et al., 2021; Andersen et al., 2022; Maiden
et al., 2023). These interactions mainly facilitate student learning
through exploration rather than directly providing solutions to the
questions. Conversational approaches are also seen in robotic applica-
tions such as in voice-based interactive educational robots (Yang et al.,
2020) designed to perform human-centered interactions (Mruthyunjaya
and Jankowski, 2020; Pandey et al., 2018; Patel and Bhalodiya, 2019;
Sanfeliu Cortés et al., 2020; Ruttkay et al., 2006). Some of these
explorations require gestures and AR/VR systems. For example, such
interactions support building systems for the musicians facilitating
them in creating and writing their music through human-AI collabo-
ration (d’Inverno and McCormack, 2015; Nicholls et al., 2018). Rising
complexity, Cabitza et al. (2023) investigated human-AI collaboration
in medical diagnosis, and their participants provided diagnoses to the
system in a written format. The positive effects of combining various
data modalities are highlighted in the literature. For instance, Kuang
et al. (2023) compared the impact of textual and audio prompts with
AI assistants. Explanatory debugging by Kulesza et al. (2015) is another
example of exploring approaches with data to show users how the
system makes the decision, and subsequently, users correct the system
to improve its learning process. We observed that interactive machine-
learning studies, being more practical, provide more specifics on the
type of data being handled. Fails and Olsen (2003) set the foundational
work of interactive machine learning, highlighting its dire need for end-
users. With collaborative AI expeditions, there are more opportunities
to experiment with different data modalities together. For instance,
immersive experiences explored by Xie et al. (2019) and Urban Davis
et al. (2021) tackle complex forms of data modalities. However, there
are still limited explorations of multi-modal data types other than text
and image data for different applications.

Summary. Interactive AI has a range of theoretical to practical im-
plementations in various low-to-high-stake application areas. Most col-
laborative and hybrid AI applications are generic, focusing on broader
perspectives of interaction and AI integration in society rather than
implementing solutions to test. Practical solutions mainly focus either
on interactive teaching of the underlying algorithm or improving user
performance. Wherever the interactivity is put into focus, studies aim
to empower users in the decision-making process facilitating their
tasks. Likewise, diversity can also be observed in the application do-

mains. However, recent research focused more on the low-risk areas
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Fig. 8. User experience is central to Human-centered studies across categories. A large
proportion of studies tackle user experience as their main or major quest.

(education, leisure, sports, etc.) than the higher-risk areas (health-
care, fairness, security, etc.). In addition, many interactive AI studies
lack an explicit explanation of the types of data being handled/used.
Most studies are under-explored from the multi-modal data perspective
which is a fundamental challenge in practical user contexts. Consid-
ering the lack of concrete implementations, there lies a potential to
grow interactive AI towards more practical experimentation in high-
risk areas. Across domains, HCAI and IML offer more possibilities for
concrete interactions. Within IML, several approaches include the user
in the machine learning process and various methods (conversational,
immersive, and parameter-based) focus on enhancing AI performance
in the user domain.

4.3. AI goals

AI studies are targeted at diverse baseline and secondary goals. To
contextualize AI systems’ goals to our work, we consider user inclusion
as a way forward for being ‘‘human-centered’’. Goals either involve
users to improve the user experience or allow active modifications
to the system. On broader levels, goals range from explainability to
interactivity. Goals can be identified from various types of AI functions
such as providing predictions, statistics, or guiding users. In practical
studies, the goals are defined and measured quantitatively by specifying
details about participants, recruitment methods, and other descriptive
factors. Goal definition also depends upon the target audience and task
complexity. For instance, studies that employ simple tasks that do not
require significant domain knowledge often have more users compared
to studies with complex and domain-specific tasks, as it gets difficult to
acquire many people with domain-specific skills and AI expertise. The
recruitment methods also vary, as the nature of the task is less complex,
more studies use crowdsourcing or other online recruitment methods to
test their applications. However, not all studies in our analysis include
users directly for testing their solutions, which is a substantial barrier
to making interactivity prevalent. The following sections will dig more
into the goals of AI systems ranging from improving user experience to
user-led system modifications.

4.3.1. User experience
Despite not all papers tackling user testing or experience in their

research, user interaction is a central goal. However, some studies focus
primarily on enhancing user experience with specific or generic AI
systems, for instance, to evaluate the user behavior with the system or
to provide better interaction against a defined set of usability guide-
lines, heuristics, and models. Fig. 8 shows the goals of the systems
in terms of focusing on the user experience. Comprehensively, 39
(72%) studies (implicitly) advocate for improving user experience with
AI systems with underlying goals. The majority of the studies treat
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user experience as an essential element for system acceptability. As
we highlighted earlier, users are the core of the human-AI loop that
enhances interaction (Shneiderman, 2020a). Fundamentally, this con-
cept revolves around enhancing collaboration and striving for a more
supportive and tool-like architecture. Despite the obvious benefits,
improving user experience comes secondary to creating a collaborative
experience firsthand for both human and AI agents. For example, Stefik
(2023) discussed cognitive roots and requirements for collaborative AI,
going through rigorous evaluation to build effective collaboration. This
work highlights principles for generating smooth experiences between
AI and humans by minimizing mental gaps. Some studies (Xu et al.,
2023; Patel and Bhalodiya, 2019) provide guidelines on improving
user interaction, highlighting underlying goals such as improving user
experience. Guidelines often explicitly focus on improving experience
while the user interacts with the system (Amershi et al., 2019).

User experience has been itself in a broad spectrum of HCI studies
and is widely studied across technologies. Improving user experience
makes AI systems more accessible to end users and aligns systems
with human cognitive abilities. Improving user experience with new
technologies that encompass AI is even more important. These tech-
nologies can include implementations in different realities, experiences,
and interaction methods. For instance, an immersive application (Xie
et al., 2019) is a typical example that falls under this umbrella. Despite
focusing on other tasks, user interaction should also improve the users’
immersive experiences. Likewise, with an increased infusion of AI into
different technologies, exploring user experience is becoming more
relevant, for instance, to support AI design (e.g., even to understand
user needs), or to guide users to achieve their tasks with AI effectively.
Guiding users and providing explanations is an effective guideline for
user experience (Amershi et al., 2019). Work from Teso and Kersting
(2019) which primarily focuses on explanatory system modification
by users, shows improving user experience can also help users build
trust. The study also shows interactivity with explanations, allowing
users to constantly provide feedback and explain the reasons behind
making a decision. Understandably, user experience takes the central
goal in such applications where AI is prominently used in technolo-
gies in which users have limited experience. Therefore, improving the
understanding of such systems is a major design guideline for user
experience (Amershi et al., 2019).

4.3.2. Transparency and XAI
Transparency is the ability of an AI system to be apparent and

traceable in its functionality. Transparency underscores the system’s
adoption and usage across many domains. However, many current im-
plementations of AI systems are opaque to end-users. XAI efforts have
increased the explainability of new implementations, however, many
still fail to replicate transparency in the end-user domain. XAI is central
to supporting trust, acceptance, and satisfaction with the end users that
directly impact the system adoption (e.g., by helping users understand
system mechanics) (Wang et al., 2019; Amershi et al., 2014). Under-
standing mechanics facilitates the user’s mental model by alleviating
algorithmic complexities. Oppositely, lack of transparency and control
decreases trust and user satisfaction with the end-users (Cai et al., 2019;
Botti and Iyengar, 2006). Fig. 9 shows the prevalence of opaque AI
applications spread across all domains calling for a need for more trans-
parent methods. Our analysis shows that around 11% of the studies
seem to work with transparent AI, while the majority of the remaining
studies do not specify the transparency of systems. We saw considerable
research into XAI, but in practice mainly systems contained black-box
implementations. Recently, various applications of more transparent
and interpretable methods have been discussed (Agostinelli et al., 2021;
Wang et al., 2019; Kulesza et al., 2015; Amershi et al., 2014). However,
the implementation methods are still lagging in revealing the benefits
of openness and increasing the transparency of AI systems.

Some studies (Koch and Oulasvirta, 2018; Agostinelli et al., 2021;

Lipton, 2018) consider transparency as an inherent goal to achieve
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Fig. 9. Despite the calls for transparency and explainability for AI models. Opaque AI
is widespread across all categories, including interactive and collaborative AI. Only a
small number of studies on interactive machine learning and collaborative AI provide
explainability built into interactions.

user trust and acceptance. Still, these are very limited explorations
across the vast majority of opaque applications. As our background
work shows, perturbing input to observe how the internal system
works is a common method in explaining AI behavior, which itself
is not generalizable for different user groups (e.g., novices or domain
experts) (Wexler et al., 2019). Some applications specifically target
transparency to showcase its benefits. For example, explanatory tools
provided by Wexler et al. (2019) and Cai et al. (2019) have a central
goal of discovering the workings of algorithms without providing an
explicit explanation. Teso and Kersting (2019) highlighted that greater
interactivity is one key approach being explored to promote trans-
parency and human oversight over AI systems. Patel and Bhalodiya
(2019) sufficed to build explanation specifications but failed to provide
an interaction method such as using a natural language to experiment
with the system.

Regardless of the goal, transparency needs highly vary from one
use case to another (e..g, varying stakeholders’ contexts). For instance,
expert doctors often make a medical diagnosis without explicit rules,
utilizing knowledge from implicitly gained experience. The implicit ex-
perience would be beneficial for making inferences, yet there would not
be a need for over-explaining minor observations during the decision-
making process. Likewise, the same approach can be applied to AI to
make approximate solutions (or transparency) for complex problems
rather than perfect solutions for simple problems. However, while ap-
plying the same principle, applications may have to decide on defining
complexities and simple observations. Using simpler models would not
require defining processes for transparency, however, those do not
perform well and complex models are harder to interpret. However,
simpler models have more subjective control due to hand-engineered
features that may become difficult to interpret (Koch, 2017). Therefore,
the goal of transparency can be subjected to the complexity of the
problem (Holzinger et al., 2016; Gigerenzer, 2008). Also, there could
be varying levels of transparency and openness depending on the needs
of the users/stakeholders. For instance, having explanations of system
behavior (e.g., how the system works and how the decision is made)
necessitates that the stakeholder is made aware of system capabilities
and limitations, which, to an extent, could also improve the user
trust (Ribeiro et al., 2016). We see that interactive machine-learning
approaches allow more user integration to improve transparency and
trust. For instance, by allowing direct interaction with the model, pro-
viding feedback, or by changing parameters to observe its performance.
Feedback allows users to interact with the AI systems more openly and
resonates closely with user expectations.
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Fig. 10. Interactivity is considered central for most of the studies. However, some
studies are limited to simple/restricted interactions. Interactivity is prevalent for IML,
collaborative, interactive, and human-centered AI.

4.3.3. Interactivity
With the increased penetration of AI into user domains, our fo-

cus expands beyond explainability. However, limited studies exploit
the true interactivity that considers users beyond explanations and
experience with AI systems. Fig. 10 shows interactivity is considered
to be part of most AI systems when it comes to allowing users to
interact with the system. Many studies specifically focus on increas-
ing the interactivity for task completion and automating interactions.
However, the number of studies that allow interactivity to interact with
underlying systems is very limited. The main principle that interactivity
tries to alleviate is the active integration of humans and AI to form
teams complementing each other for joint-action tasks (Shneiderman,
2020b). These concepts are earlier explored through a perspective of
hybrid intelligence or collaborative AI (Kamar, 2016; Morteza et al.,
2019; Peeters et al., 2021; Wellsandt et al., 2022; Dellermann et al.,
2019) to combine efforts of both humans and computers for better
collaboration. Collaborative foundations equip AI systems with access
to human intelligence and explore their reasoning capabilities. In terms
of practical works, most studies (Fügener et al., 2021; Maiden et al.,
2023; Cabitza et al., 2023; Agostinelli et al., 2021; Feng and McDonald,
2023) designed assistive tools to automate user tasks. For instance,
Chiang et al. (2023) used a conversational collaborative tool to make
decisions in criminal applications. They show that users who interact
more with AI are likely to make good decisions, use their intelligence,
and give credit to AI where needed. A much more interactive example is
created by Maiden et al. (2023) to provide solutions to user-generated
prompts. However, beyond interactivity, these studies show limited
functionality for users except for assisting in doing some tasks.

Expanding on the same horizon, interactive AI’s primary objective is
to maintain user interactions with the system. The secondary goal make
users part of the process, thereby, improving and adapting AI systems.
Such examples are seen in the interactive ML domain where users lead
the AI systems and make corrections when necessary (Fails and Olsen,
2003; Ramos et al., 2020; Carney et al., 2020; Raees et al., 2023). The
interactivity allows rapid feedback, parameter-based adaptation, and
correction of underlying models. For instance, a viable tool developed
by Google, Teachable Machine (Carney et al., 2020; Teachable Ma-
chine, 2023), empowers users to take interactive control of AI system
development. Beyond mere interactions with AI systems, only a handful
of studies (Huang and Rust, 2022; Mruthyunjaya and Jankowski, 2020;
Holzinger et al., 2016) allowed interactive adaptations underscoring
the true essence of human-AI collaboration. Practically, Holzinger et al.
(2016) allowed a more direct interaction for users, for instance, in
a case, to adapt the Ant Colony Algorithm (Colorni et al., 1991) to

use a desirable path (e.g., deemed by the user) in an attempt to solve
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Fig. 11. Interactivity has become central to practical AI implementations. However, it
is mostly restrained to either interactions or feedback, while only a small number of
studies allow users to participate actively beyond feedback.

the Traveling Salesperson Problem (MacGregor and Ormerod, 1996).
Alternatively, an indirect approach by Mruthyunjaya and Jankowski
(2020) considers interactivity with users when the AI is uncertain
about its decision. These approaches report the positive influence of
including the user in the process and allowing them to make alterations.
However, the prevalence and complexity of the domains these studies
handle are not very diverse. To be a more active part of the loop, a user
needs to interact with the AI mechanics.

4.3.4. Algorithm modification
A critical goal of the interaction is the integration of AI around

humans as highlighted in research (Shneiderman, 2020a; Ramos et al.,
2020). However, the literature evaluation shows that there is little
research that is user-centered or allows access to the underlying models.
Fig. 11 shows a distribution of studies concerning the level of active
modification with the AI systems. In this case, most studies lack ac-
tive user involvement down to the model/algorithm level, with only
marginal (5%) studies allowing active modification to users. One of
the several factors that inhibit active modification is the lack of (or
the level of) practical implementations. Other factors include but are
not limited to a lack of user expertise, stake in the task involved,
implementation hurdles, or human bias (Cai et al., 2019; Patel and
Bhalodiya, 2019; Ottoboni et al., 2022; Lee et al., 2022). For instance,
Cai et al. (2019) highlight subjective interpretation could lead to bias,
and making the underlying model adaptable by end users could lead to
incorrect decisions.

The maturity of the implementation is also attributed to some form
of feedback or (passive) modification to the system. For instance, most
interactive ML works (Feng and McDonald, 2023; Ramos et al., 2020;
Teso and Kersting, 2019; Raees et al., 2023) have some form of feed-
back mechanism and potentially some active modification. Overall, the
majority of IML works allow modification through parameter feedback.
In terms of actual active algorithm modification, Nakao et al. (2022)
present a prototype for end-users to fix potential fairness through
algorithm adjustments. Their prototype allows to make feedback to
improve the algorithm and make suggestions by changing the attribute
weights. Doncieux et al. (2022) also allow active modification through
verbal and non-verbal interaction. In a different approach for IML,
users could train the algorithm on a parameter level through Inter-
active Machine Teaching (Ramos et al., 2020), Explanatory IML (Teso
and Kersting, 2019), or experiment with fairness (Nakao et al., 2022;
Chiang et al., 2023). Explanatory IML (Teso and Kersting, 2019) shows
an increase in system learning performance to correct mistakes twice
as efficiently compared to users using a traditional learning system. For
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interactive VR experiences, Xie et al. (2019) and Urban Davis et al.
(2021), report positive effects with the ability they provided to their
user to alter their surroundings. There are only a few examples (Liu
et al., 2019; Huang and Rust, 2022; Doncieux et al., 2022) beyond
parameters-based feedback and alterations. This is the point where the
users actively engage in the process through explicit, intentional, and
informed alterations and decisions.

Summary. There are diverse goals when it comes to interaction with
he AI system. We classified these goals as improving user experience,
ransparency, interactivity, and allowing active algorithm modification.
ser experience improvement is a central idea in current research with

he majority of studies focusing on user acceptance through enhancing
he experience of interaction. Likewise, transparency of the systems also
mproves user confidence, satisfaction, and trust. However, we see that
ith current implementations, most of the studies present black box

ystems while only a few were concerned with adapting the AI me-
hanics, mostly from the IML domain. Hence, the interaction landscape
alls for more user-inclusive, transparent, user-controlled AI assistance.
ven a simple/restricted user interaction is enough for a feeling of
gency, but more work on active modification should be explored. With
he growth in interactive AI applications, the possibilities for diverse
nteraction for users are likely to grow substantially. Therefore, the
alance between autonomy and user control is critical for futuristic
uman AI research.

. Discussion and directions

The literature exploration shows the breadth and depth of human-AI
esearch, particularly focusing on the constraints of current approaches
hat go beyond explainability. Our work makes critical contributions
uiding researchers to understand the state-of-the-art, find relevant
ork in human-AI interaction, and pursue further research. We detailed

he measures and dimensions employed in the literature to support find-
ngs empirically. The main objectives of current research are depicted
hrough enhancing user experience, accommodating non-AI experts,
nd creating interactive, and approachable mechanisms to reduce bar-
iers between the AI and its users. The current state-of-the-art is slowly
rogressing towards a more user-centered and interactive approach
vercoming the traditional challenges of autonomy. Further, we discuss
he current landscape in practical human-AI studies and provide key
onsiderations in the form of questions to encourage researchers to
onder during their research and/or implementation.

.1. Purpose of interactive AI

A fundamental goal of interactivity focuses on building AI around
sers to facilitate their needs and improve automation. This goal has
profound impact on end-users/stakeholders in the development and

ntegration of systems in any domain. For end-users, augmentation
ith the system could be the top priority to collaborate with the
I effectively, while the business stakeholders may value automa-

ion to minimize human interruption to complete tasks, causing a
aradox (Raisch and Krakowski, 2021). The user-centered approach
ecessitates providing significant control of the process to the user, and
he AI does the heavy lifting of automating the process (Shneiderman,
020b,a). But why does the AI system allow the user to interact with
t, why the interaction has become consequential with the growth of
he AI industry in human spheres, and what purpose the interaction
an serve as compared to complete isolated automation? In a nutshell,
he question boils down to asking, who is the ultimate decision-maker
s AI technology advances? Human-AI interactivity advocates for user
mpowerment or user-centered design allowing to actively participate
nd contest in decision-making. From the development perspective, it
llows systems to capture real-time feedback and make adaptations.
his is merely a starting agenda that the human-AI systems should
onsider to improve human-AI collaboration and augmentation, and
ow these affect the interactivity in AI systems.
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5.1.1. Collaboration
One purpose of interactivity is to take the benefits of expertise pos-

sessed by humans in domain-specific or even general intelligence tasks.
Human-AI collaboration forms interdependent relationships where AI
or users complete the task they are good at, and at the same time,
complement the other. The notion of AI replacing human tasks is rife
for many users and contexts. However, the majority of implementations
aim at improving the user tasks rather than doing tasks by them-
selves. The interaction is crucial to improve the performance of the AI
system, which can in return improve task performance for the user.
Experience through evaluated studies depicts that collaboration is an
effective approach moving forward (Kamar, 2016; Peeters et al., 2021).
Secondly, the problems that are caused by the complexities of AI may
not be solved by applying more AI. For instance, it could lead to more
algorithmic bias in already isolated algorithmic experiments. Rather,
the role of AI with users should be more cooperative and collaborative
to achieve better performance.

The objective for AI systems to interact with humans is to gain more
knowledge, gather feedback on their performance, and possibly correct
wrong decisions (Mruthyunjaya and Jankowski, 2020; Fügener et al.,
2021; Carney et al., 2020). However, how AI and users cooperate and
what forms of interactions are achievable is a substantial challenge.
With an increased AI embarking on personal and professional lives, the
true spirit of providing control to users favors the AI itself to be more
acceptable and trustworthy. Research into establishing collaboration
and cooperation to form psychological trust is crucial. Communication
and interaction are generally considered effective for forming connec-
tions between parties. Hence, the interactive element is vital in gaining
more acceptability, trust, and AI adoption in various domains (Feng
and McDonald, 2023; Ramos et al., 2020; Cai et al., 2019). Therefore,
rather than pursuing expert-level human performance, collaboration
efforts should focus on how a system can support and enhance human
activities (e.g., creativity) (McCormack et al., 2020). By doing so, both
AI and humans can augment each other by improving the capabilities
of each other (Doncieux et al., 2022; Riedl, 1901; Heer, 2019). But,
the focus should rely more on human augmentation rather than system
dominance. Having defined that goal, open questions revolve around
identifying the correct context, the level, and the benefits of interactiv-
ity as being excessively interactive also inhibits acceptance (Honeycutt
et al., 2020).

5.1.2. Augmentation
As we stated earlier, the focus of the development may lie in either

augmenting the users or the components of the AI systems, for instance,
to improve the system (through users) or facilitate the users (through
AI). Facilitating users to achieve their tasks i.e., augmenting the users to
improve task performance, is one of the main AI goals (Marshall et al.,
2022; Cai et al., 2019; Huang and Rust, 2022; Strauch, 2017). The ideal
objective of interactivity, at least with current advances, should be on
alleviating human difficulties in achieving tasks through AI, thereby,
making it more like any other computer tool (Shneiderman, 2020b).
In its essence, AI is not like any other tools we had before, therefore,
studies should focus on a practical human-AI loop. Balancing the AI
and human needs is essential to remove unwanted human feedback and
perceptions (Honeycutt et al., 2020), for instance, through formal spec-
ifications to avoid human input errors to the best extent. Augmentative
goals can also be identified from the theoretical solutions to put more
effort into implementation to identify user intent. Users want more
control, requiring more fine-grained interactive specification tools, co-
operating in their preference to be the initiator of critical actions and
avoid interruptions as they formulate their intent (Heer, 2019).

To reduce human errors, attempts can be made to minimize their
unwanted interference in the AI loop (Xu et al., 2023). For instance,
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Mruthyunjaya and Jankowski (2020) use a strongly system-centered
approach, only allowing humans to intervene when according to the
AI, it does not have confidence in its decision. Still, even narrowly, the
augmentation relies on the human operator, and deciding that balance
is more crucial than ever before (Huang and Rust, 2022). It is also
essential for an AI system to augment itself through users. Without
the feedback, it is challenging to improve the efficacy of complex AI
systems in the user domain. For instance, if the AI system does not
augment human tasks, how would it be able to learn from it? Even
if the training has taken place, do we consider that human knowledge
has come to stand still or is it a continuous phenomenon? This leads to
fundamental questions that are beyond the context of this study about
the evolution of human intelligence to create new knowledge.

5.2. Interactive AI in practice

While the AI hegemony persists, human-centered approaches also
need to adapt to map diverse and new endeavors of interactions.
Research has focused on user involvement abstractly for general accept-
ability and adaptability with humans in utopian or futuristic scenarios.
The current landscape, still minimally, is directed towards human-
centered AI by advocating for more open and transparent approaches.
However, with widespread societal implications, interaction is the ulti-
mate solution and explanations are merely a starting point. Even where
the user aspects are considered, most work relies on the evaluation of
the system curated by AI experts. The actual users are mostly limited
to providing feedback to the developed system with little degree of
control. Mostly, the feedback does not affect the AI system but rather
is stored somewhere for the information of AI experts for improving
the system in the next iteration. Interaction design should incorporate
feedback to allow user-centered system improvement.

5.2.1. Human-AI guidelines
Recent approaches advocate for building AI from a user perspective.

For instance, various studies and tech giants have outlined guidelines
for building AI systems that value user needs (Amershi et al., 2019;
Wohlin, 2014; Google, 2023). Valuing AI needs necessitates identi-
fying user needs first, yet most studies emphasize harnessing data
rather than user expertise (Sandkuhl, 2019). In practice, interactive AI
has shown a potential to alleviate acceptance barriers and augment
users/AI systems (Teso and Kersting, 2019; Agostinelli et al., 2021).
Therefore, it is essential to understand who the user is and whether it
is beneficial for both the user and the AI to form an interaction. Not
all users would require the interaction to be of importance, and not
all the users would be useful to be part of the interactivity due to the
complexity they bring (Chignell et al., 2021; Kamar, 2016). An impor-
tant question for designers is to conduct user evaluation for forming
effective interactions with AI by defining/following guidelines. Analysis
of users’ knowledge about AI is also critical for effective interaction.
Our analysis corroborates that domain experts are more beneficial to be
included in the loop as compared to AI experts and novices for system
improvement (Miller et al., 2017). However, our inclination towards
this claim could be due to the prevalence of studies targeted to fit the
needs of specific tasks for domain experts. Hence, there is a constant
need to explore the role of the users with specific/generic AI applica-
tions. Interactive ML applications have progressed more in contextual
settings, allowing users to make direct interactions with systems. These
implementations are merely existential tools that support user tasks
with ML integration underpinning broader objectives of AI. This is how
we see the current AI research progressing, and perhaps, in practice,
using AI may become any other automation tool in the future. Still, the
broad questions remain unanswered about making AI (even as a tool)
more acceptable and controllable by the users.
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5.2.2. Technical challenges
Another important question is to examine the technologies and tools

available to allow interaction in real implementations. Whether the cur-
rent implementation methods capable of handling interactions at scale
the complexity of the models have gone? Our analysis showed a wide
range of implementation endeavors, as some are theoretical solutions
and do not cater to the technicalities required to make the interaction
possible. We observe that there is a trade-off between the stake of the
task and the interactivity level (i.e., the high-stake tasks have low in-
teractions and vice versa). There are technical challenges currently that
inhibit the direct adoption of AI systems to user contexts (Wellsandt
et al., 2022). Research in interactive AI requires multi-disciplinary con-
cepts and technicalities to be stitched together to form a cohesive user
experience. Such interactions are hard to achieve and pose challenges
to achieving more human-centered implementations. Most applications
are found in assistive tasks such as training/assisting, and with the
widespread emergence of language models, a large section of work
boiled down to interactive AI assistants. The general AI implementation
follows complex training and optimizing cycles over a large amount
of data. It is inquisitive to investigate how to cater to the interactive
integration of users into deployed AI systems and how technologies can
support quick model adaptations with obvious challenges.

5.3. AI and user agency

Interactivity is essential for users to exercise agency with the AI
systems in an otherwise stale influence. AI studies have been pre-
dominantly focused on autonomous control of systems for improved
efficiency and decision-making. Human input is considered to im-
prove AI systems through experience enhancement, task automation,
feedback, and prompt correction, overall improving user engagement.
However, the prevalence of such agencies is minimal, as most tradi-
tional AI research focuses on building large and complex systems in
isolation and having autonomous control. Additionally, the complexity
also creates barriers for user agency as complex models are difficult to
interact with. As compared to applications of the recent past, trends
show higher interaction, having extended agency for users to interact
with the AI system, its output, and the means to reach the goals. With
increasing possibilities of practical implementations and the benefits
of building AI through interactive ways, for instance, IML studies are
slightly influencing the user agency for algorithm modification. User
agency, contextually, means that the user is actively allowed to modify
the mechanics of the AI system, which is often lacking. Human agency
is desired in wide contexts, especially in high-stake domains such
as health, legal, privacy, etc. However, as the domain gets complex,
studies rely more on automation than human agency, which is not
ideal for futuristic human-AI interaction research. Enhancing agency is
pivotal for the critical evaluation of AI systems by experts in the field.
We see this as a way forward for the enhancement of the interaction
research where more interactive systems are built, allowing higher user
agency. However, there are still many factors to consider for optimizing
the balance between autonomy and user control.

Research does demonstrate the benefits of active user alterations
to algorithms (Marks, 2007; Puntoni et al., 2021; Dietvorst et al.,
2018). As an example, Auernhammer (2020) discusses the humanistic
design research for future AI in a theoretical manner. Even if it is
being perceived in true essence, some solutions are envisioned in more
than theoretical proposals. Offering users the possibility to correct an
algorithm’s output, even if only slightly, could be enough to increase
the likelihood of using the possibly imperfect algorithm. We could
consider simply updating a parameter or correcting an output enough
for the average end user. However, it is essential to investigate whether
active modification of the algorithm is necessary. Also, does providing
feedback suffice the purpose in most cases, or is it imperative for users
to have control over the interactive experience? In the practical im-
plementations, we see current practices at least allow users to interact
and provide feedback even after the system is deployed. Again, a recent
trend corroborates user inclusion in AI development and evolution, yet
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access to the underlying models is still a far-fetched goal.
5.4. Interfacing AI

Considering the similar directions of solutions and implementations,
studies explored interactivity through various forms of interfaces such
as textual (conversational), graphical (manipulation, creation), sensory
(robotic), and AR/VR interactions. The application interfaces in AI can
be diverse ranging from simple text prompts to automated AR/VR expe-
riences requiring more practical contexts. Combining multiple types of
interfaces to enhance user interactions and provide better experiences
is also a choice. Active interaction with AI systems is still an under-
explored area of research except for a few tools in the interactive ML
domain. Research on user experience shows that AI implementations
are significantly different than the normal web or mobile applications
from the past (Feng and McDonald, 2023). Even if the theoretical
solutions are materialized, there is a large gap that does not cover how
these systems will be used in practice for (actual) end users. Interfaces
are generally designed to match the goals that users want to achieve.
With new experiences such as AR/VR interfaces, which we categorize as
a broad range of interactions captured through one or multiple sensors,
user research becomes more imperative than ever. For example, using
sensors to capture body movements, robot instructions, etc. Xie et al.
(2019), Mruthyunjaya and Jankowski (2020), Doncieux et al. (2022)
and Patel and Bhalodiya (2019) have different forms of interaction than
the usual screen interface.

Generally, interfaces are categorized into four dimensions, e.g., in-
structing (teaching), conversing, exploring (evaluating), and manipulat-
ing (insights). Conversing has been an established method of interac-
tion with intelligent systems built upon a perception of communicating
with others through conversations (Sponheim, 2023). Conversational
interfaces give the perception of interactivity through various forms as
discussed in our analysis, for instance, text assistants, interfacing with
robots, and other sensory inputs. Conversing is a dominant form of
interaction throughout computer and AI research. It is also prevalent
in the current boom of Generative AI systems such as Large Language
Models (e.g., ChatGPT, 2024). For conversational AI assistants, the
work of Kuang et al. (2023) shows an abstract direction to be goal/task
oriented from a user perception lens. Yang et al. (2020) show an
example that practically exhibits interaction with a large-language
model. Conversational interfaces are powerful tools and can also be
used to impersonate experts. For instance, marketing companies often
employ chatbots to persuade people to think they are interacting with
an expert (Luo et al., 2019). With more technical implementations,
we see the benefits of interactions through conversations with AI
systems. However, richer interactions require a shift in conversations
from text-based assistants to allow other forms of data.

Instructing methods are another form of interfacing where users or
AI systems take the role of instructor (Carney et al., 2020; Ramos et al.,
2020). Therefore, more usable interfaces like Teachable Machines (Car-
ney et al., 2020) are highly appreciated and utilized by the users.
Exploring and manipulating interfaces are comparatively less explored
as these are richer forms of interaction and require more implemen-
tation effort. Interfaces allowing interaction through exploring and
manipulating are more common in the interactive machine learning do-
main, allowing richer interactions with the users (Kulesza et al., 2015).
These interfaces can enable users to explore AI systems about their
predictions or manipulate parameters for feedback or alterations. With
interactive manipulation of the interface objects, users can adapt the
parameters of models visually and interact with the underlying models
with ease (Raees et al., 2023; Fails and Olsen, 2003). For example, to
make predictions for the given data and annotate images, subsequently
providing details about these actions. In addition, a human-AI interface
also helps users understand explanations to build causal inferences with
the system (Holzinger and Müller, 2021). For instance, interactivity
(or feedback), often captured through interfaces, is essential to fathom
whether the user can understand AI output. This also serves as an

indicator for continuing the interaction, thereby, building system trust
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and acceptance. Understandably, the interaction through some form of
interface heavily relies on the level of implementation of the solution.
Without practical implementations, it would not be feasible to talk
about the interfaces and their capabilities. However, this does not
undermine the significance of theoretical contributions as they stand
as foundations for experimentation.

5.5. Addressing HCAI challenges: current trends and gaps

The current research in AI strives to address the HCAI challenges by
advocating more human involvement in AI development. The current
research emphasizes the significance of transparency and explainabil-
ity for broader user acceptance of AI systems, for instance, through
advancing methods of making models interpretable or focusing on
traceable systems. Some studies transcend beyond mere explanations
as a medium of user trust and highlight the benefits of direct and rapid
feedback to AI systems, adapting the AI mechanisms, and potentially
correcting the AI systems. Users add value to the human-AI loop but
also bring many uncertainties. The current research also focuses on
improving user interactions with AI systems through various methods
to eliminate user errors. The idealized goal is envisioned through ef-
fective collaboration where the user is the ultimate driver stepping out
of the shadow of autonomous AI and being the front and center of the
human-AI loop. Newer developments must revolve around humans to
be more adaptable and acceptable in personal and professional spheres,
complementing human skills and expertise.

To be more human-inclusive, research must mature enough to allow
comprehensive human interaction with AI systems. This demands user-
centric design to investigate how AI systems are designed with human
factors in mind from the start. For instance, AI system feedback and
adaptations have proved useful for general acceptability and trust.
Some studies have focused on the personalizing and customization of
AI interactions. For example, several recent IML studies have shown to
alleviate user perception by simplifying the AI systems through user-
centered approaches (Kuang et al., 2023; Ramos et al., 2020; Raees
et al., 2023). Xu et al. (2023) call for radical changes in the research
agenda for HCAI to make user-centered AI design approaches prevalent
and endorsed more often than before. HCI research objectives should
be targeted in the direction of Human-Centered AI to ensure AI systems
enhance human capabilities. The diversity and complexity of AI systems
warrant the designers of AI systems to meet users’ needs (Feng and
McDonald, 2023). AI systems have traditionally focused on specialized
audiences (user groups), but with widespread penetration in human
life, the psychologies of interaction design need to consider the socio-
technical issues of users who are not experts with the AI systems. This
can include designing interface methods and the creation of natural
language-based AI systems that are easy for non-experts.

Inspired by the HCI research, designing interaction is essential for
improving user experience with AI systems. Our analysis shows that
studies have focused on interactivity from various perspectives, such
as user experience, task facilitation, or user augmentation. Notably,
research often does not fit neatly into the defined dimensions and
requires approximate mapping to the closest landscapes. Interactivity
pendulums between users’ understanding of the AI to control it, e.g., to
contest decisions, provide feedback, or modify it. The most common
form of interactivity allows users to complete their tasks while at the
same time improving the AI system. We have seen counterexamples
where over-interactivity threatens the user’s trust in AI systems. User
studies are central to design interactivity to augment the user or the AI
system. However, algorithmic transparency of the AI is another issue in
interactions. The development of AI systems first necessitates address-
ing issues around transparency and explanations. Overall, modification
of underlying AI models is restrained to educational or experimen-
tal applications with low-stakes tasks. Additionally, designers need to
empower users with the agency to control AI systems to align with
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their expectations. The research aspires to move beyond explainability
to explore more interactive forms of interaction with AI systems for
general acceptance. For instance, to design systems that allow user
engagement, collaborative decision-making, agency, and adaptations to
user needs. The need is to improve implementation at a larger level for
natural language understanding and integrate explainable AI through
interaction. While not all systems need an explanation, purely deciding
to make a system opaque as it is the current state of AI seems to
be an odd choice. To make progress, radical changes are needed to
move towards open systems that are more attuned to user needs and
values. User empowerment and improving the human-AI relationship
are expected to be a central theme in future explorations.

5.6. Limitations and future directions

Our analysis and evaluation are subjected to some limitations. First,
the true essence of interactivity lies in ‘‘the involvement of users’’.
However, considering the theoretical solutions in our definition of
interactivity includes studies that do not perform actual tests with user
involvement. Hence, the results of this work should be interpreted with
more caution when compared or reported with user-centered studies
with participants. Second, the scale could be a limiting factor as the
field of AI is so diverse and changing rapidly. Hence, extracting only
studies related to human-AI interaction in the plethora of information
extravaganza is difficult despite employing comprehensive search and
evaluation strategies. It remains plausible that our search strategy
might have missed some relevant studies, resulting in insights that may
be overlooked or affect this review. We acknowledge that restrictive
search queries found articles that only use the equivalent language. To
reduce this effect, we performed extensive snowballing to identify the
relevant studies through forward and backward searches. The search
strategy could have been enhanced with more keywords. On the con-
trary, most papers showed an overlap in citations, which could indicate
a proper saturation of interactive AI literature. Lastly, this research is
also constrained to temporal scope (e.g., up to 2023), and the literature
produced after that might affect our synthesis.

Our objective lies in human-AI studies where users are allowed
with intentional, explicit, and informed interactions with the AI system.
Although this is an idealized case, current research merely proposes
what is aspired as a human-centered world i.e., humans at the center
of the AI loop. Technical advances in the interactive machine learning
field operationalize this concept where users can make intentional,
informed, and explicit interactions with the system. We argue that
allowing balanced control on the adaptation of AI systems to users
is essential and could benefit the AI systems in the long run. There
is a high need to explore user agency to improve interactions with
the underlying mechanisms of AI. More research efforts can prove the
impact of balancing autonomy and user control (agency) in practice.
Collaborative and hybrid approaches are targeted to balance out the
best of both worlds by combining intelligence from humans and AI,
thereby, reporting user-centered results. Hybrid intelligence seems to
have a promising outlook on the possibilities of human-centered AI and
shared goals surrounding user interactivity.

Transparency has been a core principle and many studies have
been advocating for much-needed traceable and explainable systems.
However, we still see that practical implementations are often opaque.
Also, the interpretability needs vary depending upon the role of the
users with the system. Limitations in practical applications also pose
significant challenges for transparency/XAI in identifying suitable AI
output evaluation methods. Without defined benchmarks for XAI, user
evaluation methods are prone to many knowledge gaps depending upon
the varying explainability needs of different users. Despite the argu-
ments that not all AI systems require explanations, questions about the
ethical accountability of AI still stand valid. For instance, establishing
frameworks to measure user challenges in anticipating the consequence
of interactive AI modifications or tracing back the events leading to the

decisions. Research in high-stake domains such as healthcare, justice,
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and security are prone to face the aforementioned risks if explanations
and transparent design are not built at their core. We see more efforts
being made for explainability in practical settings, and the field can
contribute significantly to the overall adoption of AI. Future work
should continue to strive to loop AI around humans rather than the
opposite. With the advent of Generative AI, the complexity of models
has exploded, making them more complex than ever, thereby requiring
more effort for interpretations behind generated content. Future work
could consider the opportunity to include interactivity in Generative AI
and explore the possibilities. With the growing popularity and new cre-
ative ways of using AI methods, new possibilities for interactivity seem
to arise. Therefore, future work can also explore the effectiveness of
appropriate interaction types for AI systems in different user contexts.

6. Conclusion

AI systems are currently being applied across domains, resulting in
increasingly complex interactions between humans and AI. Fundamen-
tal concerns arise among research, industrial, and societal stakeholders
as a result of these interactions, related to explainability, trust, ac-
ceptability, and adoption of AI, among others. Despite these concerns,
most current literature on human-AI interaction, including surveys,
focuses on the topic of explainability, with the area of Explainable
AI largely overshadowing other forms of interaction. In this study, we
systematically review the human-AI interaction literature, shifting our
focus to studies that extend beyond Explainable AI into the realm of
Interactive AI, where user interaction with the AI system is defined as
being explicit, intentional, and informed. Our analysis identifies key
patterns, gaps, and opportunities, across three main dimensions, com-
prising AI users, implementations, and goals, each containing multiple
sub-dimensions. Our primary research contribution lies in pinpoint-
ing the need for prioritizing the user’s role in the AI loop beyond
explanations, advocating for active user interaction through feedback
and/or co-creation (for example, enabling the users to actively adapt
and co-design the AI mechanics).

Overall, our analysis reveals that recent works in human-AI interac-
tion beyond explanations partially consider human influence as part
of the loop. User involvement is not, at the moment, considered an
impactful form of interaction, and most research focuses on improv-
ing user experience in the interaction with AI systems rather than
facilitating more active forms of user interaction and control. Indeed,
addressing the challenges of inexperienced AI users and creating more
approachable AI is highly visible in current research to make systems
less intimidating for non-experts. Much of contemporary research also
focuses on highlighting the need for increased interaction from a the-
oretical perspective, but practical evidence shows that user-centered
approaches are still under-explored. Our results also highlight a nascent
tendency, evident in a handful of studies, to create AI systems that
adapt to user adjustments and feedback. These studies demonstrate that
AI can be used as a tool rather than an autonomous entity. Yet, due to a
lack of practical solutions, this type of research also situates in aspiring
for more user interaction, rather than proposing concrete solutions.
Some research tendencies are also noted in the area of interactive
machine-learning applications with more specialized (expert) users in
highly contextual settings. Finally, we find that a large section of
the relevant work boils down to interactive AI assistants focusing on
teaching or simplifying tasks for humans.

The issue of insufficient user control and agency remains largely
untouched, even in the most interactive studies. Some studies allow in-
teractive feedback from users to AI systems and vice versa to make users
more aware of the internal AI mechanisms. However, only a few studies
go one step forward by allowing users to modify the algorithm design
parameters to practice complete agency over AI decision-making. Over-
all, our findings highlight that user agency over AI systems beyond
explainability is still very limited, and this is a gap that we expect more
17

studies to focus on in the years to come.
CRediT authorship contribution statement

Muhammad Raees: Writing – review & editing, Writing – original
draft, Visualization, Methodology, Investigation, Formal analysis, Data
curation. Inge Meijerink: Investigation, Formal analysis, Data cura-
tion. Ioanna Lykourentzou: Writing – review & editing, Validation,
Supervision, Project administration, Conceptualization. Vassilis-Javed
Khan: Writing – review & editing, Validation, Supervision, Project
administration, Funding acquisition, Formal analysis. Konstantinos
Papangelis: Writing – review & editing, Validation, Supervision, Re-
sources, Project administration.

Declaration of competing interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to
influence the work reported in this paper.

Data availability

Data will be made available on request.

Acknowledgments

We would like to extend our gratitude to our colleagues at Sappi,
Markie Janse van Rensburg, and Marjorie Boles for their continued
support in the context of the Sappi-RIT Digital Innovation Lab at
Golisano College of Computing and Information Sciences, RIT. Any
explanations, findings, or conclusions expressed in this work are those
of the authors and do not necessarily reflect the views of Sappi.

References

Abdul, A., Vermeulen, J., Wang, D., Lim, B.Y., Kankanhalli, M., 2018. Trends and
trajectories for explainable, accountable and intelligible systems: An hci research
agenda. In: Proceedings of the 2018 CHI Conference on Human Factors in
Computing Systems. pp. 1–18.

Agostinelli, F., Mavalankar, M., Khandelwal, V., Tang, H., Wu, D., Berry, B., Srivas-
tava, B., Sheth, A., Irvin, M., 2021. Designing children’s new learning partner:
collaborative artificial intelligence for learning to solve the Rubik’s cube. In:
Interaction Design and Children. pp. 610–614.

Agrawal, A., Gans, J., Goldfarb, A., 2022. Power and Prediction: The Disruptive
Economics of Artificial Intelligence. Harvard Business Press.

Alfrink, K., Turel, T., Keller, A., Doorn, N., Kortuem, G., 2020. Contestable city
algorithms. In: International Conference on Machine Learning Workshop.

Allen, J.F., 1994. Mixed initiative planning: Position paper. In: ARPA/Rome Labs
Planning Initiative Workshop. Vol. 2.

Amershi, S., Cakmak, M., Knox, W.B., Kulesza, T., 2014. Power to the people: The role
of humans in interactive machine learning. Ai Mag. 35 (4), 105–120.

Amershi, S., Weld, D., Vorvoreanu, M., Fourney, A., Nushi, B., Collisson, P., Suh, J.,
Iqbal, S., Bennett, P.N., Inkpen, K., et al., 2019. Guidelines for human-AI interac-
tion. In: Proceedings of the 2019 Chi Conference on Human Factors in Computing
Systems. pp. 1–13.

Andersen, R., Gjølstad, E., Mørch, A., 2022. Integrating human-centered artificial
intelligence in programming practices to reduce teachers’ workload. In: CEUR
Workshop Proceedings. Vol. 3136, Technical University of Aachen, pp. 30–35.

Annoni, A., Benczur, P., Bertoldi, P., Delipetrev, B., De Prato, G., Feijoo, C., Macias, E.F.,
Gutierrez, E.G., Portela, M.I., Junklewitz, H., 2018. Artificial intelligence: A
european perspective.

Arrieta, A.B., Díaz-Rodríguez, N., Del Ser, J., Bennetot, A., Tabik, S., Barbado, A.,
García, S., Gil-López, S., Molina, D., Benjamins, R., et al., 2020. Explainable
Artificial Intelligence (XAI): Concepts, taxonomies, opportunities and challenges
toward responsible AI. Inf. Fusion 58, 82–115.

Auernhammer, J., 2020. Human-centered AI: The role of human-centered design
research in the development of AI.

Bartels, E.M., 2013. How to perform a systematic search. Best Pract. Res. Clin.
Rheumatol. 27 (2), 295–306.

Belic, M., Bobic, V., Badza, M., Solaja, N., Djuric-Jovicic, M., Kostic, V.S., 2019. Artifi-
cial intelligence for assisting diagnostics and assessment of Parkinson’s disease—A
review. Clin. Neurol. Neurosurg. 184, 105442.

Botti, S., Iyengar, S.S., 2006. The dark side of choice: When choice impairs social
welfare. J. Public Policy Mark. 25 (1), 24–38.

http://refhub.elsevier.com/S1071-5819(24)00085-5/sb1
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb1
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb1
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb1
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb1
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb1
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb1
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb2
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb2
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb2
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb2
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb2
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb2
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb2
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb3
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb3
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb3
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb4
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb4
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb4
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb5
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb5
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb5
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb6
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb6
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb6
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb7
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb7
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb7
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb7
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb7
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb7
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb7
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb8
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb8
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb8
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb8
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb8
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb9
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb9
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb9
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb9
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb9
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb10
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb10
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb10
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb10
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb10
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb10
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb10
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb11
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb11
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb11
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb12
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb12
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb12
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb13
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb13
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb13
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb13
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb13
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb14
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb14
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb14


International Journal of Human - Computer Studies 189 (2024) 103301M. Raees et al.
Buchanan, B.G., 2005. A (very) brief history of artificial intelligence. Ai Mag. 26 (4),
53.

Cabitza, F., Campagner, A., Ronzio, L., Cameli, M., Mandoli, G.E., Pastore, M.C.,
Sconfienza, L.M., Folgado, D., Barandas, M., Gamboa, H., 2023. Rams, hounds and
white boxes: Investigating human–AI collaboration protocols in medical diagnosis.
Artif. Intell. Med. 138, 102506.

Cai, C.J., Reif, E., Hegde, N., Hipp, J., Kim, B., Smilkov, D., Wattenberg, M., Viegas, F.,
Corrado, G.S., Stumpe, M.C., et al., 2019. Human-centered tools for coping with
imperfect algorithms during medical decision-making. In: Proceedings of the 2019
Chi Conference on Human Factors in Computing Systems. pp. 1–14.

Carney, M., Webster, B., Alvarado, I., Phillips, K., Howell, N., Griffith, J., Jongejan, J.,
Pitaru, A., Chen, A., 2020. Teachable machine: Approachable web-based tool for
exploring machine learning classification. In: Extended Abstracts of the 2020 CHI
Conference on Human Factors in Computing Systems. pp. 1–8.

2024. ChatGPT. URL https://openai.com/chatgpt.
Chen, F., Hong, M.K., Denoue, L., Glazko, K., Sumner, E.S., Chen, Y.-Y., Klenk, M.,

2023. CodeML: A machine learning-assisted user interface for code identification
and labeling. In: Extended Abstracts of the 2023 CHI Conference on Human Factors
in Computing Systems. pp. 1–7.

Chiang, C.-W., Lu, Z., Li, Z., Yin, M., 2023. Are two heads better than one in AI-
assisted decision making? Comparing the behavior and performance of groups and
individuals in human-AI collaborative recidivism risk assessment. In: Proceedings
of the 2023 CHI Conference on Human Factors in Computing Systems. pp. 1–18.

Chignell, M.H., Chung, M.-H., Yang, Y., Cento, G., Raman, A., 2021. Human factors
in interactive machine learning: a cybersecurity case study. In: Proceedings of the
Human Factors and Ergonomics Society Annual Meeting. Vol. 65, SAGE Publications
Sage CA: Los Angeles, CA, pp. 1495–1499.

Collier, K., 2023. Actors vs. AI: Strike brings focus to emerging use of advanced
tech. URL https://www.nbcnews.com/tech/tech-news/hollywood-actor-sag-aftra-
ai-artificial-intelligence-strike-rcna94191.

Colorni, A., Dorigo, M., Maniezzo, V., et al., 1991. Distributed optimization by ant
colonies. In: Proceedings of the First European Conference on Artificial Life. Vol.
142, Paris, France, pp. 134–142.

Copeland, B.J., 2000. The modern history of computing.
2024. DALL-E 3. URL https://openai.com/dall-e-3.
Dellermann, D., Ebel, P., Söllner, M., Leimeister, J.M., 2019. Hybrid intelligence. Bus.

Inf. Syst. Eng. 61, 637–643.
2023. Design presentations. URL https://www.ac4d.com/design-presentations.
Dietvorst, B.J., Simmons, J.P., Massey, C., 2018. Overcoming algorithm aversion: People

will use imperfect algorithms if they can (even slightly) modify them. Manag. Sci.
64 (3), 1155–1170.

d’Inverno, M., McCormack, J., 2015. Heroic versus collaborative AI for the arts.
Doncieux, S., Chatila, R., Straube, S., Kirchner, F., 2022. Human-centered AI and

robotics. AI Perspect. 4 (1), 1–14.
Došilović, F.K., Brčić, M., Hlupić, N., 2018. Explainable artificial intelligence: A

survey. In: 2018 41st International Convention on Information and Communication
Technology, Electronics and Microelectronics. MIPRO, IEEE, pp. 0210–0215.

Dotov, D., Froese, T., 2020. Dynamic interactive artificial intelligence: Sketches for
a future AI based on human-machine interaction. In: Artificial Life Conference
Proceedings 32. MIT Press One Rogers Street, Cambridge, MA 02142-1209, USA
journals-info . . . , pp. 139–145.

Dwivedi, R., Dave, D., Naik, H., Singhal, S., Omer, R., Patel, P., Qian, B., Wen, Z.,
Shah, T., Morgan, G., et al., 2023. Explainable AI (XAI): Core ideas, techniques,
and solutions. ACM Comput. Surv. 55 (9), 1–33.

Dzindolet, M.T., Peterson, S.A., Pomranky, R.A., Pierce, L.G., Beck, H.P., 2003. The
role of trust in automation reliance. Int. J. Hum.-Comput. Stud. 58 (6), 697–718.

Epstein, S.L., 2015. Wanted: collaborative intelligence. Artificial Intelligence 221,
36–45.

Fails, J.A., Olsen, Jr., D.R., 2003. Interactive machine learning. In: Proceedings of the
8th International Conference on Intelligent User Interfaces. pp. 39–45.

Feng, K.K., McDonald, D.W., 2023. Addressing UX practitioners’ challenges in designing
ML applications: an interactive machine learning approach. In: Proceedings of the
28th International Conference on Intelligent User Interfaces. pp. 337–352.

Fradkov, A.L., 2020. Early history of machine learning. IFAC-PapersOnLine 53 (2),
1385–1390.

Fügener, A., Grahl, J., Gupta, A., Ketter, W., 2021. Will humans-in-the-loop become
borgs? Merits and pitfalls of working with AI. Manage. Inf. Syst. Q. (MISQ) 45.

Gigerenzer, G., 2008. Gut Feelings: Short Cuts to Better Decision Making. Penguin Uk.
Google, 2023. People + AI guidebook. URL https://pair.withgoogle.com/guidebook/.
Guidotti, R., Monreale, A., Ruggieri, S., Turini, F., Giannotti, F., Pedreschi, D., 2018.

A survey of methods for explaining black box models. ACM Comput. Surv. (CSUR)
51 (5), 1–42.

Heer, J., 2019. Agency plus automation: Designing artificial intelligence into interactive
systems. Proc. Natl. Acad. Sci. 116 (6), 1844–1850.

Holzinger, A., Kargl, M., Kipperer, B., Regitnig, P., Plass, M., Müller, H., 2022.
Personas for artificial intelligence (AI) an open source toolbox. IEEE Access 10,
23732–23747.

Holzinger, A., Müller, H., 2021. Toward human–AI interfaces to support explainability
and causability in medical AI. Computer 54 (10), 78–86.
18
Holzinger, A., Plass, M., Holzinger, K., Crişan, G.C., Pintea, C.-M., Palade, V., 2016.
Towards interactive Machine Learning (iML): applying ant colony algorithms to
solve the traveling salesman problem with the human-in-the-loop approach. In:
Availability, Reliability, and Security in Information Systems: IFIP WG 8.4, 8.9,
TC 5 International Cross-Domain Conference, CD-ARES 2016, and Workshop on
Privacy Aware Machine Learning for Health Data Science, PAML 2016, Salzburg,
Austria, August 31-September 2, 2016, Proceedings. Springer, pp. 81–95.

Honeycutt, D., Nourani, M., Ragan, E., 2020. Soliciting human-in-the-loop user feedback
for interactive machine learning reduces user trust and impressions of model
accuracy. In: Proceedings of the AAAI Conference on Human Computation and
Crowdsourcing. Vol. 8, pp. 63–72.

Huang, M.-H., Rust, R.T., 2022. A framework for collaborative artificial intelligence in
marketing. J. Retail. 98 (2), 209–223.

IBM, 2023. IBM design for AI. URL https://www.ibm.com/design/ai/.
Inkpen, K., Chappidi, S., Mallari, K., Nushi, B., Ramesh, D., Michelucci, P., Mandava, V.,

Vepřek, L.H., Quinn, G., 2023. Advancing human-AI complementarity: The impact
of user expertise and algorithmic tuning on joint decision making. ACM Trans.
Comput.-Hum. Interact. 30 (5), 1–29.

Kaluarachchi, T., Reis, A., Nanayakkara, S., 2021. A review of recent deep learning
approaches in human-centered machine learning. Sensors 21 (7), 2514.

Kamar, E., 2016. Directions in hybrid intelligence: Complementing AI systems with
human intelligence. In: IJCAI. pp. 4070–4073.

Kambhampati, S., 2020. Challenges of human-aware ai systems: Aaai presidential
address. AI Mag. 41 (3), 3–17.

Keele, S., et al., 2007. Guidelines for performing systematic literature reviews in
software engineering.

Kim, S.S., Watkins, E.A., Russakovsky, O., Fong, R., Monroy-Hernández, A., 2023.
‘‘Help me help the AI’’: Understanding how explainability can support human-
AI interaction. In: Proceedings of the 2023 CHI Conference on Human Factors
in Computing Systems. pp. 1–17.

Koch, J., 2017. Design implications for designing with a collaborative AI. In: 2017
AAAI Spring Symposium Series.

Koch, J., Oulasvirta, A., 2018. Group cognition and collaborative ai. In: Human and
Machine Learning: Visible, Explainable, Trustworthy and Transparent. Springer, pp.
293–312.

Koh, P.W., Liang, P., 2017. Understanding black-box predictions via influence functions.
In: International Conference on Machine Learning. PMLR, pp. 1885–1894.

Koo, T.K., Li, M.Y., 2016. A guideline of selecting and reporting intraclass correlation
coefficients for reliability research. J. Chiropr. Med. 15 (2), 155–163.

Kuang, E., Jahangirzadeh Soure, E., Fan, M., Zhao, J., Shinohara, K., 2023. Collabo-
ration with conversational AI assistants for UX evaluation: Questions and how to
ask them (voice vs. Text). In: Proceedings of the 2023 CHI Conference on Human
Factors in Computing Systems. pp. 1–15.

Kulesza, T., Burnett, M., Wong, W.-K., Stumpf, S., 2015. Principles of explanatory
debugging to personalize interactive machine learning. In: Proceedings of the 20th
International Conference on Intelligent User Interfaces. pp. 126–137.

Lai, V., Zhang, Y., Chen, C., Liao, Q.V., Tan, C., 2023. Selective explanations: Leveraging
human input to align explainable ai. Proc. ACM Hum.-Comput. Interact. 7 (CSCW2),
1–35.

Lee, M., Liang, P., Yang, Q., 2022. Coauthor: Designing a human-ai collaborative writing
dataset for exploring language model capabilities. In: Proceedings of the 2022 CHI
Conference on Human Factors in Computing Systems. pp. 1–19.

Li, Z., Shi, L., Cristea, A.I., Zhou, Y., 2021. A survey of collaborative reinforcement
learning: interactive methods and design patterns. In: Designing Interactive Systems
Conference 2021. pp. 1579–1590.

Liao, Q.V., Varshney, K.R., 2021. Human-centered explainable ai (xai): From algorithms
to user experiences. arXiv preprint arXiv:2110.10790.

Liao, Q.V., Zhang, Y., Luss, R., Doshi-Velez, F., Dhurandhar, A., 2022. Connecting
algorithmic research and usage contexts: a perspective of contextualized evaluation
for explainable AI. In: Proceedings of the AAAI Conference on Human Computation
and Crowdsourcing. Vol. 10, pp. 147–159.

Lipton, Z.C., 2018. The mythos of model interpretability: In machine learning, the
concept of interpretability is both important and slippery. Queue 16 (3), 31–57.

Liu, R., Chen, B., Chen, M., Wu, Y., Qiu, Z., He, X., 2019. Mappa mundi: An
interactive artistic mind map generator with artificial imagination. arXiv preprint
arXiv:1905.03638.

Luo, X., Tong, S., Fang, Z., Qu, Z., 2019. Frontiers: Machines vs. humans: The impact
of artificial intelligence chatbot disclosure on customer purchases. Mark. Sci. 38
(6), 937–947.

MacGregor, J.N., Ormerod, T., 1996. Human performance on the traveling salesman
problem. Percept. Psychophys. 58, 527–539.

Maiden, N., Lockerbie, J., Zachos, K., Wolf, A., Brown, A., 2023. Designing new digital
tools to augment human creative thinking at work: An application in elite sports
coaching. Expert Syst. 40 (3), e13194.

Marks, S., 2007. Finding Betty Crocker: The Secret Life of America’s First Lady of Food.
U of Minnesota Press.

Marshall, K.K., Grudin, J., Reiterer, H., Byrne, R., 2022. Human–computer integration.
McCarthy, J., Minsky, M.L., Rochester, N., Shannon, C.E., 2006. A proposal for the

dartmouth summer research project on artificial intelligence, august 31, 1955. AI
Mag. 27 (4), 12.

http://refhub.elsevier.com/S1071-5819(24)00085-5/sb15
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb15
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb15
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb16
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb16
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb16
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb16
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb16
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb16
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb16
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb17
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb17
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb17
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb17
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb17
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb17
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb17
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb18
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb18
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb18
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb18
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb18
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb18
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb18
https://openai.com/chatgpt
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb20
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb20
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb20
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb20
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb20
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb20
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb20
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb21
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb21
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb21
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb21
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb21
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb21
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb21
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb22
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb22
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb22
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb22
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb22
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb22
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb22
https://www.nbcnews.com/tech/tech-news/hollywood-actor-sag-aftra-ai-artificial-intelligence-strike-rcna94191
https://www.nbcnews.com/tech/tech-news/hollywood-actor-sag-aftra-ai-artificial-intelligence-strike-rcna94191
https://www.nbcnews.com/tech/tech-news/hollywood-actor-sag-aftra-ai-artificial-intelligence-strike-rcna94191
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb24
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb24
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb24
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb24
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb24
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb25
https://openai.com/dall-e-3
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb27
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb27
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb27
https://www.ac4d.com/design-presentations
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb29
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb29
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb29
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb29
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb29
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb30
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb31
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb31
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb31
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb32
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb32
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb32
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb32
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb32
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb33
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb33
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb33
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb33
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb33
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb33
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb33
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb34
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb34
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb34
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb34
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb34
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb35
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb35
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb35
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb36
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb36
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb36
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb37
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb37
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb37
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb38
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb38
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb38
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb38
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb38
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb39
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb39
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb39
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb40
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb40
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb40
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb41
https://pair.withgoogle.com/guidebook/
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb43
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb43
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb43
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb43
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb43
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb44
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb44
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb44
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb45
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb45
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb45
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb45
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb45
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb46
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb46
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb46
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb47
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb47
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb47
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb47
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb47
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb47
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb47
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb47
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb47
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb47
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb47
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb47
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb47
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb48
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb48
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb48
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb48
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb48
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb48
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb48
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb49
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb49
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb49
https://www.ibm.com/design/ai/
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb51
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb51
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb51
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb51
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb51
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb51
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb51
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb52
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb52
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb52
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb53
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb53
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb53
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb54
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb54
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb54
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb55
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb55
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb55
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb56
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb56
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb56
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb56
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb56
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb56
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb56
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb57
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb57
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb57
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb58
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb58
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb58
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb58
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb58
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb59
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb59
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb59
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb60
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb60
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb60
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb61
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb61
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb61
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb61
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb61
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb61
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb61
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb62
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb62
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb62
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb62
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb62
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb63
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb63
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb63
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb63
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb63
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb64
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb64
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb64
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb64
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb64
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb65
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb65
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb65
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb65
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb65
http://arxiv.org/abs/2110.10790
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb67
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb67
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb67
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb67
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb67
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb67
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb67
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb68
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb68
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb68
http://arxiv.org/abs/1905.03638
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb70
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb70
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb70
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb70
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb70
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb71
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb71
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb71
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb72
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb72
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb72
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb72
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb72
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb73
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb73
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb73
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb74
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb75
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb75
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb75
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb75
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb75


International Journal of Human - Computer Studies 189 (2024) 103301M. Raees et al.
McCormack, J., Hutchings, P., Gifford, T., Yee-King, M., Llano, M.T., D’inverno, M.,
2020. Design considerations for real-time collaboration with creative artificial
intelligence. Organised Sound 25 (1), 41–52.

Meade, M.O., Richardson, W.S., 1997. Selecting and appraising studies for a systematic
review. Ann. Int. Med. 127 (7), 531–537.

Miller, T., Howe, P., Sonenberg, L., 2017. Explainable AI: Beware of inmates running
the asylum or: How I learnt to stop worrying and love the social and behavioural
sciences. arXiv preprint arXiv:1712.00547.

Mishra, S., Rzeszotarski, J.M., 2021. Designing interactive transfer learning tools for
ML non-experts. In: Proceedings of the 2021 CHI Conference on Human Factors in
Computing Systems. pp. 1–15.

Mohseni, S., Zarei, N., Ragan, E.D., 2021. A multidisciplinary survey and framework
for design and evaluation of explainable AI systems. ACM Trans. Interact. Intell.
Syst. (TiiS) 11 (3–4), 1–45.

Montavon, G., Samek, W., Müller, K.-R., 2018. Methods for interpreting and
understanding deep neural networks. Digit. Signal Process. 73, 1–15.

Morteza, M., Bayat, M.M., Farhad Toosi, A., 2019. Collective hybrid intelligence:
towards a conceptual framework. In: Collective Hybrid Intelligence: Towards a
Conceptual Framework.

Mruthyunjaya, V., Jankowski, C., 2020. Human-Augmented robotic intelligence (HARI)
for human-robot interaction. In: Proceedings of the Future Technologies Conference
(FTC) 2019: Volume 2. Springer, pp. 204–223.

Mulrow, C.D., 1994. Systematic reviews: rationale for systematic reviews. Bmj 309
(6954), 597–599.

Nakao, Y., Stumpf, S., Ahmed, S., Naseer, A., Strappelli, L., 2022. Toward involving
end-users in interactive human-in-the-loop AI fairness. ACM Trans. Interact. Intell.
Syst. (TiiS) 12 (3), 1–30.

Newlands, G., 2021. Lifting the curtain: Strategic visibility of human labour in
AI-as-a-Service. Big Data Soc. 8 (1), 20539517211016026.

Nicholls, S., Cunningham, S., Picking, R., 2018. Collaborative artificial intelligence in
music production. In: Proceedings of the Audio Mostly 2018 on Sound in Immersion
and Emotion. pp. 1–4.

Nolan, B., 2023. AI art generators face separate copyright lawsuits from Getty Images
and a group of artists. URL https://www.businessinsider.com/ai-art-artists-getty-
images-lawsuits-stable-diffusion-2023-1.

Ottoboni, G., La Porta, F., Piperno, R., Chattat, R., Bosco, A., Fattori, P., Tessari, A.,
2022. A Multifunctional Adaptive and Interactive AI system to support people living
with stroke, acquired brain or spinal cord injuries: A study protocol. PLoS One 17
(4), e0266702.

Page, M.J., McKenzie, J.E., Bossuyt, P.M., Boutron, I., Hoffmann, T.C., Mulrow, C.D.,
Shamseer, L., Tetzlaff, J.M., Akl, E.A., Brennan, S.E., Chou, R., Glanville, J.,
Grimshaw, J.M., Hróbjartsson, A., Lalu, M.M., Li, T., Loder, E.W., Mayo-
Wilson, E., McDonald, S., McGuinness, L.A., Stewart, L.A., Thomas, J., Tricco, A.C.,
Welch, V.A., Whiting, P., Moher, D., 2021. The PRISMA 2020 statement: An up-
dated guideline for reporting systematic reviews. J. Clin. Epidemiol. 134, 178–189.
http://dx.doi.org/10.1016/j.jclinepi.2021.03.001, URL https://www.sciencedirect.
com/science/article/pii/S0895435621000731.

Palmatier, R.W., Houston, M.B., Hulland, J., 2018. Review articles: Purpose, process,
and structure.

Pandey, A.K., Gelin, R., Robot, A., 2018. Pepper: The first machine of its kind. IEEE
Robot. Autom. Mag. 25 (3), 40–48.

Patel, D., Bhalodiya, P., 2019. 3D holographic and interactive artificial intelligence sys-
tem. In: 2019 International Conference on Smart Systems and Inventive Technology.
ICSSIT, IEEE, pp. 657–662.

Peeters, M.M., van Diggelen, J., Van Den Bosch, K., Bronkhorst, A., Neerincx, M.A.,
Schraagen, J.M., Raaijmakers, S., 2021. Hybrid collective intelligence in a
human–AI society. AI Soc. 36, 217–238.

Plass, M., Kargl, M., Nitsche, P., Jungwirth, E., Holzinger, A., Müller, H., 2022. Un-
derstanding and explaining diagnostic paths: toward augmented decision making.
IEEE Comput. Graph. Appl. 42 (6), 47–57.

Poola, I., 2017. How artificial intelligence in impacting real life everyday. Int. J. Adv.
Res. Dev. 2 (10), 96–100.

Puntoni, S., Reczek, R.W., Giesler, M., Botti, S., 2021. Consumers and artificial
intelligence: An experiential perspective. J. Mark. 85 (1), 131–151.

Raaijmakers, S., 2019. Artificial intelligence for law enforcement: challenges and
opportunities. IEEE Secur. Priv. 17 (5), 74–77.

Raees, M., Khan, V.-J., Papangelis, K., 2023. Four challenges for IML designers: Lessons
of an interactive customer segmentation prototype in a global manufacturing
company. In: Extended Abstracts of the 2023 CHI Conference on Human Factors
in Computing Systems. pp. 1–6.

Raisch, S., Krakowski, S., 2021. Artificial intelligence and management: The
automation–augmentation paradox. Acad. Manag. Rev. 46 (1), 192–210.

Ramos, G., Meek, C., Simard, P., Suh, J., Ghorashi, S., 2020. Interactive ma-
chine teaching: a human-centered approach to building machine-learned models.
Hum.–Comput. Interact. 35 (5–6), 413–451.

Renz, A., Vladova, G., 2021. Reinvigorating the discourse on human-centered artificial
intelligence in educational technologies. Technol. Innov. Manag. Rev. 11 (5).

Ribeiro, M.T., Singh, S., Guestrin, C., 2016. ‘‘Why should i trust you?’’ Explaining the
predictions of any classifier. In: Proceedings of the 22nd ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining. pp. 1135–1144.
19
Riedl, M.O., 1901. Human-centered artificial intelligence and machine learning. Hum.
Behav. Emerg. Technol. 1 (1), 33–36, 2019.

Roll, I., Wylie, R., 2016. Evolution and revolution in artificial intelligence in education.
Int. J. Artif. Intell. Educ. 26, 582–599.

Ruttkay, Z., Reidsma, D., Nijholt, A., 2006. Human computing, virtual humans and
artificial imperfection. In: Proceedings of the 8th International Conference on
Multimodal Interfaces. pp. 179–184.

Sandkuhl, K., 2019. Putting AI into context-method support for the introduction of
artificial intelligence into organizations. In: 2019 IEEE 21st Conference on Business
Informatics. CBI, Vol. 1, IEEE, pp. 157–164.

Sanfeliu Cortés, A., Repiso Polo, E., Garrell Zulueta, A., 2020. Collaborative-AI:
Social robots accompanying and approaching people. In: Proceedings of the First
International Workshop on New Foundations for Human-Centered AI. NeHuAI,
CEUR-WS. org, pp. 33–37.

Scholar, 2024. Google scholar. URL https://scholar.google.com/.
Scopus, 2024. Scopus preview. URL https://www.scopus.com/.
Shneiderman, B., 2020a. Human-centered artificial intelligence: Reliable, safe &

trustworthy. Int. J. Hum.–Comput. Interact. 36 (6), 495–504.
Shneiderman, B., 2020b. Human-centered artificial intelligence: Three fresh ideas. AIS

Trans. Hum.-Comput. Interact. 12 (3), 109–124.
Sponheim, C., 2023. The ELIZA effect: Why we Love AI. URL https://www.nngroup.

com/articles/eliza-effect-ai/.
2024. Stable diffusion. URL https://stability.ai/stablediffusion.
Stefik, M., 2023. Roots and requirements for collaborative AI. arXiv preprint arXiv:

2303.12040.
Strauch, B., 2017. Ironies of automation: Still unresolved after all these years. IEEE

Trans. Hum.-Mach. Syst. 48 (5), 419–433.
Suresh, H., Gomez, S.R., Nam, K.K., Satyanarayan, A., 2021. Beyond expertise and roles:

A framework to characterize the stakeholders of interpretable machine learning
and their needs. In: Proceedings of the 2021 CHI Conference on Human Factors in
Computing Systems. pp. 1–16.

2023. Teachable machine. URL https://teachablemachine.withgoogle.com/.
Templier, M., Paré, G., 2015. A framework for guiding and evaluating literature

reviews. Commun. Assoc. Inf. Syst. 37 (1), 6.
Teo, K.X., 2023. A top AI expert says most outsourced coders in India will be out of a

job in 2 years thanks to the technology. URL https://www.businessinsider.com/ai-
replace-most-outsourced-coders-india-stability-ceo-predicts-2023-7.

Teso, S., Kersting, K., 2019. Explanatory interactive machine learning. In: Proceedings
of the 2019 AAAI/ACM Conference on AI, Ethics, and Society. pp. 239–245.

Tjoa, E., Guan, C., 2020. A survey on explainable artificial intelligence (xai): Toward
medical xai. IEEE Trans. Neural Netw. Learn. Syst. 32 (11), 4793–4813.

2023. What-if tool. URL https://pair-code.github.io/what-if-tool/.
Urban Davis, J., Anderson, F., Stroetzel, M., Grossman, T., Fitzmaurice, G., 2021.

Designing co-creative ai for virtual environments. In: Creativity and Cognition. pp.
1–11.

van der Aalst, W.M., 2021. Hybrid Intelligence: to automate or not to automate, that
is the question. Int. J. Inf. Syst. Proj. Manag. 9 (2), 5–20.

Vereschak, O., Bailly, G., Caramiaux, B., 2021. How to evaluate trust in AI-assisted
decision making? A survey of empirical methodologies. Proc. ACM Hum.-Comput.
Interact. 5 (CSCW2), 1–39.

Wang, D., Yang, Q., Abdul, A., Lim, B.Y., 2019. Designing theory-driven user-centric
explainable AI. In: Proceedings of the 2019 CHI Conference on Human Factors in
Computing Systems. pp. 1–15.

Weld, D.S., Bansal, G., 2019. The challenge of crafting intelligible intelligence.
Commun. ACM 62 (6), 70–79.

Wellsandt, S., Klein, K., Hribernik, K., Lewandowski, M., Bousdekis, A., Mentzas, G.,
Thoben, K.-D., 2022. Hybrid-augmented intelligence in predictive maintenance with
digital intelligent assistants. Annu. Rev. Control 53, 382–390.

Wexler, J., Pushkarna, M., Bolukbasi, T., Wattenberg, M., Viégas, F., Wilson, J., 2019.
The what-if tool: Interactive probing of machine learning models. IEEE Trans. Vis.
Comput. Graph. 26 (1), 56–65.

Wohlin, C., 2014. Guidelines for snowballing in systematic literature studies and
a replication in software engineering. In: Proceedings of the 18th International
Conference on Evaluation and Assessment in Software Engineering. pp. 1–10.

Xie, X., Liu, H., Zhang, Z., Qiu, Y., Gao, F., Qi, S., Zhu, Y., Zhu, S.-C., 2019. Vrgym: A
virtual testbed for physical and interactive ai. In: Proceedings of the ACM Turing
Celebration Conference-China. pp. 1–6.

Xu, W., 2019. Toward human-centered AI: a perspective from human-computer
interaction. Interactions 26 (4), 42–46.

Xu, W., Dainoff, M.J., Ge, L., Gao, Z., 2023. Transitioning to human interaction with
AI systems: New challenges and opportunities for HCI professionals to enable
human-centered AI. Int. J. Hum.–Comput. Interact. 39 (3), 494–518.

Xu, F., Uszkoreit, H., Du, Y., Fan, W., Zhao, D., Zhu, J., 2019. Explainable AI: A brief
survey on history, research areas, approaches and challenges. In: Natural Language
Processing and Chinese Computing: 8th CCF International Conference, NLPCC
2019, Dunhuang, China, October 9–14, 2019, Proceedings, Part II 8. Springer, pp.

563–574.

http://refhub.elsevier.com/S1071-5819(24)00085-5/sb76
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb76
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb76
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb76
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb76
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb77
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb77
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb77
http://arxiv.org/abs/1712.00547
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb79
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb79
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb79
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb79
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb79
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb80
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb80
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb80
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb80
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb80
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb81
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb81
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb81
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb82
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb82
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb82
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb82
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb82
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb83
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb83
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb83
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb83
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb83
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb84
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb84
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb84
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb85
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb85
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb85
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb85
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb85
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb86
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb86
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb86
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb87
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb87
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb87
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb87
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb87
https://www.businessinsider.com/ai-art-artists-getty-images-lawsuits-stable-diffusion-2023-1
https://www.businessinsider.com/ai-art-artists-getty-images-lawsuits-stable-diffusion-2023-1
https://www.businessinsider.com/ai-art-artists-getty-images-lawsuits-stable-diffusion-2023-1
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb89
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb89
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb89
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb89
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb89
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb89
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb89
http://dx.doi.org/10.1016/j.jclinepi.2021.03.001
https://www.sciencedirect.com/science/article/pii/S0895435621000731
https://www.sciencedirect.com/science/article/pii/S0895435621000731
https://www.sciencedirect.com/science/article/pii/S0895435621000731
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb91
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb91
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb91
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb92
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb92
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb92
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb93
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb93
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb93
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb93
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb93
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb94
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb94
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb94
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb94
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb94
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb95
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb95
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb95
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb95
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb95
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb96
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb96
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb96
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb97
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb97
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb97
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb98
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb98
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb98
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb99
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb99
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb99
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb99
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb99
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb99
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb99
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb100
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb100
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb100
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb101
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb101
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb101
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb101
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb101
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb102
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb102
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb102
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb103
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb103
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb103
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb103
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb103
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb104
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb104
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb104
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb105
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb105
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb105
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb106
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb106
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb106
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb106
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb106
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb107
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb107
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb107
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb107
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb107
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb108
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb108
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb108
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb108
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb108
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb108
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb108
https://scholar.google.com/
https://www.scopus.com/
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb111
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb111
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb111
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb112
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb112
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb112
https://www.nngroup.com/articles/eliza-effect-ai/
https://www.nngroup.com/articles/eliza-effect-ai/
https://www.nngroup.com/articles/eliza-effect-ai/
https://stability.ai/stablediffusion
http://arxiv.org/abs/2303.12040
http://arxiv.org/abs/2303.12040
http://arxiv.org/abs/2303.12040
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb116
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb116
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb116
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb117
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb117
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb117
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb117
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb117
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb117
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb117
https://teachablemachine.withgoogle.com/
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb119
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb119
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb119
https://www.businessinsider.com/ai-replace-most-outsourced-coders-india-stability-ceo-predicts-2023-7
https://www.businessinsider.com/ai-replace-most-outsourced-coders-india-stability-ceo-predicts-2023-7
https://www.businessinsider.com/ai-replace-most-outsourced-coders-india-stability-ceo-predicts-2023-7
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb121
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb121
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb121
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb122
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb122
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb122
https://pair-code.github.io/what-if-tool/
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb124
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb124
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb124
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb124
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb124
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb125
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb125
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb125
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb126
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb126
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb126
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb126
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb126
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb127
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb127
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb127
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb127
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb127
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb128
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb128
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb128
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb129
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb129
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb129
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb129
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb129
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb130
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb130
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb130
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb130
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb130
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb131
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb131
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb131
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb131
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb131
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb132
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb132
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb132
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb132
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb132
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb133
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb133
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb133
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb134
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb134
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb134
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb134
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb134
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb135
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb135
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb135
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb135
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb135
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb135
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb135
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb135
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb135


International Journal of Human - Computer Studies 189 (2024) 103301M. Raees et al.
Yampolskiy, R.V., 2019. Predicting future AI failures from historic examples. Foresight
21 (1), 138–152.

Yang, D., Oh, E.-S., Wang, Y., 2020. Hybrid physical education teaching and curricu-
lum design based on a voice interactive artificial intelligence educational robot.
Sustainability 12 (19), 8000.
20
Zhong, H., Chang, J., Yang, Z., Wu, T., Mahawaga Arachchige, P.C., Pathmabandu, C.,
Xue, M., 2023. Copyright protection and accountability of generative AI: Attack,
watermarking and attribution. In: Companion Proceedings of the ACM Web
Conference 2023. pp. 94–98.

http://refhub.elsevier.com/S1071-5819(24)00085-5/sb136
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb136
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb136
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb137
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb137
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb137
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb137
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb137
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb138
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb138
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb138
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb138
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb138
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb138
http://refhub.elsevier.com/S1071-5819(24)00085-5/sb138

	From explainable to interactive AI: A literature review on current trends in human-AI interaction
	Introduction
	Background
	Explainable AI (XAI)
	Human-AI Beyond Explainability

	Methodology
	Inclusion and Exclusion Criteria
	Search and Data Collection
	Study Eligibility Evaluation
	Definitions and Terminology
	Interactivity and Agency
	Augmentation and Control
	Human-centered Design


	Analysis of Dimensions
	AI Users
	AI Implementations
	Implementation of the Solution
	Application Domain
	Modalities of Data

	AI Goals
	User Experience
	Transparency and XAI
	Interactivity
	Algorithm Modification


	Discussion and Directions
	Purpose of Interactive AI
	Collaboration
	Augmentation

	Interactive AI in Practice
	Human-AI Guidelines
	Technical Challenges

	AI and User Agency
	Interfacing AI
	Addressing HCAI challenges: current trends and gaps
	Limitations and Future Directions

	Conclusion
	CRediT authorship contribution statement
	Declaration of competing interest
	Data availability
	Acknowledgments
	References


