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Abstract—Topic modeling is a popular method for analysing
large amounts of unstructured text data and extracting meaning-
ful insights. The coherence of the generated topics is a critical
metric for determining the model quality and measuring the
semantic relatedness of the words in a topic. The distributional
hypothesis, a fundamental theory in linguistics, states that words
occurring in the same contexts tend to have similar meanings.
Based on this theory, word co-occurrence in a given context is
often used to reflect word association in coherence scores. To this
end, many coherence scores use Normalised Pointwise Mutual
Information (NPMI), which uses a sliding window to describe
the neighbourhood that defines the context. It is assumed that
there is no other structure in the neighbourhood except for the
presence of words. Inspired by the distributional hypothesis, we
hypothesise the word distance to be relevant for determining the
word association. Hence, we propose using a fuzzy sliding window
to define a neighbourhood in which the association between words
depends on the membership of the words in the fuzzy sliding
window. To this end, we propose Fuzzy Normalized Pointwise
Mutual Information (FNPMI) to calculate fuzzy coherence scores.
We implement two different neighbourhood structures by the
definition of the membership function of the sliding window.
In the first implementation, the association between two words
correlates positively with the distance, whereas the correlation
is negative in the second. We compare the correlation of our
proposed new coherence metrics with human judgment. We find
that the use of a fuzzy sliding window correlates less with human
judgment than a crisp sliding window. This finding indicates that
word distance within a window is less important than defining
the window size itself.

Index Terms—Natural Language Processing, Distributional
Hypothesis, Fuzzy Sliding Window, Topic Modeling

I. INTRODUCTION

Topic modeling has emerged as a powerful technique for
analysing unstructured text data and extracting meaningful
insights. An essential aspect of topic modeling is evaluating
the coherence of the topics generated by a model. Coherence
refers to the semantic relatedness of the words in a topic
and reflects how well these words support each other. A
coherent topic has related words and conveys a clear and
distinct theme. The coherence of a topic is a crucial metric
to determine the overall model quality. Generally, the word
co-occurrence is used to calculate coherence scores. The
rationale for considering word co-occurrence comes from the

distributional hypothesis, stating words occurring in the same
contexts tend to have similar meanings [1], [2]. Normalised
Pointwise Mutual Information (NPMI) [3] is often used to
capture semantic relatedness when calculating the coherence
in topic modeling. NPMI reflects the association between
two words w; and ws, which is the extent to which the
joint probability of two words differs from what would be
expected if wy and we were independent. To calculate these
probabilities, the metric uses sliding windows of size s to
create different slices of a document. The probabilities are
defined by the number of times a word occurs with another
word, divided by the total number of windows. The window
defines a neighbourhood that reflects a word’s context; a larger
window size can capture a broader context. The use of a
sliding window to define a neighbourhood does not consider
any structure in that neighbourhood. However, based on the
distributional hypothesis, it seems intuitive to consider the
distance between words to have an effect on word association.
Consequently, we propose to use a fuzzy sliding window in
which the membership to the fuzzy sliding window affects the
computations for word association: the further apart two words
are, the less their semantic relatedness is.

In our experiments, we focus on topic modeling to test
whether word distances within a context matter, by using
publicly available human judgment data. Our experiments
compare three coherence scores; the ¢, (crisp) score and
two fuzzy alternatives that replace the NPMI calculation with
FNPMI. One fuzzy approach, cy,., assigns more weight to
nearby words and the other, cy,..% , to distant words. Then,
based on a corpus with topics and human judgment scores for
each topic, we calculate the Spearman correlation between the
human judgment- and the coherence scores.

Our findings indicate that conventional sliding windows’
coherence calculations correlate better with human judgment.
Apparently, the size of a neighbourhood is more relevant than
the distance structure within the neighbourhood. We believe
this finding contributes to understanding the concept of context
in Natural Language Processing (NLP).

The outline of the paper is as follows. Section II II pro-
vides background information on topic modeling. Section III
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discusses how NPMI and the coherence score are calculated.
Then, we describe how FNPMI is calculated from fuzzy
sliding windows in Section IV. Subsequently, we discuss the
experimental setup and data used for comparison in Section
V. We discuss the results and its implications in Section VI
and conclude our work in Section VII.

II. TorPiC MODELING

The distributional hypothesis is a fundamental principle in
linguistics asserting that words occurring in similar contexts
tend to have similar meanings. The underlying idea is that
the context largely determines the meaning of a word it
appears in. This principle is based on the observation that
words sharing similar meanings tend to co-occur in similar
contexts and that the distributional patterns of words can reveal
their semantic properties [1], [2]. The distributional hypothesis
has been widely used in NLP and computational linguistics,
where it forms the basis for various techniques, such as word
embeddings and topic modeling.

Topic modeling is a widespread task in (NLP) that entails
discovering hidden semantic themes within a collection of
text documents. Topic modeling can be used for a variety of
purposes, including topic discovery [4], [5], text classification
[6], [7], similarity analysis [8], and sentiment analysis [9],
among others. The output generated by topic models can serve
as input for several downstream applications and serve as the
primary objective for latent topic exploration. In many topic
modeling approaches, a user feeds the algorithm a corpus of
documents and a number of topics to find. Then, the algorithm
returns two matrices, p(W/|T) and p(T|D). The former gives
the propensity of word ¢ given topic k, and the latter the
propensity of topic k given document j. The highest propensity
words are retrieved from p(W|T) by picking the top-n words.
There is a wide variety of topic modeling algorithms. Latent
Dirichlet Allocation [10] is the most popular and has been the
basis for other models such as ProdLDA and NeuralLDA [11].
More recently, fuzzy algorithms such as FLSA [12], FLSA-W
[13], and FLSA-E [14] were proposed. Amongst all the former
algorithms, FLSA-W has outperformed other topic models in
various evaluation metrics [15]. More recently, BERTopic [16]
has received much attention. This model produces intuitive
topics. However, the user can not set the number of topics.
Each run returns a different ‘optimal’ number of topics,
and so a systematic comparison with other models remains
challenging.

Topic models are typically evaluated based on their inter
or intra-topic quality. A common metric for the former is the
diversity score [17], which indicates how unique the words
in different topics are. A common metric for the intra-topic
score is the coherence score [18]. This can be calculated in
various ways, all inspired by the distributional hypothesis. One
way is using the cosine similarity between words in dense
vector spaces [19], such as Glove [20] or Word2Vec [21], [22].
These approaches locate words nearby each other in a high-
dimensional continuous space that also co-occur frequently
in a corpus. Hence, co-occurrence is considered implicitly.

Additionally, other approaches explicitly count words; many
approaches calculate the coherence this way. In one approach
[23], all coherence scores are considered to be a combination
of configurations from a four-dimensional configuration space.
After calculating a coherence score for each combination
for various corpora and topics, ¢, (Section III-B) is found
to correlate the highest with human judgment. This score
finds the association between two words by using normalized
pointwise mutual information (Section III). This score uses
a sliding window to represent the context of a word as a
neighbourhood. It calculates the joint probability between two
words by considering their co-occurrence in the sliding win-
dow. However, no further structure within the neighbourhood
is considered. Using fuzzy sliding windows might be a more
appropriate approach to represent the neighbourhood structure
from the perspective of the distributional hypothesis. These
windows treat words that are farther apart as being partially
within the neighbourhood. Hence, we generalize the concept
of a sliding window to a fuzzy sliding window, similar to
fuzzy sets generalising classical sets [24]. In this case, different
words within a sliding window have a different membership
to the context, based on their distance from a target word.

III. QUANTIFYING TOPIC COHERENCE
A. Normalized Pointwise Mutual Information

Pointwise mutual information measures the information that
two words, w,, and w,,, share. It indicates how much knowing
one of the words reveals information about the other. Hence,
if both words are independent, knowing one does not give
information about the other. Given two words w,, and w,,,
marginal probabilities p(w,,) and p(w.,,) and joint probability
p(wn, wyy,), the pointwise mutual information PM I (w,,, w,,)
is calculated as:

P(Wn, wi) + €
p(wn) X p(wy,)
Where € is a small number introduced to prevent dealing
with O probability values. PMI can be considered to be an
estimate of how much more the two words co-occur than we
expect by chance. The ratio ranges between —oo and oo. Its
normalized variant Normalized Pointwise Mutual Information
(NPMI) ranges between -1 and 1 [3] (Equation 2). In this case,
a score of 1 indicates a perfectly positive association where
the two words always occur together. A score of -1 indicates
a perfectly negative association where the two words never
occur together. The € is added to avoid a logarithm of zero.
NPMI is defined as:

PMI(wy,, wy,) = log (1

P(Wn,Wm )+e

p(wn)xp(wm)
2
—log(p(wn, wm)) + € @

These probabilities can be calculated at a document level
or based on a sliding window on fractions of the text. In
the latter case, a sliding window moves over the document,
one-word token per step, where each step defines a new

log
NPMI (wy,, wy,) =
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virtual document. To ensure all words are weighted equally,
the documents are padded so that the first sliding window
only counts the first two words and the last sliding window
only counts the last two words. For the calculations in this
section, we formulate the following quantities:

D  the number of documents in the corpus,

wq,; corpus word at index ¢ in document d
d the document index in a corpus.
de{l,2,...,D},
f; document d represented by a bag
of words,

|#4] the number of words in document d
¢ the word position in a document
ie{1,2,..,04l},
7 the word index in a padded document.
s the size of the sliding window,

Then, the probability of word w,, and w,, cooccurring is:

D 0 s—
Zd:l Z|]=d|2t5 g bd,j(wﬂdwm)
p(wn, wm) = - 3)
Doa—1 |0al +5—3

where
1, wy,w, € W
bd,j (w’ru wm) = © (4)
0, else.
with
We = {waj, Wd,j41, - Wd,j+s}- &)

B. Coherence (c,)

Coherence is a measure to reflect how well within-topic
words support each other. The ¢, score was shown to correlate
the highest with human judgment [23]. For this reason, we
discuss the ¢, metric in the remainder of this paper [23].

In addition to the variables introduced before, we define the
following quantities:

topic index. k € {1,2,..., K},

the number of topics,

word index in a topic. n € {1,2,..., N},

the number of most probable words per topic
that characterizes the topic,

topic word at index n in topic k,

vector to represent topic word at index n

in topic k. Where |, x| = N.

For each topic k, we create a (N x N) matrix in which each
cell gives the NPMI (2) between the corresponding words.
The probabilities in the NPMI are based on a boolean sliding
window of size s! ((3)-(5)).

Each row? in this matrix is a word vector E?n  correspond-
ing to word n in topic k.

Zs X

T

wn,k
E?n k

s

ls =110, in case of cy.
20r column, because it is a symmetric matrix

W = [INPMI(w?

m,k>

wh ), vm e {1,2,...,N} (6)

Then, we take the sum of all word vectors in topic k to
calculate the ropic vector ﬁz

N
P= Wk (7)
n=1

The topic coherence is measured by the dispersion of the
topic-word vectors from the resultant topic vector, using cosine
similarity. Then, the coherence metric ¢, is calculated by:

_ Zé{:l Zf:le Scos(ﬁn,k»w/:)

v N x K ®)
with
——
cos 77ﬁ - . 9
seos(Vs W) = T < T2 1] ©)

IV. Topric COHERENCE WITH FuzzYy SLIDING WINDOWS

The probability estimation used in NPMI does not capture
word distance. We propose Fuzzy Normalized Pointwise Mu-
tual Information (FNPMI), a generalization of NPMI that takes
into account the distance between words. More specifically,
the weight assigned to two words is inversely related to their
distance, indicated by the membership function of the fuzzy
sliding window (Figure 1 for an example of the fuzzy sliding
window).

In addition to the quantities formulated in Section III, we
define:

Om,n  the (minimal) distance between two words
m and n in a sliding window
(minimal when there are duplicates of m or n).

a(Wn, wm)+e€
T TS

EFNPMI (wy,, W) = 10
( ) _lo.g(a(wnwm) +e€ ( )
where
D 0 s—2
Si ST g (wes wm)
a(Wn, W) = D ) (11)
dod—1 |0al +5—3
and
5—96. —+1 /
#7 " m c W s
Hd,j (wnwm) = {O s Z)lse’.w (12)
with
W= {wa,j, Wd 41, W j4s ) (13)

Hence, given the words in a sliding window, the association
between two words w,, and w,, is weighted by the distance
between them proportionally to the sliding window size s.
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Two membership functions for
words in a fictional window (s = 8)

T
0.875 |-
0.750 -
0.625 -

Membership
o
(6,
|

0.375 -
0.250 =
0.125 =

i have a grey cat and one dog

Membership to word ‘a’

Membership to word ‘dog’

Fig. 1. A fictional window showing the membership functions for two words.
For both words, it can be seen that the membership is inversely related to the
distance between words.

To obtain a better picture of the effect of word distance,
we also experiment with an implementation that assigns more
weight to words further away in the sliding window>. We refer
to this method as FNPMI“. Equations (10) and (11) also apply
to FNPMI“. However, the membership is calculated as (14).

dm,nt1

’

Wy, Wy, € W

(. w [ s ) ny Ym ’
ud’J( " m) {0, else

(14)

where W' is calculated the same as in (13). Figure 1 shows
a fictional example of the membership calculation.

We implement cy,,.., the coherence score with fuzzy slid-
ing window, the same as the c¢, configuration, but replace
NPMI (2) with FNPMI (10). Figure 2 shows an example that
illustrates how the probability and memberships are calculated
for a word pair in a given sliding window.

V. EXPERIMENTAL SETUP & DATA

Our experiments aim to determine whether the coherence
scores using fuzzy sliding windows correlate higher with
human judgment than their crisp variant. We follow a similar
experimental setup to Roder et al. [23]. We start with a
corpus, a list of topics, and human evaluation scores per topic.
Then, we calculate coherence scores for each topic based on
FNPMI, FNPMI®, and NPMI. Subsequently, we calculate the
Spearman rank correlation between the coherence and human
interpretation scores. If the coherence metric with the highest
human judgement uses fuzzy sliding windows, this indicates
it is more intuitive to account for word distances than using a

3Note that more complex membership functions can be used in general.

Algorithmic example of the probability and
memberships for a fictional window

Goal: find the probability/membership of the word ‘cat’ and
‘dog’ in the sliding window bhelow (5=14).

Note that, the minimal distance (§) between both words is 3.
Hence:

* plcat’, ‘dog’) =1

* p(‘cat’, ‘dog’)

_3+1
14

. y('cat’, .dog;)oc

i have a cat and a dog the dog loves to chase the cat
| ] ] ] ] ] ] ] ] ] ] ] ] ]

Fig. 2. An example showing how the probability and memberships are
calculated for a fictional sliding window. The probability equals 1 if both
words occur in a sliding window, regardless of the distance. Both memberships
are based on the distance between both words and the length of the sliding
window.

crisp sliding window. We use the ¢, metric (Section III-B) as
the benchmark for the crisp coherence metric, as it was shown
to correlate the highest with human judgment in [23]. For all
metrics, we calculate scores based on sliding windows of size
10, 20, ..., 300, similar to the original work [23]. We use
the movie dataset [25] for validation. This dataset comprises
125,409 articles with an average length of 283.8 words and has
100 topics with five words per topic*. 19 volunteers, all fluent
in English, have created golden labels by rating the topics (x
= 0.29) [25].

VI. RESULTS & DISCUSSION

Figure 4 shows the Spearman correlations between human
judgment data and the different coherence scores. We observe
that all scores show a moderate positive correlation with
human judgment scores. The conventional (boolean) coherence
score, based on NPMI, correlates more with human judgment
than the coherence scores using fuzzy windows (based on
FNPMI), for all sliding windows. Both ¢, and cyf,.. show
a steep decrease in correlation for window size 100, whereas
Cfuz>" shows a steep increase for this sliding window. The
variation in correlation scores implies that researchers and
practitioners should carefully consider the window size when
using coherence scores. Lastly, both coherence scores based on
fuzzy sliding windows correlate similarly to human judgment.
Although only based on two neighbourhood structures, this
means that the shape of the structure seems to have little
impact on human judgment.

4One topic contained the word ’comic’, which does not appear in the
corpus. For this reason, we removed it from the topic.
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Fig. 3. The representations of the article length distribution in the corpus. Left is a histogram that shows the frequency of the article lengths up to a length
of 1200. Right is a boxplot that uses a log scale to show the word length distribution in a boxplot.
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Fig. 4. A graph showing the Spearman correlations between the different coherence scores and human judgment for different sliding windows.
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Based on the distributional hypothesis, we evaluate whether
word distance helps to create better coherence scores in topic
modeling. We hypothesized that word distance would impact
word association and influence the coherence score. The con-
ventional coherence method weights all within-window words
equally. Hence, it does not consider the distance between
words in a window, whereas the fuzzy alternative window does
consider distance. However, the conventional method corre-
lates higher with human judgment scores than the proposed
fuzzy alternatives. Combined with the varying correlations
with different window sizes, this finding suggests that the
window size might be more critical than the distance between
words within that window. This work gives a more detailed
understanding of the meaning of context in NLP.

Note that we have only used one specific corpus of text
data; this corpus may not generalize to other types of text
data or domains. Moreover, the inter-annotator agreement ()
for creating the human evaluation scores was 0.29. A score of
0 means no agreement, and 1 is perfect agreement. Hence, this
score implies that humans are not consistent in rating topics.
The inter-annotator agreement for the human judgment scores
must be higher to draw conclusions about the correlation to
human judgment. We only compare the fuzzy coherence scores
to the ¢, coherence score because, on average, this metric was
found to correlate the highest with human judgment scores.
However, there are many other approaches for calculating
coherence scores. An evaluation comparing various metrics,
such as Cp, Cnpumi, Cucr [23], would provide a more
comprehensive overview.

VII. CONCLUSION

This work evaluates whether the distance between words
helps to create better coherence scores in topic modeling.
We propose a fuzzy alternative to the NPMI metric, based
on which we formulate a fuzzy coherence metric inspired by
the distributional hypothesis. We calculate scores for various
sliding window sizes based on these coherence metrics.

We find that a crisp definition of a sliding window correlates
better with human judgment than a fuzzy definition. Even
though we have considered only a single data set in a limited
number of configurations, we think our finding is important
for understanding the concept of context and its relation to
a neighbourhood structure in topic modeling applications. In
the future, we intend to conduct more detailed experiments
exploring the relationship between topic coherence and neigh-
bourhood structures for calculating coherence.
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