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Abstract—Topic modeling has become a popular approach to
identify semantic structures in text corpora. Despite its wide
applications, interpreting the outputs of topic models remains
challenging. This paper presents an initial study regarding a new
approach to better understand this output, leveraging the large
language model ChatGPT. Our approach is built on a three-
stage process where we first use topic modeling to identify the
main topics in the corpus. Then, we ask a domain expert to assign
themes to these topics and prompt ChatGPT to generate human-
readable summaries of the topics. Lastly, we compare the human-
and machine-produced interpretations. The domain expert found
half of ChatGPT’s descriptions useful. This explorative work
demonstrates ChatGPT’s capability to describe topics accurately
and provide useful insights if prompted accurately.

Index Terms—Topic Modeling, LLM, ChatGPT, Electronic
Health Records, Fuzzy Topic Models, Prompt Engineering

I. INTRODUCTION

As the volume of textual data continues to grow, so does
the significance of extracting valuable insights from large text
corpora. Topic modeling is a technique for identifying latent
semantic structures within vast volumes of text. Topic models
are a group of unsupervised natural language processing
algorithms returning a collection of topics from a corpus. Each
topic is a set of words, aimed to be semantically related. Yet,
interpreting a word set is not always straightforward. Often
not all words in the word set seem semantically related, so the
semantic theme of the word set is unclear. There is vast work
on topic model evaluation [1]-[4], focusing on the quality of
the produced topics, but little on topic model interpretation [5],
[6], aimed at making sense of the produced topics.

The Natural Language Processing (NLP) field has recently
seen numerous breakthroughs from Large Language Models
(LLMs) such as BERT [7] and ChatGPT, which is based on the
Generative Pre-training Transformer (GPT) model [8]. These
models are based on deep learning [9] and Transformer mod-
els [10] and are trained on vast amounts of data. ChatGPT is
the latest in a series of such LLMs and has caused excitement
and controversy because it is one of the first models that
can convincingly converse with its users in English and other
languages on a wide range of topics. It learns autonomously
from data, can write seemingly intelligent, human-like re-

sponses, and provide meaningful summaries of texts [11]. The
rise of these models opens the doors to many new research
applications, one of which is enhancing topic modeling.

However, to our knowledge, LLMs have not been used for
interpreting topic models so far. In this work, we explore
the potential of using ChatGPT, the state-of-the-art in LLMs,
to interpret the output generated by topic models. We work
with topics trained on Electronic Health Records (EHRs)
and compare the interpretations from ChatGPT and a domain
expert.

We follow a three-step approach. In the first step, we create
topics generated by the popular probabilistic topic modeling
algorithm Latent Dirichlet Allocation (LDA) [12]. Because of
the nature of topic modeling, where words belong to different
topics to some degree, it is intuitive to use a fuzzy topic
model instead of a probabilistic model. For this reason, we
compare LDA with a fuzzy topic modeling algorithm, Fuzzy
Latent Semantic Analysis - Words (FLSA-W) [13]. In the
second step, we prompt these topics to ChatGPT, to distil
the essence of these topics into concise, easily digestible
summaries. Simultaneously, we ask a similar question to a
domain expert for the same topics. Then, in step three, we
compare the generated summaries with those produced by a
domain expert. In doing so, we aim to highlight the potential
of LLMs in streamlining the interpretation process. By making
topic modeling interpretation more intuitive, we aim to make
topic modeling more accessible to a broader audience.

The outline of this paper is as follows. In Section II, we
discuss topic modeling, focusing on various algorithms and
the challenges of interpreting topics. In Section III, we discuss
LLMs, focussing on their main components and capabilities in
more detail. Section IV discusses the three-step approach and
the data used for our experiments and evaluation. Then, we
present the results and discuss the implications and limitations
in Section V-A. Finally, Section VI concludes the paper.

II. TorPiC MODELING

Topic modeling is an unsupervised NLP task aiming to
discover the underlying topics in a corpus of text and represent
them as propensity distributions over a vocabulary. Most



topic models return two matrices P(W|T) & P(T|D), the
propensity of a word given a topic and the propensity of a topic
given a document, respectively. Then, the top-N words with the
highest propensity per topic are typically taken to represent a
topic. The most popular topic modeling algorithm is LDA [12].
It assumes that each document in a corpus is a mixture
of topics and is a probability distribution over words. LDA
iteratively assigns words to topics and topics to documents,
optimizing the likelihood of the observed data. FLSA-W [13]
is a fuzzy-clustering-based topic modeling algorithm. It starts
by creating local- and global-term weights and then uses C-
means clustering [14] on the V-matrix created by singular
value decomposition to get the partition matrix. Lastly, the
output matrices are obtained by matrix multiplications based
on Bayes’ Theorem. FLSA-W has been shown to outperform
other algorithms in various evaluation metrics [15].

For evaluation, a coherence score is calculated that indi-
cates how well the within-topic words semantically support
each other. Various metrics exist to measure the coherence
score [16], which can be based on counting co-occurrences [3]
or by measuring the cosine similarity between words repre-
sented in a high-dimensional continuous space [17]. Alterna-
tively, the diversity score reflects the uniqueness of the top-N
words between different topics [4]. It is calculated by dividing
the number of distinct words in the set of topics by the total
number of topic words.

The product of the coherence- and the diversity score has
been proposed as the interpretability score [4]. However, it
is questionable whether this score actually reflects a topic’s
interpretability [18]. Topic interpretation can be challenging
due to the lack of coherence amongst topic words [5]. Also,
experiments have shown that the representation of topics as a
bag of words might cause users to overlook important words,
read too much into words, assume adjacent words go together,
or incorrectly resolve polysemy [5]. For this reason, there is
a need for adequate interpretation techniques.

III. LARGE LANGUAGE MODELS

LLMs have recently emerged as a powerful tool in natural
language processing. These models are based on deep learning
techniques and Transformer models, such as BERT [7] GPT-
3 [8], and ChatGPT. They have been used in various appli-
cations, including language translation, text summarization,
and question-answering systems [7], [8], [19] and have shown
remarkable performance in generating human-like responses.

Most LLMs use the Transformer framework for their ar-
chitectures, which are deep-learning neural networks with
Transformer blocks. These blocks commonly incorporate a
multi-head self-attention module complemented by a fully
connected feed-forward layer [10]. The distinctive feature
of the multi-head self-attention mechanism is its ability to
concentrate simultaneously on various segments of the in-
put sequence, thereby discerning relationships among words.
Furthermore, the fully connected feed-forward layer operates
on each element of the input sequence in a parallel manner,

enhancing the representations produced by the multi-head self-
attention module [20]. The Transformer’s success is partly due
to its ability to capture long-range dependencies in the input
sequence and to its ability to focus on the most relevant parts
of the sequence when generating its output [10].

The Generative Pre-trained Transformers (GPT) models are
a sequence of LMs that have each produced state-of-the-art
results on various tasks. The first version, GPT, is a left-to-
right model, meaning it is trained unidirectional, based on a
deep Transformer decoder [21]. This model follows a pre-train
and fine-tune paradigm [22]. During pre-training, an extensive
collection of textual data is used to learn general language
patterns and representations. Then, the LLMs are fine-tuned
on various discriminative language understanding tasks.

However, there are several limitations to this fine-tuning
approach. Evidence suggests that models overfit to training
distributions and do not generalize well outside of it [23]—[25]
and models are good on datasets, not so good at underlying
tasks [26], [27]. Moreover, each task requires a large specific
dataset, and one might end up with many versions of a similar
model. To overcome this limitation, the GPT-2 model is pre-
trained using a language modeling objective, but it performs
no fine-tuning [28]. Instead, it uses textual prompts to perform
zero-shot inference on various tasks. Ever since the switch
from the pre-train and fine-tune paradigm to the pre-train,
prompt, and predict paradigm [22], there is a growing literature
on prompt engineering [29], [30]. After the GPT-2 proposal,
evidence suggested that LM performance strongly depends on
the scale and only weakly on the model shape and that LMs are
more sample efficient [31]. For this reason, GPT-3 was trained
at a much larger size than GPT-2, going from approximately
1.5 billion to 175 billion parameters [8]. Whereas GPT-2
was a zero-shot learner, GPT-3 performs best as a few-shot
learner [8].

ChatGPT is GPT-3’s successor and was specifically de-
signed for conversation modeling. It uses 100 times fewer
parameters than GPT-3, but its output is preferred over GPT-
3’s prompts.

This effectiveness seems to come from using Reinforcement
Learning from Human Feedback (RLHF) [32]. The training
procedure with RLHF consists of three steps.

1) Collect demonstration data and train a supervised policy.

2) Collect comparison data and train a reward model.

3) Optimize a policy against the reward model using rein-

forcement learning.

In the first step, a prompt is sampled from a prompt dataset.
Then, a human labeller demonstrates the desired output be-
haviour, which is used to fine-tune the policy with supervised
learning. In the second step, the prompt and several model
outputs are sampled. Then, a labeller ranks the outputs from
best to worst, and this data is used to train a reward model. In
step three, a new prompt is sampled from the dataset. The
policy from step one generates an output, and the reward
model from step two calculates a reward. The reward is used
to update the policy using proximal policy optimization [33].
This extra element changes the language model’s objective



from predicting the next token on a webpage from the internet,
to following the user’s instructions helpfully and safely [8],
(28], [32], [34], [35].

IV. DATA AND METHODOLOGY
A. Data

The dataset used for training the topic models consists of
Dutch clinical notes from the Psychiatry department of the
UMCU. It comprises 4280 clinical notes, anonymized with
DEDUCE [36] with an average length of 1481 words per doc-
ument as discussed in [37], [38]. The original dataset contains
labels for each document, as it was used for a classification
task. However, because topic modeling is unsupervised, we
only use the written notes and not the labels.

B. Methodology

This section describes our methodology to explore the
potential of using ChatGPT to interpret topics generated by
LDA and FLSA-W. We follow a three-step approach, as
discussed below.

1) Step 1 - Generating Topics: We generate topics using
the topic modeling algorithms, LDA [12] and FLSA-W [13]
on a corpus of clinical notes from EHRs (Section IV-A).
We train both algorithms so that they produce ten topics
with twenty words per topic and use the Gensim [39] and
FuzzyTM package [15] packages to train LDA and FLSA-W,
respectively. FLSA-W is a fuzzy topic modeling algorithm
that considers the degree of membership of a word to a topic.
LDA is a widely used probabilistic topic modeling algorithm
that infers the underlying topic structure of a corpus based
on the distribution of words.

2) Step 2 - Interpreting Topics with a Domain Expert
and ChatGPT: In this step, we ask a human domain expert
and ChatGPT to interpret the topics generated in the first
step. The domain expert is a psychiatrist working at a
University Medical Center in the Netherlands. We asked
the domain expert to assign a label to a topic in case she
recognized one. To get useful outputs from ChatGPT, we
had to be specific in our prompts. Initially, the prompt
“Which common denominator does the following set of
words have <TOPICS>"' led to meaningless topics, as it
described the words to come from a medical setting in many
cases. Although true, our goal was to seek more specific
descriptions. Hence, we refined our prompts as follows:
“Given the fact that the following words all originate from
the electronic patient record of a psychiatric department, what
common denominator do the following words have? Please
be as specific as possible. <TOPIC>". The first part of the
prompt aims to prevent the output from providing known
information. The last part was based on an iterative round
in which we prompted ChatGPT to be more specific after
providing the output. In addition to a single word, ChatGPT

'We used Dutch equivalents to the examples given.

also provided an elaborate motivation for its answer.

3) Step 3 - Comparing Summaries Generated by ChatGPT
and the Domain Expert: We compare the summaries generated
by ChatGPT and the domain expert qualitatively. For each
topic, we show the domain expert her own answer and the out-
put provided by ChatGPT supplemented with the motivation.
Then, we asked the domain expert the following questions.

1) Do you agree with ChatGPT’s output? Answers:
a) yes,
b) no.
2) Which description is better? Answers:
a) domain expert,
b) ChatGPT,
c) approximately equally good,
d) not applicable.
3) How useful is ChatGPT’s answer? Answer:

a) not useful,

b) not really useful,
¢) moderately useful,
d) useful.

V. RESULTS AND DISCUSSION
A. Usefulness of ChatGPT topics

Figure 2 shows the distribution of ratings assigned to Chat-
GPT’s topic description, by the domain expert. 50 percent of
the ratings are useful, and 50 percent are unuseful. Moreover,
we find that:

1) The domain expert assigned a label to 75% of all topics.

2) In 20% of the unassigned topics, the domain expert
found ChatGPT’s description to be useful.

3) In 55% of all the topics, the domain expert did not agree
with ChatGPT’s topic description.

4) For 35%, of the topics, the domain expert considered her
own description to be better than ChatGPT’s description,
while she found 30% of the topics to be equally good,
and in 5% of the cases, ChatGPT’s description was
considered better.

B. Association with coherence

The ratings indicate that 50% of the descriptions provided
by ChatGPT are perceived as useful by the domain expert.
Aiming to understand the variability in the descriptions’
usefulness, we assess whether there is a correlation between
the usefulness and the coherence score. Figure 1 shows the
distribution of coherence scores per topic over the ratings. The
three coherence scores are c,-coherence [3], and two word
embedding-based approaches [17]. The c,-coherence does not
seem to correlate with the given ratings. However, the two
word-embedding-based scores indicate a positive correlation
between the coherence and rating scores. The average co-
herence score is higher for higher ratings, and the coherence
variation is lower for useful topics. A contradiction between
the c,-coherence and the word embedding coherence was also
found in [16]. This analysis indicates that topics with higher
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Fig. 1: Three boxplots showing the distributions for different rating categories and coherence metrics: (a) c,-coherence (b)
pairwise word embedding topic coherence, (c) centroid-based word embedding topic coherence.
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Fig. 2: A bar chart showing the distribution of domain expert
ratings about the ChatGPT generated topic evaluation.

word-embedding-based coherence scores are more likely to be
considered useful by the domain expert.

C. Topic analysis

To better understand the variability in the descriptions’
usefulness, we analyze a few topics in more depth in this
section, where we consider one topic per description. Table I
shows a topic per rating and the descriptions given by the
domain expert and ChatGPT. We will use these descriptions
and topics for our analysis in this section.

1) Useful: Here we discuss the topic from Table I about
Psychoses. ChatGPT’s motivation for this description is:
Words such as “person”, “mother”, parents”, patient”,
”good”, ’father”, vyear”, “admission”, “issue” suggest
that the words are related to a situation of treatment of
psychological problems in a young person in the context
of their family. Words such as “voices”, “complaints”,
”sometimes”, “hallucinations”, “psychosis”, “diagnostics”,
“examination”, “anamnesis”, “thoughts”, “tells”, “where”
suggest that the words in related to an analysis of the
symptoms and causes of psychosis, taking into account the
role of parents and family in the history and diagnosis. In

this example, the domain expert and ChatGPT agree that
the topic is about psychoses. However, ChatGPT refines the
domain expert’s description by specifying this topic is about
psychoses with young people, and it explains why this seems
to be the case.

2) Moderately useful: Amongst the topics considered
to be moderately useful, the domain expert agreed with
ChatGPT’s description in 75% of the cases. We analyze
the topic about Anamnesis from Table I here. ChatGPT’s
motivation for giving this description is: This may include
conducting research, collecting history, obtaining information
from referrers and obtaining additional information about
somatic problems. It is also stated whether the patient was
previously known to the institution and whether there are any
affective traits and intoxications. The patient’s psychomotor
skills, intelligence and legal orientation are also examined.
In this topic, the domain expert and ChatGPT seem to agree
with each other. However, ChatGPT does not seem to add
extra relevant information on top of the information provided
by the domain expert.

3) Not really useful: The domain expert disagreed with
all of the topics considered as Not really useful. We analyze
the topic from Table I about social skills here. ChatGPT’s
motivation for its description is: Words such as “person”,
”good”, "problems”, risk”, "contact”, “adl”, function”,
“goes”, “aggression”, “psychic”, “functions”, “social” and
Vskills” suggest that the words are related to a situation of
treating a person’s psychological problems and/or aggression.
Words such as “occupational”, ’conversation”, “gives”,
"vpk”, “ward”, 7going” and ’attending” suggest that
the treatment takes place in a professional setting, such
as a ward of a psychiatric institution. Here, the focus
as assigned by ChatGPT and the domain expert varies
greatly, and the example given by the domain expert is more
specific than ChatGPT’s answer. Because ChatGPT has been
prompted with the information that the words originate from
the electronic health records of a psychiatric department,
it seems unable to interpret the topics beyond this information.
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Fig. 3: Dispersion plots of serious mental illnesses (a) and medications (b) across 11 documents, each represented by a different
color. The plots show the frequency of mentions for each topic at their relative position in the document.

4) Not useful: In one topic, the domain expert disagrees
with ChatGPT and finds the output not useful (the topic
about serios mental illnesses in Table I). The motivation
provided by ChatGPT for this topic was: Words such as
”mg”, "medication”, "symptoms”, "effect”, ’clozapine”, and
“lithium” suggest that the words are related to the medication
treatment of mental illness. This indicates that there is psy-
chopharmacology. To better understand this topic, we analyze
the associated documents. We select all 11 documents from the
corpus containing all 20 topic words. Then, we prompt Chat-
GPT to provide typical serious mental illnesses or psychiatric
medications. We look at how often both sets of words appear
in these 11 documents. Figure 3 shows the relative positions
of words in the documents, where each colour represents a
document. The high prevalence of words from both groups
(Serious Mental Illnesses and psychopharmacology) indicates
both descriptions could be considered relevant descriptions.
Yet, ChatGPT focuses on different aspects of the descriptions.
The medications are often prescribed to patients with serious
mental illnesses. Hence, the difference in descriptions makes
sense, and both descriptions seem accurate, although one is
considered less useful by the domain expert.

D. Comparison of LDA and FLSA-W

The domain expert assigned a label to all LDA topics, but
could not assign a label to three topics produced by FLSA-W.
This might indicate that the topics produced by LDA are better
interpretable for the domain expert. However, the different
coherence scores indicate the topics produced by both models
are approximately equally coherent (Table II).

E. Limitations

The results in terms of the percentage of agreement between
the domain expert and ChatGPT do not portray the machine
in a positive light. We deem this agreement due to several
factors.

o We rely on the evaluation of one domain expert only. This

precludes the assessment of potential sources of error,

such as biased judgments, inaccuracies in the data, inter-
annotator agreement, and other significant metrics that
are instrumental in gauging the quality of annotation.

o The questions asked in our work might introduce an extra
bias knowing that the texts came from ChatGPT.

Moreover, our experiments are conducted on a small scale,
with a small number of topics, and we have only evalu-
ated a few topics. For this reason, these results are prelim-
inary. Lastly, ChatGPT and other LLMs are large and non-
deterministic algorithms. Although there is growing literature
about LLM explainbility [40]-[42], there is no guarantee that
the produced output is truthful. For this reason, the topic
explanations provided by ChatGPT should be used to support
topic modeling interpretation, but should not be seen as an
objectively truthful answer.

VI. CONCLUSION

Summarizing, this paper explores a novel approach for
interpreting topic modeling output by leveraging the large
language model ChatGPT. The approach involves a three-
stage process where topics are identified using topic modeling,
themes are assigned by a domain expert and ChatGPT, and the
domain expert compares the descriptions. Although we find
discrepancies between human- and machine descriptions, the
results indicate that ChatGPT might be used to describe topics
and provide useful insights. Yet, the experiments are conducted
on a small scale with a small number of topics and one
domain expert. Furthermore, we have only analyzed a small
number of topics in more depth. For this reason, the results are
preliminary. Also, ChatGPT is not deterministic, so the results’
reproducibility could be poor. Yet, the descriptions provided by
ChatGPT are useful. For this reason, we believe ChatGPT is a
promising model to support topic modeling interpretation. This
work aims to inspire peers to study ChatGPT further for topic
interpretations. In future work, we intend to study an iterative
customization process per prompt to obtain more specific
topic descriptions. Moreover, we plan to include more domain
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The original word was a Dutch abbreviation. We use multiple words here to maintain the original meaning.

TABLE I: Topic information per rating. Each row shows an example of a topic and its descriptions for each rating. Note that
ChatGPT’s description and the topics are both translated from Dutch.

C, WECpw WECcENT
FLSA-W 0517 0.349 0.745
LDA 0.553 0.349 0.655

TABLE II: The average coherence scores per model coherence
metric.

experts, change the questions to reduce bias and conduct our
experiments on a larger scale.
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