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1 Introduction  
 

1.1 Catalysis and the Role of Elementary Transport and Reaction Steps 
A catalyst is a material that increases the rate of a chemical reaction without being consumed in the 
process. This is achieved by the creation of an alternative reaction pathway that has a lower activation 
energy (Figure 1.1). The lowering of the activation energy allows different things: 1) reactions can take 
place at lower energies and pressures than without a catalyst, which increases the energy efficiency 
of the process. 2) If several reactions are competing against each other, increasing the reaction rate 
of the desired product can increase its selectivity towards it. This results in fewer by-products and 
therefore a higher atomic efficiency of the process. Because of this, catalysts are crucial to make 
chemical processes more sustainable.1  

 

Figure 1.1 Schematic plot of the energy during a reaction process with and without a catalyst. The 
reaction enthalpy ΔH is the same for both cases. However, the activation energy Ea is lower in the 
catalyzed process. Figure adapted from Hanefeld et al.2 

Catalysts are usually divided into two categories based on their state of matter: homogeneous 
catalysts are in the same phase as the reactants (mostly both are liquids). In heterogeneous catalysis, 
on the other hand, the catalyst is a solid, while the reactants can be liquid and/or gaseous. Since the 
catalyst and the reactants are not in the same phase, the separation of products is facilitated 
compared to homogeneous catalysts.2 Because of this, and due to their comparably long lifetimes, 
heterogeneous catalysts are widely used in industrial processes.1 

1.1.1 Porosity and Mass Transfer Properties  
The reaction takes place at the active sites of a catalyst, which are usually metal nano particles or solid 
acid sites (e.g., Zeolites). Since the reaction rates increase with the number of available active sites, 
porous materials (mostly metal oxides) are used to support the active sites while keeping them 
accessible. Moreover, these support materials also provide chemical, thermal, and mechanical 
stability to the catalyst and in the case of metal active sites they can prevent deactivation due to 
sintering of the nanoparticles.2    

The actual chemical reaction rate taking place at the active sites increases with the reactant 
concentration. However, this concentration can vary strongly in a reactor and within a catalyst 
particle, which also is true for the reaction products. Therefore, seven steps influence the effective 
reaction rate of a heterogeneous catalyst (see Figure 1.2). 1) The reactants need to diffuse from the 
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bulk fluid into the particle. Since the reactant is being consumed, its concentration will be lower in the 
particle than in the bulk of the fluid. As a consequence, a so-called stagnant layer is formed. This is a 
region adjacent to the particle surface that shows a gradient in reactant concentration and that does 
not move relative to the particle. The width of the stagnant layer depends on the fluid properties and 
the flow conditions in the reactor. For example, if there is no flow, the width of the stagnant layer will 
be larger, and the reactant concentration will be lower at the particle surface compared to the bulk of 
the fluid, slowing the effective reaction rate. 2) Once the reactant enters the catalyst particle, it has 
to diffuse through its pores before reaching the active sites. Here, the pore size, tortuosity and pore 
interconnectivity determine the rate at which the reactants are delivered to the active site. Moreover, 
the composition of these pore-walls also plays an important role, as the wall-reactant interactions can 
lead to adsorption on these inert surfaces and lower the effective diffusion coefficient. 3) Once the 
molecule reaches the active site, it adsorbs on it and the actual chemical reaction takes place (4). 
Later, the products desorb (5), diffuse through the pores (6) and stagnant layer (7) to reach the bulk 
fluid where they can be collected.1 

 

Figure 1.2 Individual steps of a heterogeneous catalytic reaction carried out on a porous catalyst in 
which species A reacts to species B. Adapted from Klaewkla et al.3  

Porosity is of crucial importance for steps (2) and (6) as it determines how fast reactants reach the 
active site and how fast products leave the catalyst. Often, these internal diffusion processes limit the 
overall reaction rate of catalytic processes.4–8 This is especially the case for reactions involving large 
molecules, such as biomass9, hydrocarbons10 and plastic11,12. In order to avoid internal mass transfer 
limitations (i.e., pore diffusion is slow compared to active-site reaction rate), the pore network of the 
catalyst has to be well-connected through large pores. A high pore connectivity is also important for 
the lifespan of a catalyst, as large products (e.g. polymers) or by-products (e.g. coke) created during 
the reaction can block pores and reduce the accessibility of the active sites.5,13 However, smaller pores 
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can also be beneficial because they increase the available surface sites and therefore the reaction 
rates. Moreover, smaller pores can also improve the selectivity towards small reactants and/or 
products.2 Apart from this, the support material should also provide stability (thermal, chemical and 
mechanical) to the catalyst particle, this is why filler materials (e.g. clay) are used to meet this 
criterion.2 In order to find a good balance between the above mentioned requirements, industrial 
catalysts often consist of multi-component materials with complex hierarchical pore structures 
involving macro (> 50nm), meso (2 - 50 nm), and micropores (<2nm).14 Rational pore space design of 
these pore-networks could improve catalytic performance significantly. However, this requires a much 
deeper understanding of the structure-performance relationship than is currently available.15 
Therefore, the development of better high-resolution and high-throughput porosity characterization 
techniques is necessary to understand how synthesis parameters affect the pores pace, not only on 
average, but also how these structures change between and within particles. 

1.2 Pore Space Characterization Techniques 
In this section, different porosity characterization techniques, as well as their benefits and 
drawbacks, will be discussed. We will further distinguish bulk and single particle techniques.  

1.2.1 Bulk Techniques  
Bulk pore space characterization techniques do not provide any information on the heterogeneity 
between and within particles. Nevertheless, they constitute well-established methods to 
characterize and compare catalysts samples.  

a. Physisorption  

Physisorption is a commonly used method to measure the total surface area of porous materials. This 
kind of measurement also provides information about the pore size distribution and the shape of the 
pores. In order to do this, a known amount of sample is first evacuated in a vessel at slightly elevated 
temperatures to remove water and air. Then, a known amount of adsorbate gas (usually nitrogen or 
argon) is admitted at very low temperatures (e.g., 77.3 K for N2). After reaching equilibrium, the 
amount of adsorbed gas can be computed from the change in pressure. Usually, the adsorption 
behavior of the sample is evaluated through its adsorption isotherm, where pressure is normalized by 
the saturation pressure P0. 

2,16 

An isotherm curve for a micro/mesoporous material is schematically depicted in Figure 1.3. At low 
pressures, molecules adsorb over the whole surface of the material, until a monolayer is built (see 
shoulder). Later the number of adsorbed species gradually grows with pressure as the pressure 
increases. Later, a strong increase due to capillary condensation is observed. After the saturation 
pressure has been reached, the pressure is gradually reduced to obtain the desorption isotherm (red 
curve). The hysteresis evidences the capillary condensation previously mentioned, as the pore filling 
and emptying mechanisms are different and occur at different pressures as a consequence. The 
difference between both isotherms can also vary based on the pore shape, providing information on 
this feature.2,16  

The adsorption/desorption isotherms can be fitted to the Brunauer, Emmet and Teller (BET) model 
to obtain a total surface area for the material.  Moreover, the Kelvin equation relates the pressure at 
which capillary condensation occurs to a pore diameter:2,16  

ln
P
P0

=
2γVm

rporeRT
 

 

Equation 1.1 
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Here, P represents the pressure, P0 the saturation pressure, γ the surface tension, Vm the molar 
volume, rpore the pore radius, R the ideal gas constant and T the temperature. If no pores are present 
in the sample or they are too large (macropores) for capillary condensation to occur at the tested 
pressures, no capillary condensation takes place. As a result, macroporosity cannot be studied with 
this technique.2,16   

 

Figure 1.3 Schematic physisorption isotherm for micro-/mesoporous materials. The hysteresis 
suggests pore condensation. Adapted from Rahamn et al.17    

b. Hg Intrusion Porosimetry 

Mercury intrusion porosimetry is suited for the characterization of meso- and macroporous samples 
and offers a good complement to gas physisorption measurements. Mercury does not wet solids and 
its contact angle θ is usually determined on flat surfaces of the same material as the sample studied.18 
The Young Laplace equation (e) dictates that such materials have a positive capillary pressure ∆P, i.e., 
the liquid gets repelled by small pores. The smaller the pore radius rpore, the higher the pressure 
needed for mercury to enter it. Hg-intrusion porosimetry makes use of this in the following way: First, 
the studied sample is put under vacuum to remove gas and water within the pores. Then, Hg is added 
to the vessel, surrounding the sample completely. The pressure of the system is then gradually 
increased. The resulting change in Hg-volume in the vessel provides a direct measurement of the 
amount of mercury entering the sample pores at different pressures. Then, the Young-Laplace 
equation can be used to translate the applied pressure to a pore size:18  

rpore =
−2 γcos (θ)

∆P
 

 

Equation 1.2 

 
After reaching saturation, the pressure of the system is gradually reduced, which often results in a 
hysteresis, similar to the one seen in gas physisorption. Comparing the intrusion and extrusion 
curves can provide information about the pore shape and pore interconnectivity.18  

As previously mentioned, smaller pores require higher pressures for the mercury to fill them. In order 
to study meso- and micropores one would need extremely high pressures that cannot be reached with 
conventional porosimeters. Moreover, if the voids between the particles are comparable to the pores 
of the particle, the voids outside the particles can be wrongly interpreted as intra-particle porosity.19 
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Figure 1.4 Hg Cumulative intrusion as a function of pore diameter: log derivative of the cumulative 
intrusion volume is strongly related to the pore size distribution. 

c. Uptake Experiments  

A commonly used way to characterize and compare the accessibility of catalyst particles is to perform 
uptake experiments.20–23 Here, a known mass of porous particles is put in contact with a solution 
containing UV-active molecules in a stirred vessel. As the probe molecule gets taken up by the porous 
particles, its concentration in the liquid phase and therefore its UV-absorbance decreases. The uptake 
rate of the material per mass can be calculated from this difference in the liquid phase absorbance 
over time. The obtained uptake curves are then used to assess the accessibility (how easily molecules 
enter the porous host) and pore-interconnectivity of the material. Further, if the system reaches 
saturation, the effective diffusion coefficient can be extrapolated from the uptake curves.24  

 

Figure 1.5 Schematic representation of experimental methods to evaluate the accessibility of 
particles in bulk and at the single particle level. A) Stirred tank containing UV-active molecules is put 
in contact with porous particles. The concentration in the solution decreases due to the uptake of 
the porous material. B) Based on the concentration change, the bulk uptake [mol/g(material)] is 
computed and used to characterize the accessibility. 

The interpretation of uptake data can be divided into two categories, based on the adsorption or 
diffusion being the rate-limiting step. The latter represents the most common case for macroscopic 
adsorbent materials.25,26 Several models have been developed to describe the experimentally 
obtained uptake curves.20 However, most of these models require reaching a saturation state to 
extract the relevant parameters. The so-called intra-particle diffusion model27 does not have this 
requirement and is therefore widely used for slow uptake experiments. Here the fractional uptake q(t) 
(usually expressed in mg(probe)/g(solid) is plotted as a function of t0.5.20,28–51 At low saturation values 
with an ideal mixing of the liquid phase (i.e., the dye concentration in solution is constant in space), 
this would initially result in a linear curve that eventually reaches a plateau, representing the 
saturation of the sorbent material (Figure 1.6, left). In the case of prominent external mass transfer 
effects (no ideal mixing), a stagnant layer, i.e., a concentration gradient in the vicinity of the particle, 
is formed during the uptake slowing it down and resulting in a non-linear regime for small time values 
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(Figure 1.6, right). 20,30 A linear regression is performed on the linear part of the uptake curve (Equation 
1.3) and its slope is used to quantify the so-called intra-particle diffusion rate constant Kp (mg/g 
min0.5):27 

𝑞𝑞(𝑡𝑡) = 𝐾𝐾𝑝𝑝 𝑡𝑡1/2 + C Equation 1.3 

The y-intercept C (mg/g) is typically used to evaluate the extent of the boundary layer thickness and 
therefore the external mass transfer effects. When the fitted line passes through the origin, the 
external mass transport is negligible. Otherwise, a non-zero y-intercept value indicates a relevant 
contribution of the boundary layer effects together with the intra-particle diffusion. Both positive 28,36–

50 and negative 20,29,30,51 C values have been reported in the literature. Positive values are interpreted 
as fast adsorption by the material; thus, it is not possible to capture the actual starting point of the 
adsorption process. Negative values are related to a diffusion process retarded by the boundary layer 
effects. Moreover, some studies use the intercept of the fitted line with the x-axis to evaluate external 
mass transfer effects.31–35 Therefore, the exact physical meaning of the C parameter proposed in the 
aforementioned model remains unclear. The interpretation of such results will be discussed further in 
Chapter 3.  

 

Figure 1.6 Ideal uptake curve with purely intraparticle diffusion (left) and with external mass transfer 
contribution (right). 

d. Pulsed Field Gradient (PFG) Nuclear Magnetic Resonance (NMR) 

Nuclear magnetic resonance (NMR) is based on the fact that nuclei with spin possess both a magnetic 
moment and a moment of inertia. Under the influence of a magnetic field, nuclei perform a rotational 
(‘‘precessional’’) motion with an angular frequency around the field direction. The superposition of 
many nuclei rotating gives rise to a rotating macroscopic magnetization. This magnetization induces a 
voltage in a surrounding coil, which this is recorded as the NMR signal at the resonance frequency. In 
pulsed field gradient (PFG) NMR, the homogeneous magnetic field is superimposed, over two short 
time intervals, by another field that is not homogeneous in space. The intensity of the NMR signal at 
a given frequency is proportional to the number of nuclei with the same resonance frequency. This 
frequency is a function of the magnetic field experienced by the nuclei, and this is spatially dependent 
due to the introduced inhomogeneous field. Therefore, the NMR signal at a certain frequency contains 
information on the spatial distribution of nuclear spins with the same resonance frequency along the 
field. Molecular movement along the magnetic field direction between two gradient pulses leads to a 
difference in the angular frequencies during the gradient pulses. Under equilibrium conditions the 
expected displacement of molecules is zero. However, nuclei displacement causes a phase shift that 
attenuates the NMR signal. The stronger the gradients and/or the diffusion coefficient, the higher the 
signal attenuation after the second gradient pulse. By varying the strength and duration of the 
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gradient pulses and fitting the decay to a model, it is possible to compute mean squared displacement 
and/or the diffusion coefficient of a molecule in a liquid.8,52 The measured diffusion coefficients can 
be used to characterize the pore structure of the particle.  

PFG-NMR has also been used to quantify diffusion within crystalline porous materials such a micro 
and meso porous zeolites8,53, MOFs54, FCC particles7 and mesoporous silica catalyst supports.55 By 
choosing the time in between gradient pulses favorably, mean molecular displacements between 100 
nm up to tens of micrometers can be measured. This allows studying both the micro- and macroscale 
diffusivities in a hierarchical pore structure.8,56 Overall, PFG NMR constitutes a non-invasive technique 
that can quantify different diffusion regimes within porous materials.56 However, the time in between 
gradient pulses limits the size of molecular displacement that can be studied. Therefore, diffusion 
within microporous regions smaller than the smallest displacement cannot be studied with this 
technique. Quasi-elastic neutron scattering (QENS) can detect these molecular displacements and it 
can be used to complement PFG NMR measurements.57,58 QENS has been successfully applied to 
measure self-diffusion and transport diffusion in several nanoporous materials such as zeolites and 
MOFs.8 Further details on this technique can be found elsewhere.59  

1.2.2 Single-Particle Analytical Techniques  
In the above-mentioned techniques, it is assumed that the behavior of the entire system replicates 
the one of an individual particle. However, strong differences in terms of pore structure and 
composition exist within particles of the same catalyst batch.60,61 These differences cannot be 
captured by ensemble-averaged measurements. This is why great efforts have been made to unravel 
inter-particle heterogeneities. A collection of techniques with this goal will be discussed in this section. 
Note that not all mentioned techniques are used in this work (see Figure 1.7). 

 

Figure 1.7 Single particle techniques discussed in this section. The Techniques marked in red 
represent techniques used in this work.  
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a. Infrared Microscopy (IRM) and Interference Microscopy (IFM) 

Infrared Microscopy (IRM) and Interference Microscopy (IFM) have proved to be well suited for 
tracking concentration profiles during gas uptake and release in single nanoporous crystals such as 
MOFs and zeolites.8,62,63 In both techniques, the nanoporous crystal under study is imaged within an 
optical cell connected to a vacuum system. The probe molecules are then let into the system at a 
certain pressure and the concentration profile within the porous particle is tracked over time. In 
addition, release experiments are also possible with these techniques. In infrared microscopy, the 
guest concentrations are determined by analyzing the characteristic absorption bands of the infrared 
spectra over time (see Figure 1.8a). The obtained concentration profiles can be fitted to a diffusion 
model (e.g., Fickian diffusion) to determine the diffusion coefficient as well as other mass transfer 
parameters8. In IFM, the interference patterns, that is, probe-induced changes in the optical density 
of the crystal are used to determine the local guest concentration (see Figure 1.8b). The observed 
profiles are actually concentration integrals ∫L c(x,y,z)dz and not local concentrations. Therefore, in 
order to obtain concentration profiles, it is necessary to know the material thickness L as a function of 
x, and y. This is why well-defined crystals, ideally with a constant thickness, are used with this 
technique. The spatial resolution obtained with IFM is around 500 nm, whereas IRM yields values 
around 5-10 µm (these values might worsen with a growing particle thickness). Therefore, crystals 
explored with these techniques require to have sufficient size in the x-y plane for a profile to be 
recorded. Crystals of at least 10 µm and a few tens of μm are required for IFM and IRM respectively. 
Interestingly, since IRM provides a whole spectrum for each pixel imaged, different bands can be used 
to map the concentration of different guest-molecules. With the currently available devices, uptake 
and release experiments can be performed from room temperature up to about 100 °C.8 

 

Figure 1.8 (a) Infrared microscopy (IRM): The guest concentration is determined by analyzing the 
characteristic absorption bands in the infrared spectra. (b) Interference microscopy (IFM): The gest 
concentrations are determined by the interference patterns, that is, guest-induced changes in the 
optical density of the crystal. (c) concentration profile at different times (different colors). ϕ is the 
phase of the light beams, n the optical density and ceq denotes the guest concentration equilibrium 
with the gas phase. Figure adapted from Kärger et al.62 

b. Electron Microscopy 

Different Electron microscopy (EM) techniques are commonly used to image porous materials at 
different length scales in two and three dimensions. Unlike optical microscopy techniques, electrons 
interact with the sample instead of light. Moreover, due to the high electron energies, their de Broglie 
wavelengths are smaller than the ones used in optical microscopy, which results in an improved 
resolution.   
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c. Scanning Electron Microscopy 

In Scanning Electron Microscopy (SEM) a beam of high-energy electrons (0.1 - 30 keV) is focused and 
scanned in a raster pattern across the surface of a sample.64 The electron beam interacts with the 
atoms on the surface of the particle making them emit electrons which are detected and used to 
produce an image with resolutions up to 20 nm.65 SEM is a relatively fast and straightforward 
technique to provide high-resolution imaging of the surface of a sample. However, it does not provide 
any importation of the internal structure. One way to overcome this issue is cutting the sample with 
a Focused Ion Beam (FIB) and imaging the cross section. This procedure can also be repeated several 
times to reconstruct a FIB-SEM tomography image of the particle.66 Nevertheless, shadowing effects 
make image segmentation relatively hard to automate, which heavily complicates analysis. FIB-SEM 
images (and tomographies) of Zeolites 67,68, MOFs19,69, Polymerization catalysts70 and fluid catalytic 
cracking particles66 have been successfully performed.  

 

Figure 1.9 Scanning electron microscopy (SEM) images displaying a FIB-cut cross-section of a pristine 
Metallocene-Based Ethylene Polymerization catalyst particle.70  

d. Transmission Electron Microscopy 

Transmission Electron Microscopy (TEM), on the other hand, works by focusing a beam of high-energy 
electrons (80 - 300 keV) on a sample and detecting electrons the transmitted through the material.71 
As the electrons transmitted differently in different components (e.g. solids and air), TEM can image 
the internal pore structure. Moreover, by performing TEM measurements at a variety of angles, it is 
possible to reconstruct the pore structure in three dimensions. Scanning the electron beam (STEM) 
over the sample can provide improved resolutions in some cases down to the atomic level.72 Further, 
different atoms scatter electrons at a different angle. High-angle annular dark-field (HAADF) STEM 
exploits this, creating an image mapping atomic number Z.73 This can be used, for example, to 
differentiate metal nanoparticles from the support material. HAADF-TEM is commonly combined with 
Energy-dispersive X-ray spectroscopy (EDS) or electron energy-loss spectroscopy (EELS) which provide 
chemical information of the sample.74  

Overall, TEM can provide high-resolution structural and chemical information. Unfortunately, this 
technique also presents some drawbacks. Samples need to be sufficiently thin for the electrons to 
transmit and reach the detector. Therefore, only sub-samples of catalyst particles can be analyzed 
with this technique. Moreover, cutting the sample (e.g., with a FIB) to be compatible with TEM can be 
challenging. Further, TEM is a destructive technique, as the high energy electrons can damage the 
sample. Finally, the measurements need to be performed in vacuum due to the high attenuation of 
the electron beam in air.71 

e. X-Ray Microscopy and Tomography 

The wavelength of X-rays are about three orders of magnitude shorter than visible light. The 
penetrating nature of X-rays allows X-ray microscopy (XRM) to provide sub-micron resolution 2D and 
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3D imaging for samples that are too thick to image with EM.75 Moreover, contrary to TEM, X-ray 
microscopy (and spectroscopy) does not require vacuum and it can be performed at elevated 
temperatures and pressures.76 By rotating the sample collecting several two-dimensional (2D) 
projections under several angles (typically 0-180°), it is possible to obtain a 3D reconstruction 
(tomography) of the material using dedicated algorithms.7778 The resolution of the reconstruction will 
depend on a variety of factors: 1) The optics as well as the interaction of the studied material with X-
rays will determine the resolution and contrast of the individual 2D projections. 2) Missing angles and 
large angular steps will decrease the quality of the reconstruction. 3) Motor jitter and sample 
movement during rotation can lead to inaccuracies in actual angle from which the sample is image 
and worsen the 3D resolution. Commonly, the resulting 3D spatial resolution is determined by 
calculating the Fourier shell correlation between two reconstructed topographies using only even and 
uneven angles.79  

A collection of most commonly used X-ray microscopy techniques will be very briefly discussed in this 
section.  

f. Transmission X-ray Microscopy (TXM) 

In Transmission X-ray microscopy (TXM) the different X-ray absorption of different elements is used 
to create contrast. Therefore, a not necessarily coherent X-ray beam is focused on a sample getting 
(partially) absorbed, attenuating the intensity after transmission which is detected with a CCD camera. 
80 The attenuation process can be described by Beer-Lambert’s law:81 

I = I0exp (−µt) Equation 1.4 

Where I0 is the incoming intensity, t the material thickness and µ the linear absorption coefficient of 
the material. The linear absorption coefficient depends on one hand, on the wavelength of the beam 
(µ∝λ3) and on the other hand on the electron density of the material (µ∝Z4). Thus, high beam energy 
(low wavelength) reduces beam adsorption and elements with a higher atomic number Z increase it.  
This technique therefore works best with heavy elements and often offers poor contrast for elements 
with a low atomic number such as carbon.  

 

Figure 1.10 Transmission X-ray microscope (TXM) setup. ZP: zone plate, CCD: charge-coupled device 
detector 

The X-ray absorption of elements as a function of energy displays jumps at certain wavelengths (Figure 
1.11). The reason for this is that at these particular wavelengths core electrons are being excited and 
ejected from the atom resulting in an increased absorption probability. TXM can exploit this by 
scanning with energies slightly below and above the so-called absorption edge of a specific element. 
The difference in absorption between these two energies can be used to map the element in 2 and 3 
dimensions. Here, the energy difference below and above the edge is directly proportional to the 
concentration of the element.10  



Chapter 1 

11 
 

 

Figure 1.11 Normalized K edge absorption spectrum of a cobalt foil. Adapted from Honkanen et al.82    

g. X-ray Holotomography 

X-ray holotomography uses the phase-shift of a coherent X-ray beam to create contrast. When the 
beam passes through a sample, its phase and amplitude change. These changes are detected, and 
the phase shift is retrieved by a dedicated algorithm. The complex refractive n index of X-rays is 
given by:83   

n = 1 – δ + iβ  Equation 1.5 

 
Where δ the dispersion term (related to phase contrast) and 𝛽𝛽 is the absorption term. The phase shift 
can be calculated as a function of δ and the wavelength of the beam.84 Away from the absorption 
edge, where photoelectric effects dominate, the dispersion term is proportional to the electron 
density of the material.85 At high photon energies, the phase contrast is significantly larger than 
absorption contrast (3 order of magnitude difference). This is why X-ray holotomography can be 
beneficial to study materials with low atomic numbers, such as biological samples 86 87, Coke13 or 
polymers88. Moreover, in this approach the phase shift contrast is collected without any further X-ray 
optics, which are often the limiting factor for spatial resolution in TXM. Spatial resolutions well below 
100 nm have been achieved with this technique.89   

h. X-ray Fluorescence Tomography 

As mentioned above, core electrons can absorb X-rays and be ejected from the atom. When this 
happens, a vacancy is created at low energy orbital. As a consequence, higher energy electrons fill this 
vacancy, and this causes the emission of light with a wavelength corresponding to the energy 
difference between the two orbitals. The energy difference between orbitals, and therefore, the 
emitted light wavelength is unique for each element. Moreover, the number of emitted photons is 
proportional to the number of atoms of the specific element. X-ray fluorescence tomography makes 
use of this phenomenon to map the concentration of different elements within a sample by scanning 
an X-ray beam across the sample and collecting the emitted X-ray fluorescence at each specific point.90 
The resolution of this technique is limited by the beam spot size used for the raster scanning process. 
Advanced XRF focusing techniques have been applied yielding resolutions from the micron91,92 down 
the nanometer level.93–97   

i. X-ray Microscopy in Heterogeneous Catalysis  

In recent years, several studies have employed synchrotron-based techniques to characterize the pore 
space and spatial composition of catalysts. For example, TXM tomography has been used to image 
FCC particles providing not only structural information, but also mapping the spatial distribution of 
different metals. Therefore, imaging was performed below and above the absorption edges of Nickel 
and Iron. The difference between the pixel values of these two tomographies was used to evaluate 
the concentration of the different elements across the catalyst particle.10 Moreover, pore network 



Chapter 1 

12 
 

modelling was used to quantify the accessibility of FCCs with different metal loadings, showing that 
metal deposition mostly blocks pores close to the surface of the catalyst.98 Later, TXM and pore 
network modelling were combined with XRF mapping of metals.99 Here, the distribution of six different 
metals within FCC particles was mapped simultaneously. The zeolitic domains were identified by the 
fluorescence signal of Lanthanum, as it is commonly incorporated into them for making them 
thermally stable.99 This combination of pore network analysis and metal distribution mapping was 
used as a basis to simulate the response to virtual aging of the catalyst particle, which suggested that 
the particle accessibility was rather robust against pore clogging by metal deposition.99 

Holotomography has also been used by Vesely et al. to map the coke distribution of an ECAT particle.13 
Here, a particle deactivated due to coking was imaged first. Next, the same particle was calcined and 
re-imaged under the same conditions. The difference between the voxel values (here electron density) 
of the two tomographies was used to map the coke distribution along the particle. Interestingly, high 
amounts of coke in the core of the particle were found, which was attributed to a poor calcination 
during the regeneration process.13 Holotomography also enabled the mapping of polymer within 
hafnocene-based catalysts. By analyzing the pore network of particles after different degrees of 
polymerization, Werny et al. observed differences in the fragmentation mechanisms at different 
stages of the reaction.88  

Overall, X-ray microscopy techniques can provide high resolution 3D spatial information of the pore 
space and composition of whole catalyst particles in a relatively non-destructive way. However, these 
experiments are extremely expensive and complex. 

j. Confocal Laser Scanning Microscopy 

Confocal laser scanning microscopy (CLSM) enables a 3D reconstruction of fluorescent materials with 
an improved resolution compared to conventional fluorescence microscopy. In CLSM, a laser is first 
reflected on a dichroic mirror and focused on the sample. The fluorescently active material is excited 
and emits light with a wavelength higher than the excitation laser. This emitted light, is transmitted 
through the dichroic mirror. Next, the light is refocused sent through a pinhole, which filters out the 
light that is not in focus (Figure 1.12). The laser is scanned over the whole sample in x, y, and z resulting 
in a 3D reconstruction of the fluorescent signal consisting of several channels (wavelength regions).100   

 

Figure 1.12 Schematic of a confocal laser scanning microscope. The excitation laser (dotted black line) 
is focused onto a sample. The emitted fluorescent light (solid green line) passes through the pinhole 
to reach the detector. Light originating from positions adjacent to the focal spot (dotted red line) or 
from a different focal plane will be cut out by the pinhole (dotted blue line).100   
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Staining catalysts with fluorescent probes (particles or molecules) can reveal information about the 
pore-space and composition of the particles. Staining with 2 different probes (thiophene and Nile red) 
recently proved effective to map the zeolite domains of fluid catalytic cracking (FCC) particles. The 
thiophene oligomerizes on the acid sites of the zeolites resulting in a fluorescent product when excited 
with a 488 laser. The stronger the fluorescent signal, the more reactive the zeolite domain. Nile red 
(ex. 633 nm), on the other hand, is a comparably large molecule, that cannot enter the small pores of 
the zeolites and it attached only on the support of the material. Since both fluorescent probes emit 
light of different colors, it was possible to distinguish between the two phases.101,102 Further, CLSM 
has also been used to monitor the transient concentration profile of fluorescent probes during uptake 
experiments in large extrudates5, zeolite crystals103, MOFs104 and silica spheres.105,106 More recently, 
probe-mixtures with environment-dependent luminescence have been successfully applied to identify 
silica, clay, and zeolite regions within single catalyst particles.107  

The bleaching nature of fluorophores can also be used to quantify mass transfer within porous 
materials. Fluorescence recovery after photobleaching (FRAP) uses a high intensity pulsed laser to 
photo-bleach an area of known geometry while imaging with a CLSM. Then, as other fluorophores 
diffuse into the bleached region it gradually recovers its fluorescence over time. The evolution of the 
transient concentration profile can be used to determine the effective diffusion coefficient of the 
fluorophore in the host, which is related to the properties of the porous host. FRAP is commonly used 
in biological samples108 , but it has also been applied to study mass transfer in sol-gel silica109,110 as well 
as on lithography-made model systems111–114.  

Some porous particles can also display autofluorescence. This property has been used to visualize the 
pore defects within single MOF crystals115 as well as the fragmentation degree of metallocene 
polymerization catalysts upon reaction116. Further, coke formation is often involved in catalyst 
deactivation.13 Since coke is fluorescent, CLSM has been successfully used to map coke formation with 
different degrees of conjugation within FCCs11 and zeolites117,118.  

CLSM is a relatively simple technique, and it allows to study individual particles in a relatively high-
throughput fashion. In contrast to IRM and IFM, each measured image corresponds to the intensity of 
a focal plane. Therefore, no well-defined structures are required here. However, it also presents some 
drawbacks. For example, the fluorescence light intensity coming from the center of the porous particle 
will be attenuated due to scattering effects.119 This is especially the case if the particle is 
heterogeneous in composition because the particle’s different phases cause a greater refractive index 
mismatch and therefore increase total internal reflection.120 Therefore, in order to be quantitative 
with this technique one has to study very homogeneous materials106, only consider sub-volumes of 
the particles60 or use cut (e.g., microtomed) samples 11. Moreover, the resolution (~250 nm)121 of this 
technique is limited by diffraction making it impossible to visualize large fraction of the catalyst’ pores.  

k. Single-Molecule Localization Microscopy  

TUnfortunately, the resolution of conventional optical and fluorescence microscopy is limited by 
diffraction because the objective lens effectively acts as a small aperture. Therefore, fluorescence 
imaging of point source emitters (e.g., molecules/nanoparticles) results in an interference pattern that 
consists of a bright circular center surrounded by alternating dark and bright rings of much lower 
intensity (Point Spread Function, PSF). The center of the PSF corresponds to the location of the 
emitter. Therefore, if the concentration of fluorophores is low enough, such that there is no overlap 
between the individual PSF circular centers, one can fit a 2D gaussian to them to determine the 
localization of the single emitters that are much smaller than the wavelength of light with resolutions 
in the order of tens of nanometers (Figure 1.13).119   
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Figure 1.13 The light from individual emitters is diffracted through the microscope lens. The resulting 
diffraction-limited spot is fitted with a gaussian function, and its center corresponds to the localization 
of the fluorophore. 

The reactivity of catalysts has been mapped with single-molecule localization microscopy (SMLM) by 
using fluorogenic molecules (i.e., molecules that become fluorescent after reaction) by a procedure 
called nanometer accuracy by stochastic chemical reactions (NASCA).122–126 As the reaction takes place 
at the active sites of the catalyst, PSFs which appear in the field of view are localized. Photobleaching 
(i.e., loss of fluorescence due to photochemical degradation) of the produced species is necessary, as 
it prevents the PSFs from overlapping with each other and allows for a high-resolution concentration. 
On the other hand, solid-liquid, liquid-liquid, and gas-liquid interfaces have been reconstructed in 
three dimensions with sub-diffraction resolution by imaging individual reversible adsorption events of 
polymers over time.127    

A typical SMLM setup (widefield fluorescence microscope) is depicted in Figure 1.14. Contrary to 
CLSM, light exciting the sample is collimated with a wide field lens. Moreover, there is no pinhole 
before the detector. Therefore, the obtained image does not correspond to a focal plane, but a focal 
volume. Finally, no scanning is performed with this technique, which allows for a much faster frame 
rate and potentially the tracking of fast-moving nanoparticles or molecules. 

 

Figure 1.14 A typical wide field fluorescence microscope set-up consists of an excitation laser, a 
dichroic mirror, an objective lens, and a detector. The dichroic mirror reflects the short-wave 
excitation light, (green) but transmits the longer wavelength light (yellow) emitted by the sample. A 
parallel beam is used to illuminate the sample. Emission filters can be used to improve the signal-to-
noise ratio.119  

Single Particle (molecule) Tracking 

SMLM can also be used to track single fluorescent probes as they diffuse (Single Particle Tracking, 
SPT). Therefore, single emitter PSFs are first identified and fitted with a 2D Gaussian function to 
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determine probe location at each frame. 128,129 Then, based on their vicinity in time and space, the 
localizations of different frames are grouped together to form trajectories corresponding to the path 
travelled by single fluorophores over time (Figure 1.15b).128–132 Two input parameters need to be 
chosen for the trajectory forming process: The blinking gap and the pixel jump. The blinking gap takes 
into account the blinking of the fluorophore i.e., the molecule temporarily stops emitting fluorescent 
light 133 and it represents the maximum for which a trajectory can be interrupted. The pixel jump, on 
the other hand represents the maximum spatial separation between two consecutive localizations 
within a track. These two parameters need to be optimized for each experiment in order to obtain 
reliable results.134   

 

Figure 1.15 Schematic of the single particle tracking process. First, the diffraction-limited spots 
corresponding to single probes are identified and fitted. Then, individual localizations are grouped 
together to form trajectories.119  

Mean Squared Displacement Analysis 

Mean squared displacement (MSD) analysis is one of the most common ways to compute diffusion 
constants from single particle tracking data. For a single trajectory expressed as a timeseries with 
localizations x0,x1,…,xN  the MSD curve is calculated with the following formula:  

𝑀𝑀𝑀𝑀𝑀𝑀(𝑡𝑡𝑛𝑛) =
1

𝑁𝑁 − 𝑛𝑛 + 1
� (𝑥𝑥𝑖𝑖+𝑛𝑛 − 𝑥𝑥𝑖𝑖)2
𝑁𝑁−𝑛𝑛

𝑖𝑖=0

 
Equation 1.6 

 
Here tn = nΔt represents the time delay for n = 1, 2, …, N and the frame time Δt.135–138 For an ideal free 
diffusing probe, the MSD curve is a straight line crossing the origin with a slope proportional to the 
diffusion constant D. However, in a SPT experiment the MSD curve will be affected by photon-counting 
noise and well as motion blur (i.e., motion between the exposure time changing the shape of the PSF). 
This will result in an offset of the MSD curve that can be described as follows:135,137 

MSD(tn) = 4Dtn + 4(σ2 − 2RD∆t) Equation 1.7 

Here, σ represents the localization error and R the motion blur coefficient. The offset of MSD curves 
can therefore be used to determine the localization error of SMLM experiments.  

A single-track j is not representative for the ensemble behavior. Therefore, the time-ensemble 
averaged (TE) MSD is commonly used to fit the diffusion coefficient and localization error:  

𝑇𝑇𝑇𝑇 −𝑀𝑀𝑀𝑀𝑀𝑀(tn) =
1

𝑁𝑁𝑗𝑗 − 𝑛𝑛 + 1
� (𝑥𝑥𝑗𝑗,𝑖𝑖+𝑛𝑛 − 𝑥𝑥𝑗𝑗,𝑖𝑖)2
𝑁𝑁𝑗𝑗−𝑛𝑛

𝑖𝑖=0

 
Equation 1.8 
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The shape of the MSD curve also depends on the diffusion type. If a free diffusing probe is confined, 
its MSD curve will reach a plateau at high time delays. The plateau-value will depend on the 
confinement radius R:138,139  

MSD(tn) = 𝑅𝑅2 �1 − exp �
tn
𝜏𝜏
�� Equation 1.9 

On the other hand, if the motion is directed, that is, there is flow in the system. The MSD curve will be 
parabolic and it will depend on the flow speed v:138,139  

MSD(tn) = 4Dt + v2t2 Equation 1.10 

 
Anomalous diffusion mostly results in non-linear MSD curves. However, this is not always the case. 
Therefore, in systems where anomalous diffusion is expected, careful analysis is required to reliably 
compute the diffusion coefficient out of SPT data.130,140 This will be discussed in more detail in Chapter 
4. 

Single-Particle Tracking in Porous Materials 

Initially, several SPT studies were carried out in mesoporous silica hosts due to the high tunability of 
these materials in terms of pore size and surface chemistry. Strong heterogeneities in diffusion regime 
as well as transient trapping events were observed.141,142 143–146. Later, SPT started to get used to infer 
properties of ordered porous materials. First, Kirstein et al. observed different diffusion modes on 
pure hexagonal, pure lamellar mesoporous silica hosts. When using a third type of mesoporous silica 
the two diffusion modes were present, suggesting that these two pore types were present in the 
system.147 More recently, Zürner et al.148 directly correlated TEM images with single molecule tracks 
in hexagonal mesoporous silica (Figure 1.16). The motion of the molecules followed the direction of 
the pores. Moreover, some tracks displayed jumps between two seemingly not connected pores. This 
was attributed to small pore defects that connected the different mesopores and that remained 
obscured with TEM. Similar observations were made when Nile Red fluorophores were tracked within 
microporous Metal Organic Framework crystals149. Here, the results suggest that these materials have 
even more defects than the mesoporous silica systems previously studied. 

 

Figure 1.16 Structural elements molecular trajectories found in a real two-dimensional hexagonal 
mesoporous silica film. The trajectories follow the shape of the pores.148 

Single-particle tracking shows great potential to characterize porous materials, but it also presents 
some challenges: 1) Similar to CLSM, light scattering due to refractive index mismatch is a common 
problem in SPT within porous solids. Therefore, many studies attempt to match the refractive index 
of the porous material to the one of the solution.120 2) On one hand, small probes can access and 
explore smaller pores. On the other hand, such fluorophores display small absorption cross sections 
which makes them less prone to excitation, emission, and localizing. Moreover, small probes might 
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move too fast, resulting in motion blur of the PSF and/or a poor signal to noise ratio. 3) Apart from 
size, fluorophores with a high quantum yield (i.e., photons emitted per photons absorbed) are 
preferred as they are more likely to be localized. This property also depends on the solvent in which 
the probes are dispersed. 4) Finally, bleaching, though beneficial for NASCA, is problematic for SPT as 
information is lost. Therefore, choosing an appropriate combination of dye, host, and solvent can be 
quite challenging.119 

Single Particle Tracking in Catalysts 

Recently, more complex porous materials have explored via SPT. Hendriks et al. tracked PDI molecules 
within fluid catalytic cracking (FCC) particles. As expected, a large heterogeneity between tracks was 
observed in terms of diffusion coefficient as well as adsorption behavior which was attributed to the 
large pore size distribution and heterogeneous composition of the material. Therefore, the authors 
introduced the idea that in such complex systems, classification of the tracks can be beneficial. They 
segmented the recorded tracks into so-called mobile, immobile, and hybrid tracks using a simple 
machine learning algorithm (classification via a hierarchical tree). The diffusion coefficient determined 
for the mobile tracks was similar to the one measured for vacuum gas oil molecules of similar size in 
uptake experiments, showing the potential of using this technique to quantify mass transfer in 
catalysts. However, the short duration of the tracks did not allow for reconstructing the pore space 
and no clear spatial information could be retrieved from the track properties.150 In another study, film 
zeolites with two different pore orientations (straight and sinusoidal) were used to study diffusion 
anisotropy. Using the zeolite acid sites, furfuryl alcohol was used as a reactive probe and its 
oligomerization products were tracked as they diffused through the pores. Again, large 
heterogeneities were observed which required track classification.134,139 The measured diffusion 
coefficient in the straight pores was one order of magnitude larger than in the sinusoidal ones, which 
was in line with PFG NMR measurements.134   

 

Figure 1.17 Classification and analysis of trajectories within a fluid catalytic cracking particle. 
(a)Trajectories recorded within the catalyst particle showing (b) immobile (red), (c) hybrid (green), and 
(d) mobile trajectories (blue). (e) Trajectory of the probe molecule (PDI) immobilized in a polystyrene 
thin film has a comparable minimum bounding circle as immobile trajectories, suggesting a correct 
classification. (f) Voronoi diagram showing a spatial map of single trajectory diffusion coefficients. The 
center of mass of the trajectories are indicated by a dot, which is surrounded by an area that is closer 
to that trajectory than to any other. The color of each area indicates the diffusion coefficient, with 
areas corresponding to immobile trajectories. (g) Diffusion coefficients of each trajectory. Adapted 
from Hendriks et al.151  

Overall, SMLM has great potential to study the pore space of catalyst particles through reaction and 
adsorption events as well as pore space mapping through SPT. However, as we will see in chapters 3, 
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4, 5 and 6, complex probe-host hydrodynamic and electrostatic interactions characterize the probe 
dynamics and accessible porosity. The following section will discuss these interactions.  

1.3 Effect of Probe-Host Interactions on Mass Transfer 
The motion behavior of (individual) fluorophores within porous hosts is characterized by 
hydrodynamic and electrostatic interactions probe-wall interactions. In this section we will discuss 
their effects on motion behavior and present a collection of SPT experiments where they were found 
to be significant.   

The hydrodynamic drag experienced by a moving particle in confinement is larger than in free solution, 
which results in a reduction of the diffusion coefficient. This intensified hydrodynamic drag grows with 
growing probe-pore-size-ratio 152 and as the probe approaches the wall.153 Skaug et al. 120,154 tracked 
polystyrene beads as they diffused through two different commercial porous filtration media with 
similar nominal pore size and porosity. A strong heterogeneity in terms of diffusion coefficient was 
found within one of the hosts and these differences were attributed to hydrodynamic effects 
suggesting that this host material had a broader pore size distribution. In another study, the same 
authors observed further hydrodynamic interaction effects on accessibility by tracking particles of 
different sizes within porous polymer films.155 Even though the used nanoparticles (40 - 200 nm) were 
significantly smaller than the mean pore size (31 µm). The pore volume explored by the fluorophores 
at a given time dramatically decreased as a function of particle size. Diffusion simulations considering 
a spatially dependent hydrodynamic drag in CLSM-reconstructed pores were compared to simulations 
with a space-invariant diffusion coefficient and resulted in large differences of pore-throat-escape 
times (Figure 1.18) explaining the observations. Potentially, the effect of probe-host hydrodynamic 
interactions on the local dependency of diffusion coefficients could be exploited to probe pore-sizes. 
This possibility will be discussed in more depth in Chapter 5.  

 

Figure 1.18 Diffusion simulation within a pore of varying diameter. A spatially dependent diffusion 
coefficient resulted in a larger mean escape time from the indicated void compared to the case where 
the diffusion coefficient was assumed to be constant. Experiments yielded similar results.155 

The electrostatic interactions between the porous host and the fluorescent probe also play a 
significant role. Solids that are in contact with aqueous solutions are usually charged. For example, 
metal oxides are commonly terminated with OH groups that can be protonated or deprotonated 
depending on the pH of the system. For each metal oxide there is a pH at which the surface will be 
neutrally charged, this pH value is called the point of zero charge (PZC). Above the PZC, the surface 
charge density becomes increasingly negative and below it, it becomes increasingly positive.2 Similar 
protonation/deprotonation effects take place with fluorophores changing their overall charge.156 The 
electric potential of the walls in relation to the probe can result in different affinities between them 
and result in different motion behaviors. Wang et al. tracked positively charged biomacromolecules 
in three dimensions close to an unconfined silica-liquid (aqueous solution) interface. The surface 
charge density of the solid was varied by functionalizing it with different ratios of nonionic oligo 
(ethylene glycol) silane and a positively charged amino-silane (NH2). As the percentage of NH2 
gradually increased, longer and more frequent trapping events took place, which resulted in a lower 
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apparent diffusion coefficient.157,158 Potentially, the trapping event duration and frequency could be 
used to map different materials with sub-diffraction limited resolution.  

When a charged surface is in contact with an aqueous solution an electric double layer (EDL) will be 
formed. This is a region where the liquid is not electroneutral because it contains a high concentration 
of counter-ions attracted by an oppositely charged surface.159 The electric potential of the EDL first 
decays linearly adjacent to the surface (Helmholtz layer) and then as exp(-y/λ) in the so-called, diffuse 
layer, where y represents the distance from the wall and λ the Debye length. The Debye length is 
inversely proportional to the square root of the ionic strength.160 This means that electrostatic 
interactions between the wall and the probe can be shielded by introducing ions into the system. 
Further, if the Debye length is comparable to the diameter of a pore, the EDL of opposite facing walls 
will overlap and the pore will be mainly occupied by counter-ions, impeding the entrance of charged 
diffusants. Wu et. al. tracked differently sized fluorophores in a model system consisting of a network 
of interconnected cavities, where each cavity had 12 holes connecting to adjacent cavities (Figure 
1.19a).161,162 The obtained MSD curves showed 3 regions (Figure 1.19b). At low time delays the curve 
was linear because the random walkers moved without “feeling” the confinement (slope was the same 
as in free solution). At moderate time delays, the curve plateaus, as movement was limited by the 
cavity walls. At long time delays, the grows linearly again as the probes begun to exit the cavities and 
reach new ones. Interestingly, the long-term diffusion coefficient turned out to be a function of the 
cavity radius and the cavity residence time, relating microscopic to macroscopic diffusion behavior. 
Further, decreasing the ionic strength in aqueous solutions resulted in an increase of the residence 
time and therefore the long-time diffusion coefficient. This can be explained by a reduction of the 
Debye length. Both probe and host were negatively charged. Therefore, reducing the Debye length 
resulted in weaker electrostatic repulsion between the particle and the outlet holes of the cavity and 
this eased nanoparticle escape.162  

 

Figure 1.19 SEM images of inverse opal film model system where fluorescent probes were tracked. 
The scale bar in panel a represents 1 μm. Time-ensemble-averaged mean squared displacement as a 
function of the lag time at different salt concentrations for an aqueous solvent system. Adapted from 
Wu et al.120,161   

Overall, the interactions described above need to be better understood for a reliable interpretation 
of SMLM/SPT and uptake experiments in porous materials. Chapters 3, 4, 5, and 6 address this 
challenge by studying mass transfer in porous model systems. 
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1.4 Scope of the PhD Thesis  

The scope of this PhD thesis is to explore new methods to characterize the pore space of catalyst 
particles using fluorescence microscopy techniques.  

In Chapter 2, state-of-the-art synchrotron radiation-based full-field transmission X-ray microscopy 
was used for the first time to investigate the macropore defects of a MIL-47(V) MOF crystal. 
Macropores were found heterogeneously distributed throughout the particle. However, the MOF 
crystal did not seem to be well-connected through a macropore network. Interestingly, the macropore 
defects displayed a preferential orientation.    

In Chapter 3, a new analytical method for characterizing the accessibility of individual porous particles 
is presented. The method consists of monitoring the uptake of a fluorescent probe into the porous 
particle over time. Therefore, only a fluorescent microscope and a microfluidic device made of PDMS 
are required to perform experiments. Model porous silica particles were used to showcase the 
methodology. Conditions (pH and ionic strength) ideal for increasing the measurement sensitivity are 
discussed.   

In Chapter 4, we introduce a two-dimensional silica pore made with lithography and wet etching used 
to characterize the motion behavior of individual fluorophores. The trapping behavior of quantum-
dot-probes could be tuned and suppressed via the pH of the system. The determined non-trapping 
conditions were employed to map a real-life polymerization catalyst support via single particle 
tracking.  

In Chapter 5, the model pore described in Chapter 4 was modified to have different dimensions. 
Contrary to fluid dynamic simulations, the pore size did not have an effect in the motion behavior of 
the used quantum dots. Consequently, the probe-host-solvent system did not prove suitable to probe 
pore dimensions based on locally measured diffusion coefficients.   

In Chapter 6, carbon dots were successfully employed as SPT probes for the first time. Their small size 
allowed them to enter small pores, inaccessible for the quantum dots discussed in Chapters 4 and 5, 
showing their great potential for mesopore space mapping applications. Moreover, the trapping 
behavior of the carbon dots was different for varying materials, suggesting that the duration of 
trapping events could be used to map different compositions.  

In Chapter 7, a brief summary of the results of this thesis is given. In addition, an outlook on possible 
research directions is provided. 
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2 Visualizing Defects and Pore Connectivity within Metal-Organic 
Frameworks by X-ray Transmission Tomography 

 

Metal-Organic Frameworks (MOFs) have the potential to change the landscape of molecular 
separations in chemical processes owing to their ability of selectively binding molecules. Their 
molecular sorting properties generally rely on the micro- and meso-pore structure, as well as on the 
presence of coordinatively unsaturated sites that interact with the different chemical species present 
in the feed. In this Chapter, we show a first-of-its-kind tomographic imaging of the crystal morphology 
of a metal organic framework by means of transmission X-ray microscopy. Corroboration with Focused 
Ion Beam-Scanning Electron Microscopy (FIB-SEM) images shows the potential of this strategy for 
further (non-destructively) assessing the inner architecture of MOF crystals. By doing this, we have 
unraveled the presence of large voids in the internal structure of a MIL-47(V) crystal, which are typically 
thought of as rather homogeneous lattices. However, the poor connectivity of these voids suggests 
that they do not have a large influence on the separation properties of the sample. 
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2.1 Introduction 
 

Metal-Organic Frameworks (MOFs) have become a very important group of multifunctional porous 
materials, showing the first commercial applications after years of intense fundamental and more 
applied research.163–166  A broad array of uses, ranging from biomedicine and drug delivery, chemical 
sensing or catalysis have been extensively studied.167–170 Perhaps two of the most studied applications 
are adsorption and purification of gaseous and liquid streams, such as hydrocarbon, e.g. 
olefin/paraffin, mixtures in refinery processes, residual traces, i.e. COx, NOx, or SOx, or the removal of 
contaminants from water167,171–174 the high performance in such applications arises from their 
extremely high surface areas (often > 1000 m²·g-1), regular pore systems that allow for (in principle) 
homogeneous diffusion, and the presence of interacting metal sites that may undergo reversible redox 
processes.175–179 This combination renders MOFs as materials of choice for advanced separations180, 
being particularly interesting for mixed-matrix membranes.181–183     

More specifically, many studies concerning diffusion and surface interactions of CO2,184–187 H2
188,189, 

alkanes190–193, alkenes194, aromatics 195–200 in the pores of MIL-47(V) have been previously published. 
These works highlight that separation and sorption properties of MOFs heavily rely on weak and strong 
interactions between the adsorbates and the internal micropore surfaces, i.e., organic ligands and 
metal sites, of the crystal lattice. Thus, the formation of defects or hollow cavities at the macro- (i.e., 
pore sizes > 50 nm),201 which may happen along with the deposition of nanosized deposits of 
impurities (e.g. metallic or metal oxides) disrupting the 1D channels of the structure may lead to 
alternative diffusion pathways, thus altering the separation properties.201 Therefore, understanding 
of the macropore structure in MOFs is crucial for developing refined synthetic methods. 

Examples for imaging pores in MOFs are still scarce and rely mainly on electron microscopy, which 
often implies beam damage.202 Moreover, this technique remains restricted to volumes in the range 
of nm³, which prevents the user from probing large structures, e.g., a whole single-crystal. Several 
studies have shown how X-ray 3D imaging can be used for studying the porosity at different length 
scales, overcoming the effects of severe beam damage, and expanding the imaged volumes. Recently, 
a first X-ray 3D study of HKUST-1 MOFS was published by Ferreira-Sanchez et al, addressing issues 
such as spatially-resolved metal speciation and by-product phase formation.203 However, this Chapter 
focused on chemical heterogeneities within the crystal and not on porosity. Despite the tremendous 
importance of this property in the applications in which MOFs are typically used, to the best of our 
knowledge, no detailed studies focusing on porosity have been reported yet. Herein, we made use of 
full-field transmission X-ray microscopy (TXM) nanotomography to image a single MIL-47(V) crystal in 
3D and map the macropore defects present within. Moreover, pore network analysis allowed us to 
evaluate pore connectivity as well as a preferential macro-pore orientation throughout the crystal. 
This allowed us to not only draw conclusions about the macro-pore architecture and its potential 
implications in diffusion-controlled operations, but also to formulate hypotheses on crystal growth 
and formation of the MIL-47(V) topology. The findings reported have been corroborated by Focused 
Ion Beam-Scanning Electron Microscopy (FIB-SEM) images on the same material. 
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2.2 Results and Discussion  
 

2.2.1 Tomographic Reconstruction and Macro-porosity 
In this chapter, the terms porosity or pores always refer to macroporosity and macropores with 
dimensions above the estimated spatial resolution (230 nm) respectively (see Methods). Figure 2.1a 
shows the 3D reconstruction of a MIL-47(V) needled-like crystal of ~65 μm length. Figure 2.1b and c, 
show a cross section of the reconstructed sample, and a zoom-in of the voids, respectively. The latter 
shows areas of lower X-ray absorption intensity (darker), exhibiting macropores in the range from a 
few hundreds of nanometers to 2-3 μm in size. Beyond evidencing the presence of macropores, the 
X-ray absorption in each voxel is directly correlated with material density as the variation in element 
composition in this sample is negligible. Due to the chemical homogeneity of the MOF crystal, the 
grayscale values can be used to qualitatively study differences in crystal defects even at resolutions 
smaller than the one achieved (230 nm). Figure 2.1d shows the mean voxel intensity as a function of 
distance from the particle surface; here one can observe that on average the density of crystal defects 
changes only insignificantly as a function distance from the surface (correlation coefficient: 0.0990). 
However, the standard deviation (shaded area) of the intensity levels increases close to the surface 
hinting towards a higher density of defects. This higher intensity variance on the surface is due to the 
presence of less intense (porous) voxels as well as high intensity outlier regions. Our hypothesis is that 
these high intensity regions correspond to vanadium clusters that precipitate during crystallization 
which would be in line with the findings of Ferreira-Sanchez et al.203 It is worth noting that a strong 
variation in the concentration of elements (atomic number, Z) could also cause such variation as the 
X-ray absorption coefficient (note that μ∝Z^4), although the purity of the V precursor used was >99%. 
Hence, it seems unlikely the widespread presence of lighter or heavier elements throughout the 
crystal. 

 

Figure 2.1 (a) 3D reconstruction of the metal-organic framework (MOF) crystal under study, namely 
MIL-47(V), from X-ray transmission microscopy (TXM) data; (b) A cross section vertical to the crystal 
axis. If the chemical composition (i.e., ratio of elements) varies only slightly over the sample, then, the 
per voxel variation in measured X-ray absorption (i.e., the reconstructed voxel gray scale level) directly 
relates to variation in material density. Therefore, the darker regions of the cross section represent 
areas of much lower density (such as voids), whereas the more intense pixels correspond to dense 
areas. Note that we used the outer space of the capillary, i.e., no matter present, as the reference 
absorption value for the lower end. (c) Zoom-in to a region in (b). (d) Average grayscale intensity (min-
max scaled) plotted as a function of distance from the particle surface; the shaded field corresponds 
to standard deviation. The graph reveals no correlation between average voxel intensity and distance 
from surface. However, the standard deviation of the intensity decreases with the distance from the 
surface indicating a higher density of defects closer to the surface. 
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To further validate these TXM-tomography results, six crystals were sectioned by using a focused Ga+ 
ion beam (FIB) and imaged by scanning electron microscopy (SEM). As shown in Figure 2.2, also this 
method revealed macropores to be ubiquitously present. For FIB-SEM data the surface area of the 
observed macropores and the one of the cross-sections were segmented manually. Based on this, the 
porosity of the sample was estimated by calculating the fraction of pixels in the cross section identified 
as void space (see Methods). The estimated macroporosity of the different FIB cut cross sections 
varied strongly between samples. However, none of the observed cross sections displayed a porosity 
greater than 2 %. While confirming findings from TXM, single FIB-SEM measurements can only provide 
2D information, which prevents a detailed analysis of heterogeneity and pore connectivity. The latter 
is, however, crucial to understand how these macro-pores affect MOF performance in separation or 
adsorption processes. 

 

Figure 2.2 (a) Scanning electron microscopy (SEM) image of a MIL-47(V) metal-organic framework 
(MOF) crystal synthesized in the same way as the one studied by transmission X-ray microscopy (TXM). 
(b) SEM image of focused ion beam (FIB)-cut cross section of the particle displayed in (a) showing 
macropores. The red arrows indicate macropores observed in the cross-section of the crystal.  

2.2.2 Image Segmentation 
In order to analyze the macropore network of the MOF crystal, it is necessary to classify each voxel 
(i.e., 3D equivalent of a pixel) of the reconstructed volume into either void or solid phase to create a 
binarized data volume. Therefore, a grayscale threshold value must be selected. Every voxel with a 
grayscale intensity above this threshold will then be considered as solid while voxels below this value 
will be assigned as void space. As this crucial parameter can in principle be chosen arbitrarily, 
additional knowledge for selecting a correct value is needed. The threshold value determines the void 
voxel fraction of the reconstructed particle volume and is therefore directly correlated to the total 
porosity determined from the reconstructed data. To have an initial estimate for total porosity and in 
turn the threshold value, Hg-porosimetry characterization of the same material was performed 
resulting in a total porosity of 29% (see Methods). However, visual inspection of the grayscale cross 
sections (Figure 2.1b,c) and their corresponding binarized images (Figure 2.3a-h) as well as comparison 
with the porosities observed on other crystals with FIB-SEM (<2%), suggests that Hg-porosimetry 
overestimated the total porosity. As a Bulk technique, Hg-porosimetry cannot distinguish between 
inter- and intraparticle voids and likely misinterprets inter particle porosity as intra particle void space.  

In order to achieve a segmentation that better represents the actual macroporosity of the crystal, a 
series of X-ray absorption thresholds (corresponding macroporosities: 2-29%) was evaluated (Figure 
2.3). As a first boundary case, the highest X-ray absorption value of the of the air surrounding the 
crystal was used as a threshold (Figure 2.3d-j). By doing this, about 18 % of the particle volume was 
identified as void space. However, also this value still seemed to overestimate macroporosity when 
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the binarized cross sections (Figure 2.3a-h) are compared to their grayscale counterparts (Figure 
2.1b,c). Besides, the FIB-SEM results suggest a much lower macroporosity than 18 %. Finally, as a third, 
lower boundary case, an intensity threshold was chosen based on the average intensity of the image 
background (Figure 2.3i,j), which results in a total porosity of 2.6 % (Figure 2.3a). The porosity 
estimated with FIB-SEM (< 2 %) (see Methods) is comparable to this value. In addition, the binarized 
cross section image resulting from this threshold, seems to be in better alignment with the particle’s 
X-ray absorption image (Figure 2.1b,c). Therefore, we suggest that the total macro-porosity of the 
studied individual MOF crystal should be in the region of 2-3 %. However, we cannot exclude that this 
value could be higher. This is why performed we our pore-network analysis using not only one but a 
series of grayscale threshold values corresponding to macro-porosities of 29 %, 25 %, 20 %, 18 %, 15 
%, 10 %, 5 %, and 2.6 % (Figure 2.3a-h). In the following section, we highlighted the boundary cases of 
29, 18, and 2.6 % porosity (Figure 2.3a,d,h,j). 

 

Figure 2.3 Segmented images of a cross section of the metal-organic framework (MOF) crystal 
assuming different total porosities. 2.6, 5, 10, 15, 18, 20, 25, 29 % (a-h). (i) Grayscale intensity 
histogram of the image background. (j) Grayscale intensity histogram of the particle. The boundary 
case thresholds are highlighted in this image. Purple: Intensity threshold based on mean of the 
background intensity values shown in (i) (2.6 % total porosity). Red: Intensity threshold based on 
highest background intensity value (18 % total porosity). Yellow: segmentation threshold based on Hg-
porosimetry (29 % total porosity). The corresponding binarized images (a,e,h) are signalized with these 
colors as well. 



Chapter 2 

26 
 

2.2.3 Connected Macroporosity and Intraparticle Heterogeneity 
To assess the heterogeneity in macroporosity within the MOF crystal, the porosities of 7 sub-volumes 
of 7.5x7.5x7.5 µm³ along the primary MOF-crystal axis were computed (Figure 2.4a). The flow 
permeability of a material can be used as a measure of its pore connectivity. If a porous material is 
not permeable, it consists only of isolated pores. By contrast, the more permeable the material the 
higher its pore connectivity. In order to evaluate how permeable was the reconstructed crystal, flow 
simulations were carried out on each of the sub-volumes using the Avizo® XLabHydro software (Figure 
2.4b). A more detailed explanation can be found in the Methods section. Then, the permeabilities and 
total porosities of all sub-volumes were then compared. Remarkably, large intra-particle 
heterogeneity was revealed by this analysis: for example, when the threshold chosen for binarization 
was set to achieve a total porosity of 2.6 %, some sub-regions show essentially no macro-porosity (1, 
4, 5). However, sub-volume 7 has a void fraction of more than 11-fold the particle average (Figure 
2.4b). As the hypothetical total porosity was stepwise increased by setting higher thresholds, i.e., 5 
10, 15, 18, 20, 25, and 29 %, sub-volumes 1, 4, and 5 gradually exhibited increasing porosity (Figure 
2.4b). Yet, sub-volume 7 showed a porosity much higher than the total average for all the studied 
thresholds. Several sub-volumes exhibit porosity, but virtually no permeability (sub-regions 1-5). This 
is the case even when the total porosity of the MOF is assumed to be 29 % (based on Hg-porosimetry). 
As discussed above, this porosity value strongly exceeds the real one. This means that the macropores 
within these regions are isolated even if their total porosities are artificially increased. On the other 
hand, sub-volume 7 displayed both a high porosity as well as permeability for all segmentation 
thresholds indicating a high pore connectivity. From these results it can be concluded that both 
porosity and pore connectivity are heterogeneously distributed across the particle. Nevertheless, 
most of the particle does not seem to be well connected by macropores. 

 

Figure 2.4 (a) Selected sub-regions (7.5x7.5x7.5 µm³) for porosity and permeability analysis of the MIL-
47(V) metal-organic framework (MOF) crystal. A flow was simulated along the z-axis to determine the 
permeability of each sub-region (see arrow indicating pressure gradient) (b) Individual porosities of 
the 7 sub-volumes determined for different segmentation thresholds, i.e., total porosities of the whole 
crystal. (c) Permeabilities of subregions and simulated steady state flow streamlines in sub-volumes 6 
and 7 assuming a total porosity of 18 %, an incompressible fluid, and a negative pressure gradient 
from left to right.  

To assess pore connectivity in more detail, the measured pore network was expressed as a pore-
network model as previously described by Meirer, Kalirai and co-workers (see Methods).204 By doing 
this, the pore volume is described by a set of points, lines, and corresponding distances to pore 
boundaries. Figure 2.5 displays the pore network model of the MOF assuming total porosities of 2.6 
% (a), 18 % (b) and 29 % (c). Here it can clearly be seen how the macropore connectivity increases with 
increasing porosity and goes along with the appearance of pore channels with larger diameters (red 
regions Figure 2.5b,c). 
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Figure 2.5 Determined pore network models of the MIL-47(V) metal-organic framework (MOF) crystal 
assuming total porosities of 2.6 % (a) 18 % (b) and 29 % (c). The color scale represents the diameter of 
the pore channels: blue corresponds to small values, whereas red represents wider channels.  

To further evaluate connectivity, the different graphs, (defined as a group of connected segment 
points) were analyzed separately using MATLAB®. The 10 largest graphs obtained for each intensity 
threshold are plotted in Figure 2.6a-h. By binarizing the image based on Hg-porosimetry (29 % 
porosity), the whole particle volume is well connected by the biggest sub-network (blue dots in Figure 
2.6h). At a total porosity of 18 %, on the other hand, the MOF pores are not entirely connected by a 
single network, but the first two graphs combined (orange and blue dots in Figure 2.6 e). Note that 
two graphs are never connected to each other. In these two cases, the macro pore network we map 
here would have a significant effect on mass transfer, creating diffusion “highways” and strongly 
reducing the separation properties of the MOF. However, for a total porosity of 2.6 %, all sub networks 
are very much localized (Figure 2.6a), that is, macro-pore connectivity is low, which is desired for 
separation processes. As mentioned above, we believe that the true macroporosity of the particle is 
close to this value. However, it is worth mentioning that this seemingly isolated macropore networks 
could be connected by smaller macropores that could not be resolved with the TXM-tomography. 
Since the measured X-ray absorption is correlated with material density, voxels containing pore 
defects smaller than the resolution (230.7 nm), led to lower voxel grayscale values compared to their 
defect-free counterparts. Therefore, when the hypothetical porosity is increased, more voxels 
containing unresolved pore defects are interpreted as void space and since these pores are not 
necessarily connected, this leads to an overestimation of connectivity. If the assumed total porosity is 
gradually increased from 2.6 % to 5 %, the extension of the resulting subnetworks increases (Figure 
2.6a,b). However, they are still very localized and unconnected. This suggests that the observed 
macropore networks are not interconnected by macropore defects that could not be resolved with 
the TXM-tomography.  

The porosity  of 2.6 % determined above as the best estimate for this individual crystal indicates that 
any diffusing medium will necessarily flow through a certain fraction of micropores, which is of the 
upmost importance since MOFs usually rely on the functionalities present therein (e.g., coordinatively 
unsaturated Lewis sites, OH groups or on-purpose attached organic moieties) for molecular 
sorting.171,198,199 Hence, the findings presented up to here have two implications: 1) MIL-47(V) crystals 
synthesized by hydrothermal methods contain defects (2-3 % of the crystal volume). 2) The connection 
between these macro-porous regions is not sufficient to create diffusion pathways that result in a 
significant loss of the MOFs sieving properties. 
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Figure 2.6 Plots with 10 graphs with the greatest volumes for different total porosities within a MIL-
47(V) metal-organic framework (MOF) crystal: 2.6 %, 5 %, 10 %, 15 %, 18 % ,20 %, 25 % and 29 % (a-
h). The higher the total porosity the higher the connectivity of the macropore sub-networks. At total 
porosities between 2.6 % and 5%, the subnetworks are very localized and poorly connected. 

2.2.4 Graph Orientation 
In an attempt to elucidate the origin of the detected macropores, their orientation in relation to the 
MOF axis was assessed by calculating the first Eigenvector (EV) of the covariance matrix of each graph 
(i.e., connected pore sub-network). This vector points in the direction of the greatest spread of each 
graph (expressed as a cloud of points in space) and can therefore be used as a measure for pore 
orientation. Figure 2.7 exemplifies this method by displaying the 10 sub-networks with the highest 
volume (a) and their corresponding first EVs (b). The position of the displayed EV corresponds to the 
average coordinates of the graph (point cloud) they describe.   

The inset in Figure 2.7c reports the spherical coordinates of each Eigenvector, that is, the angles 
between each vector and the main MOF axis (as defined above, z-direction in the plot). These angles 
describe how parallel the graph orientation is with respect to the MOF axis (angle θ) and how the sub-
network is oriented in the x-y plane (angle φ). Figure 2.7c and d display the orientation of the first EV 
of the biggest 300 sub-networks assuming a total porosity of 2.6 %. The histograms report the θ (c) 
and φ (d) angles between the first EV of the graphs and the MOF axis. Based on these results there 
does not seem to be a clear preferred pore network directionality when inspecting the EVs that are 
projected perpendicularly to the MOF axis (Figure 2.7d). On the other hand, Figure 2.7c shows that 
most of the graphs have an angle θ between 80° and 90°. This means that most of the macropores are 
oriented perpendicular to the main MOF axis. Such preferential defect directionality suggests that the 
main crystal growth takes place along this direction. As the crystal grows small defects can be 
amplified to become radially oriented macropores like the ones observed here.  
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Figure 2.7 The 10 sub-networks with the largest volumes assuming 2.6 % total porosity of the 
individual MIL-47(V) metal-organic framework (MOF) crystal. b) Corresponding first Eigenvectors (EVs) 
normalized and projected to the z-y plane (the apparent length difference is caused by the projection 
onto the z-y plane). The position of each EV corresponds to the average coordinates of each data cloud 
(graph) it refers to. c) Histogram of angles between each graph’s first eigenvector and the main MOF 
axis (θ). Spherical coordinates of the first EVs of the sub-networks. The 3D volume was rotated, so that 
the MOF axis is parallel to z. θ describes how parallel the EV is with respect to the main MOF-axis, Φ 
describes the orientation of its projection onto the x-y plane. d) First EV orientation histogram 
projected onto the x-y plane (angle φ). 

Regardless of the total porosity chosen, the preferential pore direction described above could be 
observed (Figure 2.8a-c). However, as the total porosity grows, there is a slight shift towards smaller 
angles in the θ-angle histogram. This is due to an increase in connectivity along the MOF axis when 
the assumed porosity increases. The growth of such aligned defect domains is common in MOF 205–207 
and is a potential explanation for the presence and orientation of the voids observed. Further in-situ 
imaging studies of a growing crystal would be necessary to confirm this hypothesis.  

 

Figure 2.8 Histogram of angles between Graph first eigenvector and the MIL-47(V) metal-organic 
framework (MOF) axis (θ) assuming a total porosity of (a) 2.6, (b) 18 and (c) 29 %. As the porosity 
increases, there is a slight shift towards the left in the θ-angle histogram due to an increase in 
connectivity along the MOF axis. 
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2.3 Conclusions 
This Chapter shows that it is possible to map the macropore defects of a single MIL-47(V) MOF crystal 
with X-ray nanotomography in a non-destructive way. In contrast to Hg intrusion porosimetry, the 
TXM methodology allowed to estimate the total microporosity of the sample (2-3 %). Furthermore, 
permeability simulations and pore-network modelling revealed that the observed macropores are not 
distributed homogeneously across the particle and their connectivity seems to be very poor. 
Therefore, the macropore defects presumably only have a limited effect on the separation properties 
of the MOF crystal. By analyzing the tilting angle of the pore regions, a preferred network orientation 
was observed. The pore sub-networks are mostly spread perpendicularly to the main MOF-axis, which 
could lead to anisotropies in diffusion and permeability. 

 

2.4 Materials and Methods 
 

2.4.1 Materials 
vanadium metal powder (Sigma-Aldrich, 99.9%), terephthalic acid (Sigma-Aldrich, +98%), hydrofluoric 
acid (Sigma-Aldrich, 48-51 % wt. aq. solution), Deionized (DI) water, Dimethylformamide (DMF) 
(Sigma-Aldrich, 99.8%). All chemicals were used as received with no further purification. 

Hydrothermal preparation of the crystals was carried out as described by Barthelet et al.208 In short, 
vanadium metal powder, terephthalic acid, hydrofluoric acid, and DI water (molar ratio 1:0.25:2:250) 
were introduced in a Teflon-lined Parr steel autoclave for four days in an isothermal oven at 473 K 
(autogenous pressure, filling rate: 50%). The green-yellow solid was collected by centrifugation and 
washed 3 times with DMF and ethanol (50 mL), then dried at 423 K under vacuum for 24 h. 

2.4.2 Characterization 
 

a. Hg Intrusion Porosimetry 

MIL-47(V) crystals (m = 0.634 g) were outgassed for 24 h in air flow at 150°C prior to loading them in 
the tube. Intrusion experiments were performed using an Hg porosimeter Micromeritics Autopore IV 
9510 in the pressure range p = 0.05 to 420 MPa. We used Washburn’s equation p = −4γcos (θ)/d, 
with γ, mercury surface tension, and θ, contact angle, with values of 0.485 N∙m-1 and 130°, 
respectively, to calculate the pore diameter, d. 
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Figure 2.9 Cumulative and incremental volumes of intruded Hg as a function of the effective pore 
diameter. The steep increase in Hg cumulative intrusion corresponding to pores in the 6×103 to 6×104 
nm range is associated to interparticle porosity (region I). Here, voids within and in between particles 
are filled with mercury. The greater the intrusion pores of this regime, the more inter particle porosity 
is being probed (region II). Conversely, when smaller pores are filled, they are more likely to be a 
consequence of intra particle porosity. The rather small mesopores measured in region IV are a result 
of a compression of the crystal due to high pressures.209 The described regimes cannot be quantified 
during this experiment, this figure displays their ranges only qualitatively. 

In Figure 2.9 cumulative and incremental volumes of intruded mercury as a function of the effective, 
mercury cumulative intrusion and pore size distribution obtained thereof, shows the presence of two 
peaks at around 0.1 (~2-3∙103 nm, region II in Figure 2.9) and 100 MPa (~8-6 nm, region IV Figure 2.9). 
The latter has been previously assigned to the reversible compression of the lattice, due to the poor 
wetting of the MOF surface, preventing Hg from penetrating the micropores and the former, has been 
ascribed to space between crystals. 209 The minimum pore diameter which may be probed at 420 MPa 
is 2.96 nm, as per Washburn’s equation (γ = 0.485 mN∙m-1, θ = 130º). 

However, as seen in Figure 2.1b,c, cross-sections of different parts of the crystal show areas of lower 
X-ray absorption intensity, exhibiting macropores that are up to 2-3 μm in size. This is of great 
importance, because both bulk and intraparticle pores with such dimensions could be present in 
region II of Figure 2.9. Porosity was determined as the percentage of volume that can be intruded with 
Hg between 0.2 and 20 MPa, which represents the adsorption plateau at which the larger pores and 
interparticle space have been filled with Hg but before mechanical compression: 

�𝑉𝑉𝐻𝐻𝐻𝐻
(0.2 𝑀𝑀𝑀𝑀𝑀𝑀)

𝑉𝑉𝐻𝐻𝐻𝐻(20 𝑀𝑀𝑀𝑀𝑀𝑀)� × 100 = 0.43
1.51

 × 100 = 28.47 %   Equation 2.1 

 
b. Focused Ion Beam-Scanning Electron Microscopy  

Prior to measurements, the sample was coated with a Pt/Pd layer (~10 nm) with a Cressington HQ280 
sputter coater. Measurements were performed with a FEI Helios Nanolab 600 FIB-SEM instrument. 
The sample was placed on an aluminum stub using a carbon sticker. A protective layer of Pt (~3 μm) 
was deposited on top of the region of interest before performing the measurements. For the FIB 
experiments, a trench was made by milling perpendicularly to the surface, next to the Pt-deposited 
area. After milling the trench, a cleaning step with Ga+ ions were performed before imaging. SEM 
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images of the cross section were recorded in backscatter electron (BSE) mode (2 kV, 50 pA) and in 
secondary electron mode (2kV, 0.1 nA). These images were manually segmented to determine the 
porosity of the cross sections (Figure 2.10). 

 

Figure 2.10 Manual segmentation of the cross section and pores. The fraction of yellow pixels (pores) 
within the light green area (particle cross section) corresponds to the porosity estimated from these 
data. 

c. Powder X-ray Diffraction 

Powder X-ray diffraction (PXRD) was performed using a Bruker-AXS D2 Phaser powder X-ray 
diffractometer in Bragg-Brentano geometry, using Co Kα1,2 = 1.79026 Å, operated at 30 kV (Figure 
2.11). Measurements were carried out between 5 and 70° using a step size of 0.05° and a scan speed 
of 1 s. 

 

Figure 2.11 (a) Experimental X-ray diffraction (XRD) pattern of the MIL-47(V) metal-organic framework 
(MOF) material as synthesized powder; and (b) simulated XRD pattern from Mercury 3.7 (FWMH = 
0.1, Kα = 1.7892) with the .cif file reported in reference.210    
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2.4.3 Transmission X-ray Microscopy Tomography 
 

a. Sample Preparation 

The crystals were suspended in ethanol and loaded into 1 mm diameter Kapton® tubes by capillarity. 
After loading the samples, the solvent was evaporated and dried in air, after which both ends of the 
tubes were sealed with epoxy resin. The capillaries were then loaded into glass jars and evacuated in 
a diaphragm pump connected to a glovebox, where the samples were stored prior to measurement. 
The tube was loaded onto the rotatory stage at beamline 6-2c, and a He bag with constant 10 mL/min 
flow at the outlet tube was placed over the sample and X-ray emitting pinholes to prevent air 
absorbance. 

b. Tomography Data Collection 

Full-field transmission hard X-ray microscopy (TXM) was performed at beamline 6-2C of the Stanford 
Synchrotron Radiation Lightsource (SSRL) at the Synchrotron Linear Acceleration Center (SLAC) 
National Accelerator Laboratory. Details of the experimental setup can be found elsewhere.80,211 The 
X-ray energy was calibrated by measuring at the V K-edge of a reference metal foil. X-ray nano 
tomography was conducted below and above the V K-edge energies (5460.0 and 5482.0 eV) five times 
per angle with an angular step size of 1 degree over a range of 180 degrees, enabling a high-quality 
reconstruction of the 3D structure of the MOF single-crystal with the TXM-Wizard software 
package.212 The total duration of the scan was 260 minutes.  

Each stack of 2-D projection images was aligned manually to correct for motor jitter and sample 
movement. Later, the 3-D tomographic slices were reconstructed with an iterative algebraic 
reconstruction technique (iART). TXM tomography data was binned from a 32 nm isotropic voxel size 
to a voxel size of 64x64x64 nm3. Each slice of the obtained 3D image was segmented manually, to 
determine the total particle volume (including pores) using Avizo Fire© software.  

2.4.4 Data Analysis 
 

a. Pore Network Modelling 

The void space was represented by its topological skeleton, i.e., a thinned version of the pore shape. 
After skeletonization, the pore volume is described by a set of points, lines, and corresponding 
distances to pore boundaries. The skeletonization of the segmented pore volumes was performed 
using the Avizo© XSkeleton Pack software. The distance of every pore voxel to its closest boundary 
was calculated and then voxels were removed one by one from the segmented object until only a 
string of connected voxels remained. These resulting lines were then translated into points, segments 
(connecting points), and nodes (points where more than two lines meet) forming a topological model 
of the pore-network (Figure 2.12). Each pore channel can be represented by a cylinder, in which the 
height is the distance between two segment points and the radius is their average distance to the solid 
walls. By summing the volumes of these cylinders, the total volume of the pore network can be 
computed. 
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Figure 2.12 Schematics of the topological representation of the pore network. The measured pore 
space is modelled by a set of segment points, segments, nodes, and pore channel radii. Adapted from 
Meirer et al.98 

b. Permeability Simulations 

Permeability simulations in (Figure 2.4) were carried out on each sub-volume using Avizo® XLabHydro. 
This software estimates the steady state velocity field of an incompressible fluid (water) by 
numerically solving the continuity and Navier-Stokes equations: 

𝛻𝛻 ∙ 𝑢𝑢�⃑ = 0 Equation 2.2 
 

𝜇𝜇𝛻𝛻2𝑢𝑢�⃑ − ∆𝑝𝑝 = 0  
 

Equation 2.3 

where µ is the medium viscosity, u its velocity and ∆p is the pressure gradient of the causing the flow. 
The permeability is determined using Darcy’s Law: 

𝑄𝑄 =
𝑘𝑘𝑘𝑘∆𝑝𝑝
𝜇𝜇𝐿𝐿

 
Equation 2.4 

 
where Q is the global volume flow rate of the fluid, k is permeability and A and L are the cross-sectional 
area and the length of the sample volume respectively. 

c. Fourier Shell Correlation Analysis 

A Fourier Shell correlation (FRC) was performed to estimate the 3D resolution. Therefore, the 
projection images of the tomography data were separated into two different datasets. One of the 
datasets contains all images recorded at even angles and the other corresponds to odd recording 
angles. The analysis was performed for 400 slices of the reconstructed odd and even datasets as 
described by van Heel et al.79 Figure 2.13 displays the average FSC of all 400 slice pairs. The resolution 
was determined using the intersection point of the FRC curve with the ½ bit curve. Using this criterion, 
the resolution calculated was 230.7 nm (0.277 reciprocal pixels of 32 nm size).  
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Figure 2.13 Fourier Shell Correlation (FSC) analysis of the tomography 400 arbitrarily selected slices of 
the reconstructed data.4 The intersection at 0.277 (discontinuous line) reciprocal pixels corresponds 
to an estimated 3D spatial resolution was 230.7 nm (1/2 bit). 
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3 Accessibility Study of Porous Materials at the Single Particle Level 
as Evaluated within a Multiplexed Microfluidic Chip with 
Fluorescence Microscopy 

 

Uptake experiments of UV-Vis-active or fluorescent probes represent a direct way for elucidating mass 
transfer phenomena. However, interparticle heterogeneity cannot be discerned with it as it is a bulk 
technique. In this Chapter, we propose a new analytical method to evaluate the accessibility of porous 
particles at the single-particle level in a relatively high throughput fashion. It involves using a 
Polydimethylsiloxane microfluidic device and a fluorescence microscope to assess the uptake of 
fluorescent molecules in porous particles over time. The device allows for studying the differences 
between and within three samples contemporaneously under the same conditions. We further 
showcase the method by studying the diffusion and adsorption properties of a dye in different 
reference porous particles. Our approach allowed for probing accessibility as well as probe-host 
interactions, thus revealing the limiting factors in the uptake process. 
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3.1 Introduction 
Molecular transport is a key aspect in most functional porous material applications, as it strongly 
influences their performance as adsorbents or catalysts.8 The efficiency of these materials depends 
on diffusion and adsorption processes taking place inside their pores, which are in turn influenced by 
the interactions between the pore walls and the guest molecules. 6–8,21 Therefore, understanding these 
phenomena is essential for designing superior functional materials, with improved performances.   

A direct way for investigating mass transfer in porous materials is based on uptake and release 
experiments of UV-active or fluorescent probes, directly providing a pore accessibility measure (i.e., 
how easily molecules enter the porous host). One common approach used in industry is the so-called 
Akzo Nobel Accessibility Index (AAI) test introduced for Fluid Catalytic Cracking (FCC) particles21–23. 
Here, the uptake of UV-Vis-active molecules into catalyst particles is measured by measuring the 
relative concentration of the molecules in solution over time (Figure 3.1a,b), providing a measure of 
the penetration rate. In this approach, it is assumed that the behavior of the entire system replicates 
the one of an individual particle. However, within a catalyst batch60,61, structural and compositional 
differences exist that cannot be captured by these ensemble-averaged measurements.  

Characterizing the pore space and mass transfer properties of individual particles would be beneficial 
to supplement the data obtained from bulk methods, and also to capture heterogeneities among 
particles. Single particle techniques such as confocal laser scanning fluorescence microscopy (CLSM) 
5,101,106,213,214 infrared microscopy (IR)7,215,216, electron microscopy 65,217–222 and X-ray 
microscopy12,13,19,98,223,224 have shown great potential to achieve this. However, these techniques 
require expensive equipment and/or sample preparation, and some of them are destructive. 
Furthermore, the number of particles that can be studied with these methods is limited, leading to 
poor statistics. 

In this Chapter, we propose a fast, cheap, and reproducible analytical method to compare mass 
transfer in porous samples at the single-particle level in a high-throughput fashion. By using a 
Polydimethylsiloxane (PDMS) microfluidic device and a conventional fluorescence microscopy setup, 
we imaged and compared the uptake of fluorescent molecules by individual mesoporous silica 
particles. Moreover, we varied the solution conditions and found that the guest-host electrostatic 
interactions have a significant effect on the overall uptake process.  
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Figure 3.1 Schematic representation of experimental methods to evaluate the accessibility of particles 
in bulk and at the single particle level. (a) A stirred tank containing UV-active molecules is put in 
contact with porous particles. The concentration in the solution decreases due to the uptake on the 
porous material. (b) Based on the concentration change, the bulk uptake [mol/g(material)] is 
computed and used to characterize the accessibility. (c) A multiplexed microfluidic device containing 
4 chambers is filled with different porous particles and a liquid containing a fluorescent dye. One 
reference chamber (left) is left empty to control for photobleaching. As fluorescent molecules enter 
the porous particles, their fluorescence increases. (d) The fluorescence of individual particles (in the 
highlighted squares) is tracked over time to assess their accessibility. Curves A and B correspond to 
particles with the same accessible adsorption capacity (both plateau at the same value), but different 
accessibilities (A>B). Curve C represents the uptake of  a particle that is rather accessible (saturation 
is reached quickly) but total uptake of fluorophores is less than in particles corresponding to curves A 
and B. Curve D corresponds to a particle with very low accessibility (saturation is not reached during 
the time of the experiment). 

3.2 Results and Discussion 
The experiments were performed using microfluidic devices consisting of two PDMS layers, attached 
to a glass slide, further details on the device can be found in the Methods section and elsewhere.225,226 
The chip contains four chambers, which allow for the performance of three experiments in parallel 
under the same conditions while keeping a reference chamber to control for photobleaching (Figure 
3.1c). In each experiment, each chamber is loaded with different porous particles. Then, all chambers 
are filled with water, such that the pores of the hydrophilic material are quickly (less than a second) 
filled by capillary forces.227 Finally, the chambers are filled with a fluorescent dye solution. The mean 
fluorescence intensity, as a measure of dye concentration, of each particle is tracked individually as a 
function of time resulting in individual uptake curves (Figure 3.1d, Methods). The features of each 
uptake curve can provide the following information: 1) the final slope of the curve contains 
information about the saturation state of the particle. If it is flat, equilibrium has been reached. 
Otherwise, the uptake is still taking place. 2) The intensity value reached after saturation contains 
information about the adsorption properties of the system. The higher this value, the more adsorption 
took place, which can be related to the surface area of the material. 3) The shape of the curve, i.e., 
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how the curve slope changes over time, contains information about the accessibility of the particle. 
The faster saturation is reached, the more accessible the particle.  

To showcase the method, we used SiO2 particles with monodisperse pore size distributions (50 nm, 
35 nm, and 23 nm) (Figure 3.4a) often used as catalyst support.228,229 Rhodamine 110 (Rh110) (Figure 
3.4b) was used as a fluorescent probe due to its photostability25,26, high quantum yield, and 
fluorescent intensity proportional to its concentration (see Methods). Therefore, particle fluorescent 
intensity values were directly used to obtain the uptake curves i.e., the intensity was used to measure 
concentration. The particles were placed in the chambers leaving one empty that was used as a 
reference to check the photostability of the dye. Uptake experiments were conducted for 5h and 
images were acquired every minute.  Figure 3.2a,b  displays a cropped version of the fluorescence 
images recorded at the beginning (a) and end (b) of the experiments using 50 nm pore size particles 
showing an overall, but heterogeneous increase in intensity. Some particles display an intensity 
(concentration) gradient within them, whereas others show a more homogeneous dye distribution, 
hinting towards different pore connectivities. Figure 3.2c shows the mean intensities of particles of 
the same sample as a function of time (the initial intensity of each particle was subtracted). Even 
particles that belong to the same batch, differ strongly on their uptake curves and therefore 
accessibilities. Traditional bulk experiments could not have measured this, which highlights the 
importance of the proposed method for elucidating inter-particle heterogeneity.  

 
Figure 3.2 (a) Cropped fluorescence image of a microfluidic chamber containing silica particles with 
50 nm pores at the beginning and (b) end of the experiment. (c) Uptake curves of particles shown in 
(a,b). (d) Uptake curves are linearized when plotted over t0.5.  

3.2.1 Uptake Curve Interpretation 
Various models have been developed to interpret the shape of the uptake curves obtained from bulk 
uptake experiments20. However, most of these models require reaching a saturation state to extract 
the relevant parameters, which represents a problem for our slow, non-saturating uptake 
experiments. Conversely, The so-called intra-particle diffusion model230 does not have this 
requirement and is often used in these cases. Here, the fractional uptake q(t) (usually in 
mg(probe)/g(solid), but expressed with an intensity in our case) is plotted as a function of time0.5. If 
external mass transfer effects are negligible (i.e., constant concentration in the bulk solution as a 
function of space), the curve will be linear at low time0.5 values until saturation starts to take place, 
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flattening the curve after an inflection point. On the other hand, in the case of prominent external 
mass transfer effects (no ideal mixing), a stagnant layer, i.e., a concentration gradient in the vicinity of 
the particle, is formed during the uptake process, slowing it down and resulting in a non-linear regime 
for small time0.5 values (Chapter 1).20,30 The latter was the case in our experiments (Figure 3.2d) 
because no flow (or mixing) was present in the chambers of the chip. For such systems, a linear 
regression is usually performed on the linear part of the uptake curve and its slope is used to quantify 
the so-called intra-particle diffusion rate constant27 Kp (usually in mass(probe)/(mass(particle)time0.5), 
but expressed in intensity/time0.5 in our experiments) which we refer to as accessibility index (Equation 
3.1).21  

q(t)=Kp  t0.5 + Cy     Equation 3.1 
 
The presence of a non-zero y-intercept Cy (sigmoid-like uptake curve shape), has been attributed to 
external mass effects as well as adsorption events. Furthermore, different interpretations of its value 
have been proposed, leaving its physical origin unclear (see Chapter 1). To investigate the significance 
of the accessibility index Kp and the y-intercept Cy for the uptake curves, mass transfer simulations 
were performed assuming that the uptake is governed by three parameters:   1) the internal particle 
diffusion coefficient D (m2/s), which increases with the pore size and pore interconnectivity; 2) the 
external mass transfer coefficient k (m/s), which depends on diffusion and convection outside the 
particle as well as the intra-particle diffusion (Equation 3.6, see Methods) and 3) the adsorption 
coefficient R (-) (unitless if adsorbed concentration is expressed as g/m3, see Methods). The latter 
depends on the wall-molecule interactions as well as the number of accessible adsorption sites. We 
performed a sensitivity analysis to assess how these three parameters affect the uptake curve shape 
and its parameters Kp and C (Methods). Our simulations showed that the unlike the y-intercept Cy, the 
accessibility index Kp correlates positively with all three parameters and represents a good measure 
of particle accessibility (Methods). Interestingly, our experimental results showed a strong correlation 
between the accessibility index and the y-axis intercept (Figure 3.3), proving the redundancy of using 
both parameters to characterize porous materials. Therefore, we will discuss only the accessibility 
index Kp values obtained in the experiments to characterize and compare the processes.  

 

Figure 3.3 Experimental data- scatter plot to show the correlation of accessibility index and y-axis 
intercept (pH = 7). The different colors in the scatter plot represent particles with different nominal 
pore sizes.  

3.2.2 Effect of Probe-Host Electrostatic Interactions on Uptake  
In addition to varying the pore size of the particles to compare their effect on the uptake rates, we 
investigated how the guest-host electrostatic interactions affected the overall uptake process. We 
explored this by changing the pH as well as the ionic strength of the solution. On one hand, the pH 
affected the charge of the dye156 and the pore-wall surface charge density231 without changing the 
fluorescent properties of the probe (Methods). On the other hand, the ionic strength of the solution 
influenced the extent of the electrical double layer (EDL), a region where the liquid is not 
electroneutral because it contains a high concentration of counter-ions attracted by an oppositely 
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charged surface159. If the characteristic length of the EDL (Debye length) is greater than the pore 
radius, there is an overlap between EDLs extending from opposite surfaces in the pores (schematically 
shown Figure 3.4c). This slows down or even prevents the entrance of (probe) molecules with the 
same charge as the counter-ions due to electrostatic repulsion. 

We performed experiments using 3 different solutions: 1) pH = 4.3, 2) pH = 4.3, and 0.01M NaCl as 
supporting electrolyte, and 3) pH = 7 (Figure 3.4c-e). Solution 1 and 2 had the same pH but different 
ionic strengths (1.3·10-4 and 9.4·10-3 mol/l, respectively) which translate into different Debye lengths 
(26 nm in solution 1 and 3 nm in solutions 2 and 3). On the other hand, solutions 2) and 3) have the 
same ionic strength (Debye length), but different pH which affects the charge of the probes and pore 
walls.  The solutions used in the experiments had a pH above the point of zero charge (PZC) of silica 
(pH~2).232 Therefore, the oxide surface hydroxyls are deprotonated and the silica surface is negatively 
charged 233.  For all solutions used, the uptake speed increased as a function of pore size and all 
experiments seem to be affected by external mass transfer as they show a non-linear regime at low 
t0.5 values (Figure 3.4f-h). However, mass transfer varied dramatically for the different conditions. 
Solution 1 (pH = 4.3) displayed the slowest uptake, with its linearized curve not reaching an inflection 
point and showing small differences between samples with different pore sizes (Figure 3.4f). Solution 
2 (pH = 4.3, and 0.01M NaCl) reached the inflection point showing moderate differences based on 
pore size (Figure 3.4g). Solution 3 (pH = 7) proved to be fastest showing clear signs of saturation (i.e., 
the linearized uptake curve surpassed its inflection point) and the largest differences between the 
different porous silica samples (Figure 3.4h).  
 
This behavior can be explained by the electrostatic interactions of the different systems: solution 1 
(pH = 4.3) causes Rh110 and silica to be positively 156 and negatively charged 232 respectively. 
Moreover, due to the low ionic strength of the system, an overlapping EDL (Debye length: 26 nm > 
rpore) predominantly containing cations is formed in the vicinity of the pore walls. These cations 
interact repulsively with the incoming Rh110+, slowing the diffusion process down (Figure 3.4c,f). 
Solution 2 (pH = 4.3, and 0.01M NaCl), with higher ionic strength, results in a smaller Debye length (3 
nm) leading to moderate repulsive electrostatic interactions between the EDL and the guest molecules 
as well as faster mass transport (Figure 3.4d,g). Similar Debye length effects of pore diffusion have 
been reported previously. 161,234 Solution 3 (pH = 7) has the same ionic strength as solution 2 (pH = 4.3, 
and 0.01M NaCl) and therefore a comparable Debye length. Moreover, at pH = 7, while silica has a 
higher negative surface density 231, Rh110 forms zwitterions due to the deprotonation of the carboxyl 
group and the amino group carries a positive charge.156 Therefore, the guest-host electrostatic 
interactions are the lowest in this case, which results in a faster uptake and saturation (Figure 3.4e,h). 
As the strength of electrostatic interactions decreases (Figure 3.4c-e), the pore size and structure 
become more dominant for the uptake process. This explains why we observe small moderate and 
large uptake differences between pore sizes in solutions 1, 2, and 3 respectively in our experiments 
(Figure 3.4f,g,h). 
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Figure 3.4 (a) Schematic of model silica particles (diameter: 35 µm) with uniform pore size 
distributions. Three pore sizes were used: 50, 35, and 23 nm. (b) Rhodamine 110 (Rh110) chemical 
structure. Rh110 has a hydrodynamic diameter of 0.77 nm and is positively charged when solved in 
water.235 (c-e) Schematic of electrostatic interactions between Rh110 and the negatively charged 
pore-walls under different conditions. (c) pH = 4.3 (strong interactions): A cationic electric double layer 
overlap (blue-shaded area) is present inside the pore which repulses the Rh110(+). (d) pH = 4.3 and 
0.01M NaCl (moderate interactions): Increasing the ionic strength reduces the Debye length and 
creates a neutrally charged region within the pore that allows Rh110(+) to enter the pore more easily. 
E) pH = 7 (weak interactions): The surface charge density of the pore-walls is more negative. However, 
Rh110(±) is neutrally charged, therefore probe-wall electrostatic interactions are the weakest in this 
case. F, G, H) Uptake curves corresponding to the conditions described in C D, and E, respectively. 
Decreasing the electrostatic interactions has 2 effects on the uptake curves: it speeds up the uptake 
process and it also increases the difference between samples as the pore size gradually becomes more 
relevant (note the difference in the y-axis scale). The shaded areas in (f-h) represent the standard 
deviation of ~50 particles.   

Figure 3.5a shows the obtained accessibility index distribution varying pore size and wall-probe 
electrostatic interactions. The accessibility was evaluated from the slope of the uptake curve inflection 
point tangent (see Methods). It is worth mentioning that this analysis approach cannot be used if the 
first derivative of the uptake curve does not reach a maximum during the experiment (i.e., the curve 
has no inflection point). The experiments performed with strong electrostatic interactions (pH = 4.3, 
Figure 3.4c) do not meet this criterion and cannot be analyzed in this fashion (Figure 3.4f). As 
qualitatively described by the uptake curves, the accessibility index decreases with pore size, and the 
differences are more pronounced for weak electrostatic interactions (Figure 3.5a). The difference 
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between 35 nm and 23 nm for moderate electrostatic interactions (pH = 4 + 0.01M NaCl) falls within 
the error bar of the measurement. At pH = 7 (weak electrostatic interactions), the measurement 
remains sensitive to these differences. Therefore, by suppressing the probe-wall electrostatic 
interactions, it is possible to more sensitively probe the accessibility purely based on the pore 
structure. This becomes clear if one compares the accessibility index distribution at pH = 7 (Figure 
3.5b) with the pore size distribution obtained with N2 physisorption (Figure 3.5c). Note that both 
distributions show a significant overlap of the 35 nm sample with both the 23 nm and the 50 nm 
samples. Further, the relative peak positions are similarly distributed with respect to each other. 
Overall, as probe-host electrostatic interactions are suppressed, the accessibility index increasingly 
becomes a good parameter to probe pore size. 

 

Figure 3.5 (a) Comparison of accessibility index distribution of silica particles with different pore sizes 
(50, 35, and 23 nm) obtained by performing the experiments with fluorescent solutions at different 
pH but with the same ionic strength (N=50). For both pH conditions, the accessibility increases as a 
function of pore size. At pH 7 the accessibility varies more strongly with pore size because the 
electrostatic interactions are the weakest and pore structure effects become more dominant. (b) and 
the pore size distribution measured with N2-physisorption (c) show similarities in terms of peak 
position and overlap. The BET surface areas were ~ 523 m²/g (23 nm sample),  ~ 439 m²/g (35 nm 
sample) and ~ 344  m²/g (50 nm sample). 

3.2.3 Effect of Probe-Host Electrostatic Interactions on Adsorption 
In order to study the adsorption behavior of the system, we performed an uptake experiment for two 
weeks and measured the fluorescence of individual particles after equilibrium was reached (Figure 
3.6). For all evaluated conditions, the same trend could be observed for the pore size: the equilibrium 
intensity, and therefore the equilibrium concentration, increases as the pore size decreases. All model 
particles have roughly the same total porosity (~30%). If the total porosity is constant, the surface area 
available for adsorption decreases as a function of pore size. This explains why the amount of 
adsorbed Rh110 increases when particles with smaller pores are probed – intensity therefore directly 
correlates with surface area (see BET results in the Methods section). Nevertheless, the amount of 
adsorbed Rh110 also seems to depend strongly on the conditions used for the experiment. 
Interestingly, when Rh110 is neutrally charged (pH = 7), the saturation intensity values are the lowest 
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even though these conditions showed the fastest diffusion (Figure 3.4h and Figure 3.5a). This is 
probably due to the weak electrostatic interactions between the probe and the walls. On the other 
hand, in the case of strong electrostatic interactions (pH = 4.3), Rh110(+) and the silica(-) walls have 
opposite charges, which results in a higher amount of probe electrostatically adsorbed on the walls 
after reaching equilibrium. Despite the repulsive electrostatic interactions between the EDL and 
Rh110 that slow diffusion down (Figure 3.4c,f), after long time periods, the Rh110 molecules 
eventually cross the predominantly positively charged EDL and adsorb on the negatively charged pore 
walls. If the Debye length is reduced by adding salt (Solution 2, pH = 4.3 + NaCl), the interactions with 
the EDL are substantially reduced and the uptake is accelerated (Figure 3.4g). Curiously, the final 
amount of adsorbed species in this case is also the largest of all. Possibly, regions of the pore space of 
the particles remain inaccessible when a large EDL is present. This could be the case for regions 
connected through narrow bottle-necks where the EDL overlap is the highest, impeding Rh110 to 
access the whole (or a larger fraction) particle void volume. While N2-physisorption provides a single 
BET-surface for an ensemble of particles. Our method, on the other hand, provides an intensity for 
each individual particle. Furthermore, N2-physisorption provides the accessible surface area under 
specific (inert) conditions, while our method proved to be sensitive to electrostatic interactions. This 
could be potentially exploited to determine the accessible surface area for a specific guest-molecule 
(e.g., different molecules within a catalyst particle). Moreover, the porous silica particles used in this 
study are, as mentioned above, commonly impregnated with metallocenes as active centers and used 
as olefin polymerization catalysts.229 The chemosensitivity of our effective surface area measurements 
could be used to characterize silica support particles regarding their impregnation potential. 

 

Figure 3.6 (a) Distribution of saturation mean fluorescent intensities of the silica model particles under 
different conditions. Smaller pores result in higher saturation intensities, as they imply larger surface 
areas (samples have the same total porosity). At pH =7, the equilibrium concentrations are the lowest 
since Rh110(±) is neutrally charged and less attracted to the silica(-) walls. At pH 4.3 silica(-) and 
Rh110(+) have opposite charges increasing the affinity between them and resulting in higher 
saturation concentrations. Adding salt to the pH = 4.3 solution decreases the Debye length to the point 
where there is no EDL overlap. Pores connected through narrow bottle-necks with high EDL overlap 
become accessible as the pore entrance is no longer fully occupied by positively charged ions. 
Therefore, the total accessible porosity increases compared to the case of pH 4.3. As a result, the 
available surface area and the saturation concentrations increases as well.  b) Zoom-in of red rectangle 
in (a). The box plots display the median, the lower and upper quartiles as well as non-outlier minima 
and maxima. 

3.3 Conclusions 
A simple and reproducible analytical method to study the accessibility of individual porous particles in 
a high-throughput fashion was proposed and showcased using reference porous silica spheres. 
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Particles from the same batch showed great heterogeneity in terms of accessibility and number of 
accessible adsorption sites, which could not have been resolved with traditional bulk methods. 
Furthermore, the probe-wall electrostatic interactions proved to be of paramount importance for 
mass transfer within mesoporous materials. Therefore, conditions where these interactions are 
suppressed were employed to probe particles accessibility as dominated by porosity. The pore-size 
probing sensitivity of our approach was similar to the one obtained with N2-physisorption. Evaluating 
the saturation intensities proved to be suitable for studying surface area at the single particle level. 
Contrary to gas-physisorption methods, the changes in accessible surface area based on probe-host 
interactions can be investigated with this method, which is relevant for catalyst support impregnation 
studies. Two linearized uptake curve parameters were found to be relevant for these types of 
experiments: the accessibility index and the saturation intensity. The y-axis intercept, proved to be 
redundant, as it strongly correlated with the accessibility index. The validated method we developed 
can be used to conduct experiments using different probes and complex porous materials. Moreover, 
modifications to the microfluidic device can be made in order to make it compatible with organic 
solvents, expanding the application to the use of hydrophobic dyes and particles. 

3.4 Materials and Methods 
 

3.4.1 Materials  
PDMS (RTV615, Permacol), The SiO2 particles (SUNSPERA, AGC Si- Tech Co., Ltd), deionized water 
(PURELAB flex), Rhodamine 110 Chloride (≥ 99%, Sigma-Aldrich), NaCl (≥ 99%, Sigma-Aldrich), NaOH 
(≥ 99%, Sigma-Aldrich). All chemicals were used as received with no further purification. 

The microfluidic devices were obtained by standard photolithography as previously reported by 
Vollertsen et al.226 SU8 (MicroChem) was used for the control layer wafers, with 20 µm high channels, 
while for the flow layers wafers SU8 was used to first obtain channels with rectangular sections (~48 
µm high) in the areas without valves, and AZ40XT (MicroChemicals) was used to create channels ~35 
µm high with a rounded profile. In the area with valves, the rounded profile of the flow channels is 
needed to ensure their correct closing without leakage. 
The chips were obtained by multilayer soft lithography. PDMS (RTV615, Permacol) base and curing 
agent were mixed to obtain the flow (7:1 w/w base to curing agent) and control layers (20:1 w/w base 
to curing agent). The PDMS was degassed for about 2 hours.  
A ~30 µm thick layer of PDMS was obtained on the control layer by spin coating, while the flow layer 
was obtained by pouring the PDMS on the mold. Both wafers were cured at 60°C for 45 min. Once 
cooled, the PDMS flow layer was cut from the wafer and the inlets and outlets were punched with a 1 
mm hole puncher. The SiO2 particles (SUNSPERA, AGC Si- Tech Co., Ltd) were manually deposited in 
the chip chamber of the flow layer by using a needle (SEIRIN J-type needle No.3). Due to the sticky 
nature of PDMS, once placed on the layer the particles don’t move. After the deposition of the 
particles on the flow layer, it was aligned on the control wafer using a stereomicroscope (Olympus), 
and the layers were cured overnight at 60°C.  
The chip was cut from the wafer and the control inlet was punched out with a 0.75 mm biopsy 
puncher. Finally, the chip was bonded to a microscope glass slide using a plasma cleaner (model CUTE, 
Femto Science).  
The valves of the microfluidic chip were driven by pneumatic actuation. The channels of the control 
layer were filled with water and pressurized with air (1.5 bar) by solenoid valves (Festo), controlled via 
a custom LabView program.  
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Figure 3.7 Schematic and cross-section of the microfluidic device used for the uptake experiments. (a) 
shows the chip 4 chambers: one is empty and used as a reference chamber while the other 3 are filled 
with porous particle samples. The bypass channel is used to purge the channels without contaminating 
the chambers when switching liquids. (b) Valve cross-section in open configuration. The channels in 
the flow layer are shown in green, while the control layer channel is shown in white. The rounded 
profile of the flow channel is needed to ensure the closing of the valve without leaking. (c) Chamber 
cross section showing the position of the particles. Due to the loading procedure and the sticky nature 
of PDMS, the particles tend to stay attached to the top layer. 

3.4.2 Dye Characterization 
 

a. Concentration Intensity Calibration 

We varied the concentration of Rh110 in a chamber that did not contain silica particles. The measured 
intensity grew linearly as a function of the concentration (Figure 3.8a). Then, we repeated the 
experiments, in chambers containing particles and measured the intensity within them Figure 3.8b. 
Also here, there was a linear relationship between intensity and concentration. These results suggest 
that the fluorescence intensity both within and without the particles can be used as a measure of 
concentration in the used concentration range.  

 

Figure 3.8 Calibration curves of Rhodamine 110 (a) in the bulk solutions (pH = 7) and (b) in the particles 
(dpore=35 nm). In (b) the particles were in contact with the solutions at different concentrations until 
they reached the equilibrium. The standard deviation of the particles is represented by the error bar. 
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b. Photostability  

The measured intensities within the reference chambers did not change significantly as a function of 
time, suggesting that photobleaching did not take place to a large extent (Figure 3.9).   

 

Figure 3.9 Mean intensities over time of the solutions of Rhodamine 110 used for the uptake 
experiments as evaluated from the reference chamber. Under all tested conditions, the solutions 
show photostability within the 5 hours of the experiment. 

3.4.3 Porous Silica Particle Characterization  
Focused Ion Beam Scanning Electron Microscopy (FIB-SEM) and N2 physisorption were performed on 
the SiO2 particle samples to visualize and check their mesoporosity. Focused Ion Beam Milling 
Scanning Electron Microscopy (FIB-SEM) was performed on an FEI Helios NanoLab G3 UC microscope. 
Samples were loaded on Al stubs with carbon tape and sputter-coated with 10 nm of Pt, before the 
measurement. Beam currents of 0.1 nA and 2 kV were used to image particles with dwell times varying 
between 1 and 5 μs, depending on the imaging mode. External morphologies were imaged by 
collecting secondary electrons (SE) with an Everhart–Thornley detector (ETD), while cross-sections 
were imaged by collecting back scattered electrons (BSE) with a through-the-lens detector (TLD) with 
a dual scanning electron microscope focused-ion beam. Cross-sections were obtained with a Gallium 
FIB operating at 2.5 nA for milling, removing half of the particle material. Then, Pt deposition was 
performed with 0.77 nA for a protective layer on top of the surface of the particle and subsequent 
cleaning with precision milling operating at 2.5 nA the exposed cross-section. N2 physisorption 
measurements of the SiO2 particles were performed using a Micromeritics TriStar 3000 instrument 
operating at −196 °C. Before performing the measurements, the particles were dried for 15h at 200 °C 
under N2. The resulting surface area values were 344 m²/g; 439 m²/g; 523 m²/g for the 50, 35, and 23 
nm pore size particles, respectively. 

 

Figure 3.10 Scanning electron microscopy (SEM) images of focused ion beam (FIB)-cut particles 
showing their mesopores.  

3.4.4 Uptake Experiments 
For the uptake experiments, the chip chambers were first filled with deionized water (PURELAB flex) 
so that the particles were soaked in the solvent. Rhodamine 110 Chloride (Sigma Aldrich) 100 µM in 
deionized water was used as fluorescent solution at pH 4.3 (solution 1) and ionic strength 1.3·10-4 

mol/L. Higher ionic strength (9.4·10-3 mol/L) of solution 2 and 3 was obtained by adding respectively 
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NaCl (Sigma Aldrich) 0.01M as supporting electrolyte and NaOH (Sigma Aldrich) 0.01M to adjust the 
pH to 7. The solutions were injected from the inlet by using a pressure pump (Fluigent, Germany) 
regulating the flow from a fluid reservoir to the flow layer. After that, the chambers were closed by 
pressurizing the valve and the chip channels were filled with a fluorescent solution of Rhodamine 110 
Chloride (Sigma Aldrich) 100 µM by using a bypass channel. The solutions at pH 7 were prepared by 
adjusting the pH with 0.01M NaOH. Once the solution is uniformly present in the channels, the 
chambers were opened and filled with it. For the image acquisition, a fluorescence microscope (Leica 
DMi 5000M) and a Hamamatsu ORCA-Flash4.0 camera were used with a pE300ultra LED illumination 
system (CoolLED, U.K.). The images were acquired every minute using the MicroManager software. 

a. Image Processing 

The fluorescence images (Figure 3.11a,b) were processed using a home-built MATLAB code. The pixels 
that correspond to particles are segmented using the Segmentation Editor from ImageJ (Figure 3.11c). 
The mean pixel intensity of each of these regions is calculated for each picture. Figure 3.11d shows 
the intensity changes over time1/2 for individual particles of the same batch.  

 

Figure 3.11 (a) Fluorescence image recorded at the beginning of the uptake process. (b) Fluorescence 
image recorded after 5 hours of uptake displays higher intensities for each particle. (c) The pixels that 
belong to particles were segmented. The mean intensity of each of these regions was calculated for 
each time. (d) Mean intensity changes within the chamber on the left as a function of the time1/2. 
The initial intensity values were subtracted so that the curves begin at an intensity equal to 0. Each 
uptake curve corresponds to a particle.  

b. Accessibility Index Determination 

In order to quantify the speed of the uptake process, many published studies fit a line to a fraction of 
the uptake-t1/2 curve. However, to the best of our knowledge, no publication clarifies how the “linear 
part” of the curve was chosen. Performing a linear regression on different, arbitrarily chosen, parts of 
the curve can lead to different results on the same dataset. To quantify our data in a systematic way, 
we determined the inflection point of each uptake- t0.5 curve as well as its first derivative. The inflection 
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point tangent was used to replace the linear fit usually used in literature. Figure 3.12 displays an 
uptake curve together with its inflection point tangent used to approximate the “linear part of the 
curve”.  

 

Figure 3.12 Experimental data of uptake of the solution at pH 7 from one silica particle with 50 nm 
pores. The linear region is identified by plotting the inflection point tangent. 

 

3.4.5 Uptake Simulations  
The variables used for the uptake simulations as well as the assumptions made are schematically 
depicted in Figure 3.13. 

 

Figure 3.13 Schematic of the uptake process showing the variables used and assumptions made. (a) 
Initial conditions: at the beginning of the process, we assume that the dye concentration outside of 
the particle is constant, CB. Within the particle, the adsorbed concentration CB, as well as the 
concentration in the liquid phase C0, are assumed to be 0. (b) Uptake process: the concentration far 
away from the particle is assumed to be constant CB. In the vicinity of the particle, a stagnant layer, 
i.e., a concentration gradient characterized by the external mass transfer coefficient k, is formed. 
Within the particle, the adsorbed and liquid concentrations are spatially dependent, these 
concentration profiles are characterized by the internal diffusion coefficient D and the adsorption 
constant R. (c) Saturation: there are no concentration gradients on either the liquid or adsorbed phase. 
Since there are no concentration gradients, there is no driving force for diffusion or adsorption. The 
particle is in equilibrium and cannot take up more dye. 

The concentration profile changes within a porous particle during the uptake process were simulated 
by solving Fick's second law (Equation 3.2).  
 

∂C
∂t

=
D
r2

 
∂
∂r
�r2
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Equation 3.2 
 
 

Therefore, the porous particle was modeled as pseudo homogenous sphere with an internal liquid 
phase diffusion coefficient D, an adsorption coefficient R, and an external mass transfer coefficient k. 
By Varying these parameters, we explored their influence on the accessibility index Kp and the y-
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intercept C of the uptake curves. We assumed diffusion to be the limiting step in the sorption process. 
Therefore, we modelled the adsorbed concentration S to depend linearly on the concentration in the 
solution C:  

S = RC 
 

Equation 3.3 

By combining Equation 3.2 and Equation 3.3 Fick's law can be rewritten to  

∂C
∂t

=
D′

r2
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∂r
�r2
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� 

Equation 3.4 

 

where 𝐷𝐷′ represents an effective diffusion (including adsorption):  

𝐷𝐷′ =
D

1 + R
 Equation 3.5 

 

The initial dye concentration inside the particle’s pores 𝐶𝐶0 as well as the adsorbed concentration S0 
were assumed to be 0. 

C = C0 = 0              t = 0 ∀ r Equation 3.6 
S = 𝑆𝑆0 = 0              t = 0 ∀ r Equation 3.7 

 
Further, the following boundary conditions (BCs) were implemented:  
BC 1) The molecular flow at both sides of the liquid-solid interface has to be the same (Equation 3.8). 
This boundary condition relates internal and external mass transfer. This is why the effective diffusion 
coefficient D′ and the external mass transfer coefficient k are positively correlated.  

𝐷𝐷′   �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�
𝑟𝑟=𝑅𝑅

=  𝑘𝑘  (𝐶𝐶𝐵𝐵 − 𝐶𝐶)        𝑡𝑡 > 0 
Equation 3.8 

 
where CB is the concentration in the bulk solution, which was assumed to be constant over time. 
 
BC 2) Due to the symmetry of the system the first derivative of the concentration profile should be 
zero at the center of the spherical particle:  

𝐷𝐷′ �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�
𝑟𝑟=0

= 0        𝑡𝑡 > 0 
Equation 3.9 

 
The total probe molecule concentration profile consists of the sum of the concentration in the pore 
space of the particle (C), and the concentration adsorbed on the pore-walls (S):  

𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡(r) = S(r) + C(r) Equation 3.10 
 

This value was integrated over the whole radius of the particle for each time step n and used to 
calculate the uptake as: 

𝑞𝑞 =  
(𝐶𝐶 − 𝐶𝐶0)
𝑚𝑚𝐶𝐶

𝑉𝑉𝑠𝑠 
Equation 3.11 

 

with mc (g) the sorbent amount and Vs (mL) the volume of the solution. The calculated uptake was 
plotted as function of t1/2 results in the uptake curve of the particle (Figure 3.14). Increasing the 



Chapter 3 

51 
 

internal diffusion coefficient D of the particle resulted in a higher slope of the linear part of the uptake, 
i.e., higher accessibility index Kp, and a more negative y-axis intercept C (Figure 3.14a,d). A similar 
effect on Kp is observed by increasing k (reducing the external mass transfer limitations). However, it 
also shifts the linear regime of the uptake curve to shorter times, which results in less negative y-
intercept (Figure 3.14 b,e). Finally, increasing the adsorption coefficient R increases the accessibility 
index Kp and decreases the y-intercept C (Figure 3.14c,f). It is worth noting that the external mass 
transfer coefficient k and the effective diffusion coefficient 𝐷𝐷′ = 𝐷𝐷

1+R
  which includes adsorption, are 

positively correlated due to the boundary conditions equating flow at the two sides of the solid-liquid 
interphase (Equation 3.8). Hence, increasing the internal particle diffusion coefficient D will result in 
higher external mass transport (higher k) and vice-versa. However, both parameters contribute 
differently to the y-axis intercept C. Since the y-axis intercept is determined by several parameters, it 
should not be used to evaluate external mass transfer only.  

In an uptake experiment, while using particles of the same material and pore volume, but different 
pore sizes, one varies the internal diffusion coefficient D and therefore the external mass transfer 
coefficient k as well as the adsorption coefficient R (as different surface areas are obtained). All of 
these values correlate positively with the amount of adsorbed material (uptake, q(t)) and the 
accessibility index Kp.  

 

Figure 3.14 Uptake simulations obtained considering a 35 µm spherical particle. A) Uptake curves 
obtained changing the internal diffusion coefficient D (k = 10-8 m/s and R = 100) B) the external mass 
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transfer coefficient k (D = 10-12 m2/s and R = 100) and C) the adsorption coefficient R (D = 10-12 m2/s 
and k = 10-8 m/s). D), E) and F) show the slopes (accessibility indices) and y-intercepts of the inflection 
point tangents of the uptake curves shown in A), B) and C) respectively. 
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4 Fluorescent-Probe Characterization for Pore-Space Mapping with 
Single-Particle Tracking 

 

Porous solids are often characterized by a complex network of interconnecting pores of various 
dimensions. Tracking individual fluorescent probes as they diffuse through the porous material can be 
used to characterize a pore network at tens of nanometers resolution. However, understanding how 
the motion behavior of fluorophores changes in confinement is essential to reliably derive properties 
of the pore network. In this Chapter, we introduce well-defined lithography-made model pores 
developed to study probe behavior in confinement. We investigate the influence of probe–host 
interactions on diffusion and trapping of confined single-emitter quantum-dot probes. Using the pH-
responsiveness of the probes, we were able to largely suppress their trapping at the pore wall and in 
turn define experimental conditions that allowed mapping of the accessible pore space of a one-
dimensional pore array as well as a real-life polymerization-catalyst support particle. Finally, we 
propose a protocol to ensure the pore space is fully mapped with single particle tracking experiments.  
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4.1 Introduction 
Efficient molecular transport through functional porous solids improves their performance and 
lifetime in applications such as heterogeneous catalysis.99 Therefore, the accessibility and 
interconnectivity of the pore structure is of paramount importance for catalytic efficiency. The pore 
structure of solid catalysts is often a complex network of macropores (> 50 nm diameter), mesopores 
(2−50 nm diameter), and micropores (< 2 nm diameter) with a heterogeneous composition.4,5,236,237 A 
more rational pore space design holds great promise for the improvement of catalysts. High-resolution 
characterization of the pore volume is needed to investigate the relation between synthesis 
parameters and resulting pore networks. However, this requires complex and expensive analytical 
techniques such as electron tomography or X-ray imaging using synchrotron radiation.19,66,99,217,224,238 

A promising addition is single-molecule (particle) localization microscopy (SMLM) for the 
characterization of porous solids.143,148,150,239–241 These experiments are relatively inexpensive and fast 
to perform. Fluorescent probes are tracked with a resolution on the order of 10 nm as they diffuse 
through the accessible pore network. The travelled paths of the probes, or trajectories, contain 
information about the accessibility and interconnectivity.143,148 Furthermore, the size and surface 
properties of the pores might be derived from the duration and frequency of trapping events as well 
as diffusivity of the probes, but this has not yet been experimentally demonstrated.242–244 Imaging of 
the uptake of fluorescent tracers using confocal laser scanning microscopy has proven effective to 
reconstruct the probe accessibility in catalysts.4 However, the resolution of this method is restricted 
by the diffraction limit (~250 nm), and is — in this respect —clearly outperformed by SMLM.100 

To reconstruct the pore space of a porous solid, understanding of the relation between the probe’s 
trajectory and the local pore environment is required. This is complicated by the observation that 
diffusion of single-molecule probes in porous materials is heterogeneous and temporary 
immobilization (‘trapping’) characterizes the motion behaviour.150,245,246 The physical origin of the 
heterogeneous motion is hard to fully resolve because of the complexity of the catalyst material in 
which the probe moves. Therefore, a thorough characterization of the trapping and diffusion behavior 
of the fluorescent probes in well-defined pore structures is essential for a proper interpretation of 
SMLM experiments in more complex porous solids. 

In this Chapter, we introduce well-defined lithography-made model pores with known geometry and 
composition to address the challenges outlined above. We first studied the motion and behavior of 
commercially available quantum dots (QDs) using SMLM in a two-dimensional (2D) pore, that is, where 
confinement is present in only one direction. The used nanoparticles are promising probes due to their 
bright fluorescence and small diameter of ~ 15 nm. In these experiments we investigated the influence 
of probe–host interactions on diffusion and trapping of confined, single QDs. Based on this probe 
characterization, we defined a set of experimental conditions that allowed for the (partial) mapping 
of two pore systems with increasing level of complexity: 1) A lithography-made one-dimensional (1D) 
pore (i.e., confinement in two directions) and 2) a real-life polymerization-catalyst support particle.  

4.2 Results and Discussion 
The developed model pore system is a microfluidic device constructed via nanolithography and wet 
etching from silica wafers (Figure 4.1a). The 2D model pores are slit-shaped patches with a depth of 
50 nm, imposing confinement only in the depth direction while allowing for free diffusion in the plane 
perpendicular to the confinement. In these two dimensions, we tracked motion of the fluorescent 
probes keeping the whole depth of the slit within the focal depth of 800 nm). 

We recorded the trajectories of Polyethylene Glycol (PEG)-coated QDs (Figure 4.1b) suspended in a 
water/glycerol mixture, while diffusing inside the 2D pore (Figure 4.1c). The tracks were long 
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compared to previous studies with some of exceeding 1000 localizations tracked over 30s.150 
Trajectories displaying permanent, transient, or no trapping were observed (Figure 4.1d). We will 
demonstrate the detailed analysis of the QD trajectories recorded in different pH conditions to 
characterize the effect of the pH on the trapping behavior and diffusion dynamics. Once we 
understand the QD’s behavior in confinement, we can design an experiment with the right conditions 
to explore the pore volume of more complex pore systems.   

 

Figure 4.1 (a) Schematic representation of the microfluidic device. (b) Polyethylene Glycol (PEG)-
coated CdSe/ZnS Quantum Dots (QDs). (c) Selection of observed trajectories. (d) Three enlarged 
trajectories, as indicated by the arrows in (c). 

4.2.1 Characterisation of Probe Trapping within a 2D Pore 
In this section, we will focus on the characterization of QD trapping as a function of different pH 
conditions. Both probe–pore wall adsorption and increased hydrodynamic drag near the wall can 
cause QD trapping in the model pore. Here, adsorption is the trapping of the QD in a potential energy 
minimum at the silica surface. Furthermore, the hydrodynamic drag force increases dramatically when 
a nanoparticle approaches the pore wall, which can cause the particle to slow down and appear 
trapped.152,153 We cannot discriminate between adsorption and hydrodynamic drag effects in our 
experiment. Therefore, we will refer to both as trapping.  

 

To assess the trapping behavior in confinement, solutions with different pH were loaded in the 2D 
model pore. Two timeframes were investigated: short trapping events with durations of 5–100 frames 
(35 ms/frame) and long trapping events lasting more than 100 up to thousands of frames. We 
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identified long trapping events via a 2D histogram of the localization coordinates, which displays the 
spatial distribution of all recorded localization during a single movie of 4000 frames (Figure 4.2). Bins 
with significantly more counts than their direct neighbors indicate the presence of trapped particles. 
Visual inspection of the histogram revealed long trapping events at 7.5 mM NaOH concentration 
(Figure 4.2a), while only one was observed at 20 mM NaOH (Figure 4.2b).  

 

Figure 4.2 Two-dimensional histogram of the single-particle coordinates in the two-dimensional pore 
during 4000 frames in (a) 7.5 mM and (b) 20 mM NaOH (right); bin-size: 0.87 × 0.87 μm2. The color 
coding is given in the bottom left corner as localizations per 4000 frames. The 7.5 mM NaOH sample 
had an additional 2.5 mM NaCl to keep the Debye length < 2.5 nm. 

Unexpectedly, the long trapping events resulted in artefacts in the trajectory generation process 
because trajectories belonging to moving particles were often wrongly linked to trapped ones. If the 
trapped particle is not detected, e.g., due to blinking, a localization belonging to a mobile QD can be 
included in its trajectory. This happens when the localization belonging to the trapped QD is closer 
than a localization belonging to a mobile one (detailed visual explanation in Figure 4.3a). In the 
datasets presented in this chapter, the QDs travel many pixels per frame (i.e., pixel jump is 16 pixels), 
which increases the probability that such an artefact occurs. These artefacts add large displacements 
to trajectories of trapped QDs and can even swap trajectory segments of a mobile and trapped 
particle. The artefacts can be recognized in a plot of all trajectories as star-shaped trajectories in the 
vicinity of trapped particles (arrows in Figure 4.3b,c). The centers of the stars are the localizations of 
the trapped probes, and the spikes are caused by sporadic erroneous linking with nearby passing 
particles. We removed trajectories close to the positions of long trapping events based unless 
otherwise stated (Figure 4.3d,e). Note that this filtering step leads to undesired blind spots with no 
reliable trajectory data, which can be seen in Figure 4.3e. Therefore, non-trapping probes are 
necessary to fully map pore spaces.  
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Figure 4.3 (a) Example of an artefact created by the presence of a mobile particle that closely passes 
by a trapped, non-detected particle. Two nearby trajectories of a mobile (blue) and trapped particle 
(red) are shown in frame i. In the next frame i+1, the trapped particle is not detected. The sum dmob

2 
+ dimm

2 (i.e., cost) is minimized when the localization of the mobile trajectory is added to the trajectory 
of the trapped particle. No localization is added to the mobile trajectory. In the frame i+2, the trapped 
particle is detected and the sum dmob

 2 + dimm
2 is minimized when the mobile localization is added to 

the mobile trajectory and the trapped one to the trajectory of the trapped particle. This process can 
occur several times resulting in a trajectory with star shape (arrows in panel c). (b,c) Overlay of 
trajectories obtained during 4000 frames in the two-dimensional model pore at 7.5 mM NaOH. A zoom 
of panel b is shown in panel c. The black arrows point to artefacts, which were caused by particles that 
were trapped for hundreds of frames. (d) Average intensity of the fluorescence microscopy video used 
to track the trajectories in panels a,b. Particles that correspond to long trapping events can be easily 
recognized. (e) Overlay of trajectories after removal of trajectories close to the trapped particles. Note 
that the empty regions correspond to the trapped particles visible in panel d.   

Since long-lasting trapping events were present in the data, we anticipated the occurrence of shorter 
events that could not be detected visually. Hence, we conducted trapping analysis to identify short, 
transient, events within single trajectories (see Methods). This analysis captures both transient 
adsorption and the QDs' slowing down due to increased hydrodynamic drag forces near the pore wall. 
As a result, the frequency at which the probe could approach the pore wall was measured by the 
occurrence of short trapping events. Figure 4.4 shows the outcome of the trapping analysis, revealing 
trapping in both pH conditions. Fewer and shorter trapping events were observed at 20 mM compared 
to 7.5 mM NaOH, consistent with the trend shown for long-lasting trapping events.  
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Figure 4.4 Frequency of short trapping events in the two-dimensional pore in the same conditions as 
reported in Figure 4.2. The histogram is normalized by the total number of localizations in the dataset 
and corrected for the number of expected false positives (see Methods). Here, only trajectories 
displaying mobility in their initial and final localizations were considered to ensure that solely 
complete trapping events were included in the analysis. Trajectories with long trapping events 
spanning of hundreds of frames were not considered. 

To cross-check these observations the pH dependent experiments were repeated using an unconfined 
liquid–silica interface. Here, a similar trapping trend was observed with the only difference that no 
trapping events at all were detected on the unconfined interface at 20 mM NaOH (Figure 4.5). This 
highlights the necessity to characterize trapping in confinement. This difference in trapping can be 
explained by an increase in the electrostatic repulsion between the QDs and silica pore-wall at 
increasing pH. The relationship between the QD size and its charge will be discussed in the following 
section.  

 

Figure 4.5 Quantum Dots (QDs) as probes trapped on the surface of a silica coverslip as a function of 
NaOH base concentration. NaCl was added to the 7.5 mM NaOH sample to keep the Debye length < 
2.5 nm. 

4.2.2 Hydrodynamic Radius and QD Charge 
The hydrodynamic size of the quantum dot particles was investigated as function of pH (Figure 4.6). 
To determine the size of the particles at the experimental conditions, the quantum dots were tracked 
in a water glycerol (15/85; m/m) solution with different NaOH concentrations. The high glycerol 
content was necessary to slow the particles down within the regime they could be tracked in free 
solution. The first four points of the time–ensemble averaged mean squared displacement (TE-MSD) 
curves were fitted to obtain the diffusion coefficients under each condition (Figure 4.6a). The particle’s 
effective hydrodynamic radius 𝑟𝑟ℎ was computed from the Stokes–Einstein equation: 

𝑟𝑟ℎ =
𝑘𝑘𝐵𝐵𝑇𝑇

6𝜋𝜋𝜋𝜋𝜋𝜋
 

Equation 4.1 
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with kB Boltzmann’s constant, T the temperature, η the viscosity, and D the diffusion constant. We 
used η = 0.11084 Pa∙s for the calculation of the hydrodynamic radius.247 Adding base to decrease 
trapping of quantum dots led to a reduction in size from circa 14 nm to 7–8 nm (Figure 4.6b,c). We 
ascribe this to shrinking of the PEG shell, as it has been previously reported in literature that 
suspended polyethylene glycol shrinks when the ionic strength of the solution increases.248 
Furthermore, zeta potential measurements on the QDs in water revealed that the nanoparticles were 
negatively charged with a zeta potential of −23.9 ± 0.6 mV. For increasing pH, we concluded that the 
hydrodynamic radius of the negatively charged QDs decreased due to contraction of the PEG 
shell,248,249 likely increasing electrostatic repulsion between the QD and negatively charged silica 2D 
pore wall.250 This repulsion prevents the QD from getting close to the silica, keeping it outside the 
regime where probe–wall attraction dominates and/or the hydrodynamic drag increases dramatically.   

 

Figure 4.6 (a) Time–ensemble averaged mean squared displacement (TE-MSD) of CdSe/ZnS-PEG 
quantum dots in a water/glycerol (15/85; m/m) solution with different NaOH concentrations. The 
higher the base concentration, the greater the displacement exhibited by the particles. (b) Fitted 
diffusion coefficients using the first four points of the TE-MSD curves in (a). (c) Computed 
hydrodynamic radii as function of NaOH concentration computed from the diffusion constants 
reported in (b) and the Stokes–Einstein equation (Equation 4.1). 

4.2.3 Mean Squared Displacement Analysis in 2D Pores 
We investigated the diffusion dynamics of QDs in the 2D model pore, and whether it is affected by the 
short, transient trapping characterized in the previous section. The time–ensemble averaged mean 
squared displacement (TE-MSD) curve in conditions where transient trapping does (7.5 mM NaOH) 
and rarely does (20 mM NaOH) occur is shown in Figure 4.7a. The TE-MSD of the sample with transient 
trapping is non-linear and this shape suggests anomalous diffusion. Anomalous diffusion has been 
reported to occur in cellular environments, for instance as a result of crowding or due to specific 
interactions in the cell.130 In simulated data sets with transient trapping, although in three dimensions, 
it has been shown that the TE-MSD can level off when there is a correlation between the number of 
localizations in a trajectory and the diffusion constant.139 This could lead to the incorrect interpretation 
that the fluorophores exhibit anomalous diffusion. 

We therefore investigated whether the single-particle motion is in fact anomalous. The TE-MSD curves 
are shown for groups of trajectories with the same span (Figure 4.7b,c). We defined the span of a 
trajectory as the number of frames between the first and last localization of the trajectory, which can 
be larger than the number of localizations in a trajectory if the particle intermittently goes to a non-
fluorescent state, i.e., it “blinks”. In conditions where the fluorophores undergo trapping (7.5 mM 
NaOH), the shorter trajectories had a steeper slope indicating a higher diffusion constant than the 
longer trajectories (arrows in Figure 4.7b). Such a correlation is not obvious in the conditions where 
trapping rarely occurs (Figure 4.7c). Remarkably, the individual TE-MSD curves in Figure 4.7b appear 
linear, in contrast to their average in Figure 4.7a. This strongly indicates that trajectories with a longer 
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span have a lower diffusion constant, but do not exhibit inherent anomalous diffusion behavior. To 
investigate this further, we obtained the diffusion constant from a linear fit of the TE-MSD curves in 
Figure 4.7b,c. From Figure 4.7d, it is clear that there is a correlation between the span and diffusion 
constant of a trajectory. This correlation is much stronger for the sample with the most transient 
trapping events (7.5 mM NaOH). We found that longer trajectories have a larger fraction of immobile 
steps (i.e., steps < 139 nm), and this correlation also is stronger for the sample with more transient 
trapping events (Figure 4.7e). When trajectories are generated, the linking step will fail if the distance 
the emitter travelled between two frames exceeds the pixel jump. This means that trajectories with 
transient trapping events have a lower probability for having a failed linking step, because they have 
fewer mobile segments. We therefore conjecture that the flattening of the TE-MSD is a consequence 
of the property that longer trajectories have a higher fraction of immobile steps, and thus contribute 
stronger at longer delay times with a lower diffusion constant, i.e., slope. Inspection of individual TE-
MSD’s, such as shown in Figure 4.7f, revealed linear MSD curves for trajectories with a similar span, 
which points to normal diffusion of the quantum dots in the 2D pores. 

 

Figure 4.7 (a) Time–ensemble averaged mean squared displacement (TE-MSD) curve of all trajectories 
with a varying NaOH base concentration. The TE-MSD curve with a base concentration of 7.5 mM 
NaOH is non-linear. (b–c) TE-MSD computed for a group of trajectories with the same span, i.e., the 
number of frames between the first and last localization of the trajectory, for a 7.5 mM (b) and 20 mM 
(c) NaOH concentration. The bandwidth is 10 frames, which means that a span of 10 frames 
constitutes trajectories with a span of 5–14 frames. The red dashed line is a guide to the eye to assess 
linearity of the TE-MSD. The arrows in (b) indicate the span of the shortest three TE-MSD curves. (d) 
The diffusion constant obtained from a fit of the TE-MSD curves in (b) and (c) as function of the span 
of the trajectories. The error bars indicate the standard error in the TE-MSD fit, and the solid lines are 
a linear regression to the data points. (e) The average fraction of immobile steps (< 139 nm) per 
trajectory as function of the span of the trajectories. The solids lines represent linear regression lines 
to the data points. (f) The TE-MSD for trajectories with a span of 30 frames, that is, in the range of 25–
34 frames. Both TE-MSD curves are linear. 

The TE-MSD can be linear even though the underlying motion is anomalous. This is known to occur in 
situations where there is “weak ergodicity breaking” as a result of time-dependent and space-
dependent diffusion 130,140. We investigated whether there is time-dependent diffusion by plotting the 
MSD with a fixed delay time as a function of the starting time in the experiment (Figure 4.8 a-d).We 
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coin this the ensemble-averaged MSD (E-MSD). If the system ‘ages’, e.g., due to pore narrowing by 
adsorption of organic material or heating by the laser, the E-MSD is expected to change during the 
experiment. A linear fit was performed on the E-MSDs as a function of the experiment time for 
different delay times. For single videos recorded in the same conditions, we found both positive and 
negative slopes of the linear fits, and two examples are shown in (Figure 4.8a,b). To demonstrate that 
the fitted slopes converge towards zero on average, we show the same analysis for all (10) videos in 
the data sets (Figure 4.8c,d). In both conditions, the slopes are close to zero excluding anomalous 
diffusion as a result of time-dependent diffusion. Further, we investigated whether there is space-
dependent diffusion via the spatial distribution of the E-MSD (Figure 4.8e). The spatially homogeneous 
distribution of the TE-MSD does not indicate the occurrence of weak ergodicity breaking on the tens-
of-micrometer length scale. We conclude from this distribution and the absence of temporal aging 
effects that the fluorescent probes do not exhibit anomalous diffusion. 

 

Figure 4.8 (a–d) Time–ensemble-averaged mean squared displacement (TE-MSD) as a function of the 
experiment time for delay times of one (blue), three (yellow), and five frames (red dots). Both a 7.5 
mM NaOH concentration (panels a,c) and 20 mM NaOH concentration (panels b,d) are shown for one 
video (panels a,b) and averaged over all (ten) videos (panels c,d). The slope of the individual TE-MSD 
with the same delay time as a function of experiment time was obtained with a weighted linear fit in 
the log–log plot (solid lines). All slopes were close to zero, which indicates no ergodicity breaking. Only 
trajectories after artefact removal were considered (Figure 4.3). (e) Spatial distribution of the average 
TE-MSD in panel a for a delay time of one frame. Each hexagonal bin is 1 μm in size. The center of 
mass of each pair of consecutive localizations within a trajectory (i.e., localization of displacement) 
was used for the binning. Only bins with ten and more displacements are displayed. Note that the TE-
MSD is displayed with a logarithmic color scaling. 

4.2.4 pH Dependency of Diffusion Coefficient 
We computed the average diffusion coefficient per span and weighted it by the number of 
displacements of the trajectories contributing to that span obtaining average diffusion coefficients of 
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1.816 ± 0.009 × 10−12 m2 s−1 and 1.963 ± 0.004 × 10−12 m2 s−1 in 7.5 mM and 20 mM NaOH, respectively. 
The difference of 7.5 ± 0.6% in the average diffusion coefficient at the different pH could be due to 
the different QD size or trapping behavior. We estimated the drag force of the QDs using the 2D pore 
depth and the hydrodynamic radii of the QDs measured in bulk by performing a 5th degree polynomial 
interpolation on drag force data published by Keh et al.242 This resulted in a slowing down of 5.4% 
(8.5%) for a QD positioned at 25 nm (12.5 nm) from the wall. The agreement in the computed and 
measured diffusivity ratio suggests that the diffusion behavior could be mainly explained by the size 
of the QDs. A large effect of trapping on the measured diffusivity would have been evident from a 
larger slowing down in 7.5 mM NaOH conditions than purely based on the computed hydrodynamic 
drag. To better understand the difference diffusivity in the measured conditions, three-dimensional 
particle coordinates or a simulated distribution of the distance between the QD and pore wall should 
be available. Because the QD size in free solution was determined in 85/15 (m/m) glycerol/water, 
whereas the experiments in the 2D pore were done in 50/50 glycerol/water, we assumed that the QD 
radius was the same in both solutions. Altogether, our analysis suggests that the diffusivity of the 
particles is governed by their size. However, as we will see in Chapter 5, the current probe-host-
solvent-system shows some anomalies in terms of hydrodynamic drag. The continuum model cannot 
describe the drag force experienced by the QDs and their resulting diffusion coefficients.  

4.2.5 Exploring More Complex Pore Spaces  
We found that trapping was suppressed in 20 mM NaOH, which prevents blind-spots in the pore-space 
map due to linking artefacts and allows for a more rapid porosity exploration. Therefore, these 
conditions were used to map more (complex) pore spaces. First, we explored a 1D pore demonstration 
system fabricated in a similar way as the 2D pore. The main differences were: (1) the model-pores 
were thinner, that is, 2.1 µm; (2) the model-pores were only accessible from the two ends; (3) the 
depth of the model-pores was two times larger, that is, 100 nm, than in the 2D pores; and (4) the 
supply channels were only connected through the 1D pores and a pressure difference on both ends, 
induced a flow along them (Figure 4.9a). QD trapping was prevented by operating in 20 mM NaOH, 
which allowed for (partially) mapping of the pore system (Figure 4.9b). The individual 1D pores can be 
readily discerned. The width of the 1D pores in the overlay matches their width on the lithography 
mask. Some localizations appear outside the 1D pores, and these are random unphysical localizations 
sometimes found in the camera noise by the localization algorithm. Indeed, the even distribution of 
localizations within the 1D pore and the abrupt decrease in localizations beyond the pore wall in y 
indicates that the quantum dots are closely confined in the pores (Figure 4.9c). The quantum dots 
appear to be localized more frequently close to the pore wall in the y-direction, possibly due to 
increased drag close to the pore wall resulting in a longer residence time at these locations. 

Next, we used the TE-MSD in the x and y directions to characterize the confinement (Figure 4.9d). 
From the y-TE-MSD curve, we estimated a nanoslit width of 1.8 μm by fitting the curve with a 
confinement model.138,139 The x-TE-MSD curve was parabolic and could be described by a directed 
diffusion model accounting for flow along the direction of the pores. 138,139 To double check this, the 
total displacement in x-direction of all tracks, i.e., the distance between the first and last localization 
along the 1D pores, was plotted in a histogram (Figure 4.9e). For a system without flow, a zero-
centered Gaussian distribution would be expected. Nevertheless, the distribution is asymmetric as 
demonstrated by the longer tail on the left and non-zero mean. This confirms that there is flow along 
the x-direction of the demonstration system’s 1D pores. 

In the 1D pore, a fraction of the trajectories contained frequent transient trapping events and moved 
considerably slower than the rest of the trajectories. The number of these kind of trajectories 
increased with a pore depth from 100 to 150 nm. We believe that these trajectories represent QD 
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clusters. These trajectories were filtered out in mean squared displacement analysis by removing all 
trajectories with a diffusion coefficient < 1.29 × 10−12 m2 s−1. This will be discussed further in Chapter 
5.  

 

Figure 4.9 Schematic representation of the microfluidic device consisting of lithography-patterned 1D 
pores. (b) Overlay of trajectories obtained over 140 s. (c) Histogram of y-coordinate localizations 
aligned with panel (b). (d) TE-MSD in x and y as a function of time of the trajectories in (b). The solid 
lines show the fit of a normal diffusion model accounting for flow in x and a confinement diffusion 
model in y.138,139 (e) Histogram of the total displacement in the x-direction for all trajectories. The 
distribution has a tail on the negative side and a mean value below zero. In a system without flow, a 
symmetric distribution mean-centered at zero displacement would be expected. 

Finally, we tested the approach by exploring the accessible porosity of a real-life silica-supported 
polymerization catalyst (Figure 4.10a). Due to the pH of the system, adsorption could be prevented 
here as well. All trajectories are in the center of the particle, suggesting that most of the accessible 
porosity is in this region. We imaged the cross section of a catalyst support particle of the same batch 
prepared via focused ion beam milling using scanning electron microscopy (FIB–SEM) (Figure 4.10b). 
The morphology of the pores matches qualitatively: there are large pores in the inner particle as well 
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as a denser crust in the outer part. The QD motion in the particle changed considerably as result of 
confinement. Even at a delay time of one frame, we found that the displacements are shorter inside 
the catalyst support particle than outside (Figure 4.10c). The limited distance over which a QD can 
travel before it hits a pore wall as well as the increased hydrodynamic drag in the pore contribute to 
these shorter displacements. At longer delay times, the mean travelled distance is even further 
reduced by confinement and a flattening of the TE-MSD is observed (inset Figure 4.10c).  

 

Figure 4.10 (a) Trajectories overlaid with the summed fluorescence intensity obtained within an olefin 
polymerization catalyst support over 70 s. (b) Focused ion beam-Scanning electron microscopy (FIB–
SEM) image of another particle of the same batch showing a similar pore morphology. (c) Histogram 
of displacements of trajectories inside and outside the catalyst support particle (35 ms delay time). 
The time–ensemble-averaged mean squared displacement (TE-MSD) is shown in the inset. 

4.2.6 Pore Space Mapping with Single-Particle Tracking  
After showing feasibility of the approach the question that arises is: how much tracking time is 
required to ensure complete pore space mapping? The answer to this question cannot be known prior 
to running the experiment, as the time needed depends on 1) the accessibility and size of the pores; 
2) the local diffusion coefficients and concentrations of the probes; and 3) the desired resolution for 
pore space mapping. In this section we explain our mapping approach. Further, we propose a protocol 
to ensure a complete mapping of the pore space with single particle tracking. Finally, we discuss 
whether our experiment times were sufficient for a complete porosity mapping.  

In order to translate the obtained tracks to a mapped pore space we converted the localizations into 
a binary image where each pixel is classified as either “pore space” or “solid”. Our procedure will be 
discussed using a simulated track within a squared pore of 15 µm2 as an example (Figure 4.11 a). We 
created a 2D image in which each pixel corresponds to different localization bins, the number of pixels 
depends on the min and max coordinates of the track in x and y direction. Every time a particle was 
localized within a pixel-bin, that pixel was segmented as a pore (yellow areas in Figure 4.11 b,c). The 
number of all pixels segmented as pores multiplied by the pixel area was used to calculate the mapped 
pore area. Moreover, the size of the 2D bins used determines the resolution of the mapped porosity. 
However, the chosen mapping resolution cannot be smaller (better) than the localization error (e.g., 
37 nm in the 2D pores). In Figure 4.11b,c the pixel-bin sizes used were 37 nm and 50 nm, respectively. 
Larger pixels are more likely to contain localizations and therefore to be segmented as pores. As a 
result, the mapped porosity with 50 nm pixel-bins is larger than with 37 nm ones, even though the 2D 
images were created based on the same track (Figure 4.11 b, c). Moreover, the chosen resolution also 
influences the time required to entirely map the pore space, as larger pixels get “filled” with 
localizations faster. This means that the total mapping time can be reduced at the cost of reduced 
spatial resolution. Figure 4.11d shows the total mapped pore area of a simulated track as a function 
of time as well as pixel-bin size. As time progresses, larger fractions of the pore space are explored. 
Therefore, the increment of the mapped porosity is reduced over time, until the curve plateaus at a 
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maximum value close to the true pore area. Here, one can clearly see that the time at which the 
porosity-vs-time curves reach their plateau is reduced with growing pixel-bin sizes. One should also 
consider that the space discretization we use will result in a slight porosity overestimation, especially 
with larger pixel sizes (Figure 4.11,d). 

 

Figure 4.11 (a) Simulated track within a 15 µm2 pore with 10000 localizations. Simulation 
assumptions: (b,c) Binary Images of mapped pore space (yellow pixels) by the track shown in (a) using 
pixel-bin sizes of 37 nm and 50 nm respectively. The total mapped porosity is larger when larger pixel-
bin sizes are used. (d) Porosity mapped by simulated tracks with varying number of localizations and 
pixel-bin sizes. The better the spatial resolution chosen, the longer time is required for the curve to 
plateau (i.e., fully map the pore space). The dashed black line represents the true pore area of 15 µm2. 
All curves slightly overestimate the pore area. This overestimation grows with an increasing chosen 
pixel size. The following assumptions were made for the simulations: 1) only one random walker is 
present in the pore; 2) the diffusion coefficient of the random walker is not affected by confinement 
and has the same value as measured in free solution at 20 mM NaOH (Figure 4.6b); 3) the random 
walker bounces back elastically when colliding with the wall; 4) the time in between localizations 
corresponds to the frame time of our experiments (35 ms). 

Ideally, when performing a tracking-based porosity mapping experiment, the results should be 
analyzed in parallel: The probes should be tracked within a chosen region of interest (i.e., a porous 
particle). Then, the localizations should be binned to map the pore space as described above. Finally, 
the mapped porosity should be plotted as a function of time as the experiment progresses. Once the 
porosity increment is smaller than a chosen threshold, the measurement can be stopped, and one can 
assume that the total accessible porosity has been mapped.  

In order to test whether the tracking time used was sufficient to fully map the 1D pores and the pore 
space of the polymerization catalyst support with sub-diffraction limit resolution, we determined the 
mapped the pore space using different pixel-bin sizes (Figure 4.12a-c Figure 4.13a-c) and plotted the 
total mapped pore areas as a function of the tracking time Figure 4.12d and Figure 4.13d. In both 
experiments the binary images (Figure 4.12a-c Figure 4.13a-c) of the pores contain “holes” suggesting 
that the pore space was not fully explored, especially when low pixel-bin sizes were used. Accordingly, 
the mapped porosities as a function of time were still growing at the end of the experiment (Figure 
4.12d and Figure 4.13d). This means that the measurement time was not sufficient to fully map the 
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pore space, even at resolutions above the diffraction limit. However, based on these experiments, it 
can be stated that, at any of these resolutions, the true pore area was always larger than the pore 
areas determined via this approach, that is, the data provide a lower limit for the porosity of the 
material studied.   

 

Figure 4.12 (a-c) Binary Images of mapped pore space (yellow pixels) by the tracks shown in Figure 
4.9b using pixel-bin sizes of 37 nm, 100 nm, and 200 nm respectively. (d) Total mapped pore spaces 
area as a function of experiment time and pixel-bin size. The smaller the pixel size chosen, the lower 
the mapped porosity and the steeper the curves at the end of the experiment. Even with a pixel size 
of 300 nm (above the diffraction limit), the mapped total porosity as a function of time did not plateau 
at the end of the experiment. Here, longer tracking times would be required to fully map the pore 
area (true value 106 µm2).  
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Figure 4.13 (a-c) Binary images of mapped pore space (yellow pixels) by the tracks shown in Figure 
4.10a using pixel-bin sizes of 37 nm, 100 nm and 200 nm respectively. Their mapped pore areas are 
10 µm2, 36 µm2 and 59 µm2 which corresponds to 2%, 7.2% and 11.8 % porosity respectively. Based 
on these results, we know that at each given resolution, the true porosity cannot be lower than these 
values. The total area of the particle was segmented manually from the mean fluorescence image 
displayed in Figure 4.10 using ImageJ. This value was divided by the mapped pore areas to determine 
the mapped porosities in %. (d) Mapped pore spaces as a function of experiment time and pixel-bin 
size. The better the resolution chosen, the lower the total mapped porosity and the steeper the curves 
at the end of the experiment. Even with a pixel size of 300 nm (above the diffraction limit), the mapped 
porosity as a function of time did not plateau at the end of the experiment. This shows that, longer 
tracking times are required to fully map the pore space.  

4.3 Conclusions  
Well-defined 2D and 1D model pores have been developed to characterize both diffusion and trapping 
behavior of individual fluorophores in confinement. The model pore design was pivotal for obtaining 
of long single-QD trajectories, which allowed for detailed probe characterization. In this Chapter we 
have shown that QD trapping could be reduced via solution pH, likely because of a larger electrostatic 
repulsion between QDs and pore walls. Using the 2D model pore, we quantified transient trapping 
events and found that these were almost completely suppressed in 20 mM NaOH. We successfully 
demonstrated the use of QDs under nearly non-trapping conditions for pore-space mapping of 1D 
silica pores and a real-life polymerization catalyst support particle, potentially with resolutions in the 
order of tens of nanometers. A protocol to ensure a complete porosity exploration in future SPT-
mapping experiments was introduced. Further research should be focused on the systematic 
characterization of the relation between the measured diffusion coefficient in the model pore and the 
pore size, -shape, and probe–wall interactions. The compatibility of the microfluidic device with 
organic solvents (e.g., toluene) should be exploited to study the behavior of hydrophobic dyes. This 
will provide further insights in the factors that promote mass transport through porous solids and/or 
can be used to validate diffusion models for these materials. The application of our model-pore 
platform is not limited to pure silica systems since the device can be modified for the characterization 
of fluorescent probes in metal oxide and carbon-based pore environments.  
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4.4 Materials and Methods  
4.4.1 Materials 
CdSe/ZnS core–shell quantum dots (QDs) with polyethylene-glycol functionalization (900246-250UL, 
Sigma-Aldrich), ES70X silica (PQ Corporation), glycerol (≥ 99.5%, Sigma-Aldrich), 170 µm and 500 µm 
thick MEMpax wafers (Schott), sodium chloride (≥ 99%, Sigma-Aldrich), sodium hydroxide (analysis 
grade, Merck KGaA). All chemicals were used as received with no further purification except water, 
which in all cases was purified through a Milli-Q system to a resistivity of 18.2 MΩ·cm. The ES70X silica 
material used is a microspheroidal silica gel that is typically employed as a support for industrial-grade 
polymerization catalysts. The particles are characterized by relatively large networks of macropores 
with a D50 = 50.0 µm, SBET = 295 m2/g, and Vpore = 1.6 mL/g.  

4.4.2 Characterization  
 

a. Quantum-Dot Fluorescence  

Fluorescence spectroscopy was performed using a home-built setup equipped with a 405 nm laser 
and 520 nm long pass filter for excitation. The fluorescence emission was collected under a 90° angle 
with an Ocean Optics HR4000 spectrophotometer. The zeta potential was measured with a Malvern 
Zetasizer Nano ZS using a folded capillary zeta cell (DTS1070, Malvern). The average value over a series 
of five measurements was reported. Transmission electron microscopy was performed with a FEI 
Tecnai-F20 (200 keV) transmission electron microscope equipped with a field emission gun.  

b. Polymerization Catalyst Support Porosity 

Focused ion beam–scanning electron microscopy (FIB–SEM) was done with a FEI Helios NanoLab G3 
UC scanning electron microscope, following procedures from the literature.66,70 For each experiment, 
the catalyst sample was dispersed onto double-sided adhesive, conductive carbon tape, which was 
attached to an aluminum SEM stub. Using a Cressington 208HR sputter coater, a Pt coating of ~6 nm 
was applied. During the process of FIB cutting, slices were milled horizontally to the SEM stub surface 
using a 45° angled SEM stub at a suitable stage tilt angle. Cross-sectional SEM images were recorded 
in backscattered electron (BSE) mode at 2 kV and 0.1 nA using a “through the lens detector” and an 
immersion lens. 

4.4.3 Microfluidic Device  
The workflow of the nanofluidic chip fabrication is shown in Figure 4.14. The one-dimensional (Figure 
4.9a) and two-dimensional (Figure 4.1a) pores were patterned in 500 µm thick MEMpax wafers (Wafer 
A). To avoid under etching, a 15 nm Cr layer was first sputtered on the wafer with a home-built 
T’COathy system (MESA+, NanoLab). A positive photo resist (Olin OlR908-17) layer was spin-coated on 
top and locally exposed with UV light using a lithography maskaligner (EVG®620). After removing the 
exposed photoresist, the wafer was submerged in a Cr etchant. Then, the glass in the UV-exposed area 
was etched by submerging the wafer with 12.5 % buffered HF, creating the model pores. The supply 
channels were patterned in a similar way, but 25% HF was used for their etching and a Cr/Au layer as 
a mask. The inlet holes were also lithography patterned and powder blasted using a Harke i-HE100 
foil. A second, 170 µm thick MEMpax wafer (Wafer B) was thermally bonded to Wafer A at 625 °C. The 
thickness of Wafer B is within the range where the microscope objective corrects most optimally for 
optical aberrations.  
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Figure 4.14 Microfluidic device simplified workflow. First, the 1D and 2D model-pores were patterned 
with lithography and etched with a buffered HF solution (1%). Then, the supply channels were 
patterned and etched with HF (25%). After this, the backside of the wafer was covered by a light-
sensitive foil that was lithography- patterned in order to powder-blast the inlet holes. Finally, wafer A 
and B were thermally bonded in a furnace at 650 °C. 

The depth of the 2D pores was measured with a stylus profilometer (DektakXT, Bruker) before the two 
silica wafers were bonded together (Figure 4.14). The profile is displayed in Figure 4.15b,c and shows 
that the slit depth is 48 nm. The surface roughness was measured with atomic force microscopy over 
a 500×500 nm2 region (Figure 4.15d). The resulting root-mean-square (rms) roughness was found to 
be 5.4 nm.  

 

Figure 4.15 (a) Schematic representation of the microfluidic device containing model pores. The top 
view, side view, and a cross section through a two-dimensional (2D) pore and a supply channel is 
shown. (b) Measured profile with a stylus profilometer displaying the supply channels. The profile is 
depicted with the dashed line in panel a. (c) Zoom of panel b displaying the height difference in z 
between the lithography-patterned 2D pores and the unexposed part of the wafer, prior to bonding. 
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(d) Surface roughness as measured with atomic force microscopy. The mapped area is depicted with 
the dashed box in panel a (not to scale). 

a. Stability of Silica  

We measured a pH oh 10.8 for our 20 mM NaOH Water/Glycerol 50/50 wt.% solution. Importantly, it 
is known that the solubility of silica increases strongly at pH values higher than 9.251 In order to test 
whether the silica microfluidic device was dissolving at a significant rate under the applied conditions, 
we performed lithography on a MEMpax wafer and put the exposed area in contact with 100 µl of the 
solution we used at room temperature (100 µl >> V2D pore). After 35 minutes, i.e., the time it took to 
load the chips and perform the measurements, the wafer was rinsed with water and the photoresist 
was removed (HNO3and plasma cleaning). The profile of the border between the exposed area and 
the rest of the wafer was measured with a white light interferometer (Bruker) and no signs of etching 
were found, meaning that the 2D pore-walls did not dissolve significantly during the experiment.  

b. Chip Holder and Loading 

Prior to fluorescence microscopy, the microfluidic device was placed in dedicated chip holder (Figure 
4.16) and loaded with a fluorescent probe solution with a syringe pump (kdS scientific) at a flow rate 
of 10 mL/min. Microfluidic connectors and fittings (IDEX Health & Science) as well as plastic tubing 
(Avantor Fluid Handling) and fused silica capillaries (Molex) were used to transport the liquid from the 
syringe into the powder-blasted inlet holes of the microfluidic chip (Figure 4.16a-d). After loading, the 
system was sealed with caps (IDEX Health & Science) to avoid evaporation during imaging (Figure 
4.16c).  

 

Figure 4.16 Microfluidic device placed in the chip holder before mounting viewed from the top (a) and 
the bottom (b). The oil immersion objective approaches the chip through the shown hole from below. 
(c) Sealed system after fluorescent probe solution loading. (d) Microfluidic connections, fitting and 
tubing used to transport the liquid from the syringe to the chip. (e) Syringe connected to chip through 
microfluidic device. 
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4.4.4 Fluorescence Microscopy 
Single-particle tracking experiments were performed on a home-built fluorescence microscope. This 
setup consisted of a Nikon Ti–U inverted microscope equipped with an oil-immersion objective (Nikon 
CFI Plan Apochromat Lambda 100×, NA 1.45). The excitation light source was a 405 nm (PicoQuant D-
C-405) operated in continuous wave and focused on the back focal plane of the objective with a 150 
mm achromat lens. The laser was used in conjunction with appropriate dichroic and long-pass mirrors 
as well as a 585/40 nm band-pass filter to remove background from the fluorescence emission signal. 
The filtered emission signal was collected with an electron-multiplying charge-coupled device detector 
(EMCCD; Andor iXon Ultra 888) operated at a gain of 300, exposure time of 30 ms, and frame time of 
35 ms.  

The quantum dots were 1000x diluted from the stock (4 μM in H2O) to reach a 50/50 (m/m) 
water/glycerol mixture. NaOH was added to the quantum dot suspension to obtain slightly basic 
conditions of 7.5 mM and 20 mM NaOH. The 7.5 mM NaOH sample had an additional 2.5 mM NaCl to 
keep the Debye length < 2.5 nm. 

4.4.5 Data Analysis 
 

a. Localization and Tracking  

The recorded fluorescence microscopy movies were analyzed with the DoM plugin (Detection of 
Molecules for ImageJ.128 The localization of fluorescent events was done by independent classification 
of each frame into emissive spots and background. A list of initial emitter positions was determined 
with a sub-diffraction limited spatial resolution by fitting a two-dimensional Gaussian using the 
Levenberg−Marquardt least-squares algorithm. For trajectory analysis, molecules were allowed to 
blink (i.e., the molecule is fluorescing intermittently) for a maximum of 35 ms. Moreover, only 
trajectories with more than four localizations were considered to ensure sufficient displacements per 
trajectory for MSD analysis and to remove unphysical trajectories originated from incorrect 
localizations. All trajectory data shown has been filtered to >4 localizations. Trajectory classification, 
analysis and plotting were done in MATLAB® (MathWorks®) using DiffusionLab, a software developed 
in our group for the classification and motion analysis of single-molecule trajectories.139  

Motion analysis was performed with mean squared displacement (MSD) analysis of individual 
trajectories or a set of trajectories, i.e., a population. A definition and explanation of the time-
averaged MSD (T-MSD) used for the analysis of individual trajectories and time–ensemble averaged 
MSD (TE-MSD) used for population analysis can be found in Maris et al.139 The diffusion coefficient 
and localization error were obtained from a linear fit of the MSD curve. MSD analysis on individual 
trajectories was done including the first 25% of the delay times and at least three points. For the 
measurements in free solution, only the first four points were used in the fit of the TE-MSD, because 
the number of trajectories contributing to the MSD was constant within this fit range. 

b. Transient Trapping Analysis 

We identified transient trapping by the evaluation of the probability that an unconstrained diffuser 
with a known diffusion coefficient would spontaneously stay within a certain spatial domain.252–254 
When this probability is smaller than a certain threshold value, it is unlikely that spontaneous 
fluctuations make the diffuser appear bound. Then, the trajectory — or segment thereof — is 
considered trapped. The probability ψ that a unconstrained diffuser remains in a region r < R for all 
times ≤ t given its diffusion coefficient D was presented by Saxton et al., which for Dt/R2 > 0.1 is the 
relation.253 
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for a fixed D and circle radius R. The probability ψ decreases for an increased t because the diffuser 
has more time to explore the space, which reduces the probability that it spontaneously appears 
trapped. The diffuser is considered trapped if the probability ψ is smaller than a threshold ψc. We 
implemented this approach using a sliding window of n frames with a t = (n−1) tframe and tframe the 
frame time. The algorithm is depicted in Figure 4.17. The selection of the threshold ψc is discussed 
below. We reported the trapping event duration as the number of frames in the segment (i.e., t + 
tframe). The minimum length of a segment with trapping is equal to n frames. 

 

Figure 4.17 Schematic representation of the trapping analysis in four steps. (1) The evaluation window 
(yellow arrow) is a sliding window starting at the first localization (grey circles). Only windows spanning 
exactly the window length n are considered; n = 4 in this example. Steps 2–4 are performed for each 
evaluation window in the trajectory. (2) All displacements from the first localization to all other 
localizations in the evaluation window are computed and the largest displacement R is found. (3) The 
largest displacement R is used to compute the probability ψ (Equation 4.2). (4) All localizations in the 
sliding window are marked as trapped if ψ is smaller than the threshold ψc. Repeat the procedure for 
all evaluation windows. 

We optimized the threshold ψc for our experiment using simulations of unconstrained diffusers. The 
threshold ψc is dependent on the diffusion coefficient and the sliding window time, and it must be 
optimized for every combination thereof. To find a value of ψc that did not include a larger amount of 
false positives, i.e., localizations incorrectly marked as trapped, we lowered ψc until a negligible 
number of false positive were present in simulated trajectories of unconstrained diffusers (following 
the protocol of Vrljic et al.254). For this, we used the quantum-dot (QD) diffusion in the two-
dimensional pore as reference experiment to set ψc. We simulated two-dimensional Brownian motion 
with a displacement probability in x and y given by a normal distribution with a standard deviation of 
√2𝐷𝐷𝐷𝐷, with 𝐷𝐷 the diffusion coefficient and 𝑡𝑡 the delay time.255 We assumed that the error in the 
localizations is normally distributed with a standard deviation of 𝜎𝜎. We used simulation parameters 
that matched the experiment, that is 𝐷𝐷 = 2 × 10−12 m2 s−1 and 𝜎𝜎 = 36 nm, and simulated 1000 
trajectories, each with 1000 localizations. The localization error used in the simulation was estimated 
from fully trapped trajectories in the experimental data (Figure 4.18a). The mean of the distribution 
of the localization error was taken for the simulation. We found that a sliding window of n < 5 frames 
required extremely low ψc, which resulted in poor performance; therefore, we used n = 5 throughout 
the analysis. To use a short sliding window, we accepted a small number of false positives and found 
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ψc = 2 × 10−9 (i.e., Dt/R2 = 8.05 and R = 187 nm) being a good trade-off between a low number of false 
positives and sufficiently high sensitivity to trapping. 

This short sliding window provided the highest time resolution possible, which maximizes the 
probability to find trapping events in conditions with little QD trapping (as expected in 20 mM NaOH 
conditions). A histogram of the trapping event duration in the simulation is shown in Figure 4.18b. The 
sliding window of 5 frames restricted the detection of trapping event shorter than five frames 
(175 ms). The measured trapping event duration correspond to false positives as no QD trapping was 
included in these simulations. We demonstrate the trapping analysis for an experimentally obtained 
trajectory with transient trapping in Figure 4.18c,d. Overall, the number of false positives in 
simulations is at least an order of magnitude lower than the total number of measured trapping events 
in the experiment. This indicates that in both 7.5 mM and 20 mM NaOH conditions, a significant 
number of trapping events is recorded. 

 

Figure 4.18 (a) Histogram of the experimental localization error as determined from the standard 
deviation of the localizations in x and y of individual trajectories representing immobile quantum dots 
(QDs). All trajectories with 100 or more localizations and a minimum bounding circle radius of 
maximum 400 nm were considered. The QD trajectories were recorded in basic conditions (7.5 mM 
NaOH). (b) Histogram of the trapping event duration of trajectories simulated with two-dimensional 
normal diffusion with a diffusion coefficient of 2 × 10−12 m2 s−1 and a localization error of 36 nm. The 
sliding window time n = 5 frames restricted the detection of trapping events with a duration n < 5 
frames. (c, d) Demonstration of the trapping analysis on an individual trajectory recorded from QD 
diffusion in the two-dimensional pore (7.5 mM NaOH). The trajectory is shown with the individual 
localizations marked either as non-trapped (green) or trapped (red) in panel (d). The logarithm of the 
probability ψ is given as a function of the experiment time for the trajectory in panel (c). A drop in ψ 
below the trapping threshold ψc marks the trapped time domain, which matches the red localizations 
in panel (d). 
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5 Using the Diffusion Coefficient of Individual Probes to Measure 
Local Pore Sizes 

 

Hydrodynamic interactions between diffusants and pore walls play a significant role in liquid-phase 
mass transfer processes. Therefore, the local diffusion coefficients measured with single particle 
tracking could be used to determine the effective pore size. However, this has not been experimentally 
demonstrated yet. In this Chapter, we continue the work of Chapter 4 by performing single particle 
tracking experiments under non-trapping conditions in well-defined two-dimensional model pores with 
varying depths. Further, we performed fluid dynamic simulations to estimate the drag experienced by 
the fluorescent nanoparticles and we compared the resulting effective diffusion coefficients to the 
values obtained experimentally. Even though simulations predicted large differences, the motion 
behaviour did not vary as a function of pore size during the experiments, showing that this probe-
solvent-host system cannot be used to estimate pore size via the local diffusion coefficient. 
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5.1 Introduction  
As mentioned in Chapters 1 and 4, hydrodynamic interactions between the pore-walls and the 
diffusing probes can play a significant role in mass transfer. The hydrodynamic drag force Fdrag 
experienced by a body moving in a fluid depends on the shape and volume of the object, its velocity 
v relative to the medium and moving direction, as well as the density ρ and the viscosity η of the fluid. 
These parameters determine the velocity and pressure fields of the liquid around the moving object 
which in turn give rise to the two forces that compose the hydrodynamic drag: the pressure gradient 
force and the viscous force.256 The pressure gradient force is generated by the difference in pressure 
acting on the surface of an object. As the object moves, the static pressure on the “front” side will be 
the highest and it gradually decreases towards the “back side”. This pressure results in a force acting 
in the opposite direction of the movement, slowing the object down. If the pressure field is known, it 
can be used to compute the pressure gradient force (Equation 5.1).256 Here p is the pressure, n is the 
vector indicating the direction perpendicular to the surface and dA is the differential surface area. It 
should be noted, however, that for very low Reynolds numbers and high viscosity media (liquids), the 
contribution of this force to the drag force is negligibly small.257  

𝐹⃗𝐹𝑝𝑝 = ∬𝑝𝑝𝑛𝑛�⃗ 𝑑𝑑𝑑𝑑    Equation 5.1 

In contrast, the viscous force arises from friction between the object and the fluid. This friction is 
characterized by the viscous shear stress τviscous of the medium at the surface of the object. In a 
Newtonian fluid, the shear stress at a wall is proportional the velocity gradient (red line in Figure 5.1, 
Equation 5.2).258 The steeper the velocity gradient dv(y)/dy, the larger the shear stress and the viscous 
drag experienced by the object. Here, the proportionality constant 𝜂𝜂 is the dynamic viscosity. 
Therefore, the viscosity of the medium also influences the experienced drag.  

𝜏𝜏𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣  = 𝜂𝜂
𝑑𝑑𝑑𝑑(𝑦𝑦)
𝑑𝑑𝑑𝑑

 
Equation 5.2       

 
 

 

Figure 5.1 Schematic velocity profile of a flow over a surface. Assuming no-slip conditions means that 
the velocity at the surface is 0 and gradually increases with the distance perpendicular to the surface. 
The steeper the velocity gradient at the wall (red line), the larger the shear stress experienced by the 
surface. 

If the velocity profile around the object is known, one can compute the total drag force by integrating 
the shear stress over the whole surface of the object.257  

𝐹⃗𝐹𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 = ∬𝜏𝜏𝜏𝜏𝜏𝜏  Equation 5.3 
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By adding the pressure gradient force and the viscous force the total Hydrodynamic drag force can be 
computed:256  

𝐹⃗𝐹𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐹⃗𝐹𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 + 𝐹⃗𝐹𝑝𝑝 Equation 5.4 

 

Importantly, the drag force experienced by an object moving in a liquid and by a resting object in a 
flow approaching the object with the same relative velocity is the same. Therefore, aero- and 
hydrodynamic drag are usually studied by letting a medium flow around an object experimentally or 
computationally.257  

The drag force of a sphere moving slowly (laminar flow, low Reynolds number) relative to a fluid can 
be approximated with the following formula:259 

𝐹𝐹𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,𝑠𝑠 = −6𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋 Equation 5.5 

However, when the sphere is confined, the flow profile around it changes (Figure 5.2). Let us consider 
a sphere between two parallel walls (Figure 5.2b). Here the velocity gradients below and above the 
particle are significantly larger, which increases the hydrodynamic drag. The resulting drag force 
parallel to the walls 𝐹𝐹𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 || can be described by multiplying the unconfined drag force Fdrag, by a 
confinement factor λ|| that takes these profile changes into account:152  

𝐹𝐹𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 || = 𝐹𝐹𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,𝑠𝑠𝜆𝜆||(𝑧𝑧, 𝑟𝑟,ℎ)  Equation 5.6 

 

 

Figure 5.2 (a) Simulated flow profile around a hard sphere with a radius of 7 nm. (b) Simulated flow 
profile of the same sphere confined within two walls placed at 50 nm from each other. Note that the 
velocity gradients on top and below the particle are much larger than in (a). This is the reason for the 
increased drag force in confinement. Simulations were performed using the laminar flow package of 
COMSOL Multiphysics®. To replicate the relative movement of a diffusing particle with respect to the 
wall, the walls were set to move at the same speed as the liquid (wall speed = approaching liquid speed 
= 1 nm s-1).   

The confinement factor λ|| depends on the distance between the walls h, the radius of the sphere r 
and the position of the sphere in z direction as these factors influence the flow speed profile around 
the particle (Figure 5.2b). The larger the ratio between the sphere radius and the distance between 
the walls, the higher λ|| and the resulting drag force. Moreover, as the sphere approaches the walls, 
λ|| and the resulting drag force grow significantly.153,260 

Similarly, if the particle moves perpendicular to the wall, the flow profile around it will change with 
respect to free solution. As a result, the particle will experience an increased drag force in this 



Chapter 5 

77 
 

direction Fdrag ⊥, slowing it down when approaching the wall. The effects of this flow profile change 
can also be simplified by a perpendicular confinement factor λ ⊥ in this case: 152,260 

𝐹𝐹𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ⊥ = 𝐹𝐹𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,𝑠𝑠𝜆𝜆 ⊥(𝑧𝑧, 𝑟𝑟,ℎ)  Equation 5.7 

 

Colloids are affected by hydrodynamic drag as well. Therefore, the diffusion coefficient of a 
nanoparticle confined in a pore will decrease as a function of pore size. The components of the 
diffusion coefficient parallel and perpendicular to the pore walls D|| and D⊥ can be described by the 
following relations:152   

𝐷𝐷|| =
𝐷𝐷𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆

𝜆𝜆||(𝑧𝑧, 𝑟𝑟,ℎ)
 Equation 5.8 

𝐷𝐷⊥ =
𝐷𝐷𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆

𝜆𝜆⊥(𝑧𝑧, 𝑟𝑟,ℎ)
 Equation 5.9 

 

This means that one could use the measured diffusion coefficients in a two-dimensional (2D) single 
particle tracking experiment to probe the local three-dimensional (3D) pore size. In order to test the 
feasibility of such an experiment we implemented a slight modification to the 2D model pore system 
presented in Chapter 4.  

In this Chapter, we have varied the etching time of the 2D pores to obtain different pore depths of 50 
nm, 100 nm, and 150 nm (Figure 5.3). Further, we have loaded the microfluidic devices with a solution 
containing PEG-coated CdSe quantum dots (QDs) using the pH conditions at which trapping was found 
to be suppressed in Chapter 4 (20mM NaOH). By tracking the QDs in two dimensions as they moved 
in the model pore, we unravelled the presence of clusters in the 100 and 150 nm pores. Surprisingly, 
after removing the effect of the clusters from the analysis, the measured diffusion coefficients D|| (and 
trapping behaviour) were virtually the same for all three pore sizes. This strongly contradicted fluid 
dynamic simulations, where diffusion parallel to the walls was predicted to vary significantly as a 
function of pore depth.  
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Figure 5.3 (a) Schematic representation of the microfluidic device containing model pores. The top 
view, side view, and a cross section through a two-dimensional (2D) pore and a supply channel is 
shown. 2D pores with three different depths were made (50 nm, 100 nm, 150 nm). (b) Profile of the 
50 nm-pore microfluidic device measured with a stylus profilometer displaying the supply channels 
(yellow). The profile is depicted with the dashed line in panel a. (c-e) Zoom of the measured profiles 
displaying the height difference in z between the lithography-patterned 2D pores and the unexposed 
part of the wafer, prior to bonding. Panels (c), (d), and (e) correspond to 2D pores with depths of 50 
nm, 100 nm, and 150 nm respectively.  

5.2 Results and Discussion 
Similar to the research work reported in Chapter 4, a large number (>1000 localizations) and also long 
tracks (> 30 s) were obtained here because the depths of the 2D pores were smaller than the depth 
of view of the microscope (800 nm). This allowed for the tracked QDs to remain in focus throughout 
the experiments. Moreover, the out-of-focus signal was very low, as no fluorescent material was 
present above or below the 2D pores, which resulted in a high signal to noise ratio and facilitated 
tracking.  

The number of QDs in the field of view increased as a function of pore depth (Figure 5.2). If the probe 
concentration within a pore is constant, larger pores will be able to host more fluorescent probes. 
Consequently, larger pores will display more localizations over the same time. As described in the 
previous chapter, the 2D pores were made by wet etching a glass wafer and thermally bonding it to 
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another one (See Chapter 4). However, the depth of the 2D pores could only be measured before the 
bonding process (Figure 5.2 b-e). The measured difference in QD localizations, suggests that the pores 
indeed had different dimensions even after bonding. Surprisingly, the number of localizations does 
not grow linearly with pore size, which means that the concentration of QDs was not the same in all 
pore depths. A possible explanation for this could be the formation of QD clusters in the solution. If 
the clustering process is fast enough, slight differences in the times between solution sonication, 
loading, and measurement could lead to different concentrations of single QDs.    

 

Figure 5.4 Total number of localizations as a function of 2D pore depth. For each pore depth, ten 
videos of 4000 frames (140 s) were recorded. 

We first investigated the presence of clusters via the distribution of diffusion coefficients measured in 
all three pores (Figure 5.5a). The measured diffusion coefficients in all cases were quite similar. 
However, as the pore size increased, the number of tracks with diffusion coefficients significantly 
lower than the median grew (see distribution whiskers Figure 5.5a). Visual inspection of the recorded 
videos revealed the presence of a few above-average slow and bright particles in both the 100 nm and 
the 150 nm pores. These were probably large QD clusters that were not be able access the 50 nm pore 
because of their large size. To confirm this, we plotted the number of localizations of each track against 
their track length in a scatter plot (see Figure 5.5 b). If all particles were the same, these two track 
properties should be strongly correlated, i.e., the points should be scattered around a straight line. 
However, some tracks behaved in a different way (discontinuous line in Figure 5.5b). As the pore size 
increased, a growing number of outliers was observed, indicating that clusters were indeed present in 
the solution and that they accessed larger pores more easily. In order to extract a pore size from 
measured diffusion coefficients, the exploring probe needs to have a homogeneous size distribution. 
Therefore, we removed tracks that corresponded to clusters from the analysis and filtered out all 
tracks with a number-of-localizations/track-length-ratio smaller than 3. Ideally, however, in order to 
perform these experiments in a more straightforward fashion, conditions at which both trapping on 
the pore walls and nanoparticle clustering do not occur would be found. 

 

Figure 5.5 (a) Distribution of diffusion coefficients as a function of 2D pore size. The median diffusion 
coefficients as well as the upper and lower quartile values are almost the same for all three pore 
depths. The lower end of the distributions is shifted to lower values as the pore depth increases. The 
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first 25% points of the MSD curve of each track were fitted to determine the individual diffusion 
coefficients. (b) Comparison of the number of localizations with the trajectory length for all measured 
tracks. At a constant diffusion coefficient, these two properties should be correlated. That is, the 
points should be scattered around a straight line, which applies to most tracks. Nevertheless, there 
are some outliers (QD-clusters) with a high number of localizations, but a low trajectory length, i.e., a 
much lower diffusion coefficient. Trajectories close to the positions of permanently trapped QDs were 
removed to avoid linking artefacts as described in Chapter 4.     

After filtering out the tracks that belonged to clusters, we observed virtually no differences in terms 
of diffusion when the 2D pore depth was varied. This is particularly obvious when the histogram of 
displacements for all tracks after a time delay of one frame is observed (Figure 5.6). At this point we 
have to conclude from these results that the host-probe-solution system used is not suitable to map 
local sizes based on locally measured diffusion coefficients, because unexpectedly, the hydrodynamic 
drag experienced by these QDs does not seem to vary with pore size under these conditions.    

 

Figure 5.6 The histogram of displacements after a time delay of one frame (35 ms) shows virtually no 
difference between different 2D pore depths. Trajectories belonging to clusters were removed from 
this analysis. Trajectories close to the positions of long trap events were removed to avoid linking 
artefacts as described in Chapter 4.  

To double check our experimental results, we performed fluid dynamic simulations with COMSOL 
Multiphysics® to study the effect of hydrodynamic drag on the diffusion behaviour of the QDs in 
confinement (Figure 5.2). Therefore, we simulated the QDs as hard spheres with a radius of 7 nm (see 
also Chapter 4) and we assumed fluid properties (i.e., viscosity and density) based on the 
experimentally used water glycerol mixture (35wt% glycerol).247,261 We solved the Navier Stokes 
equations to determine the velocity profile around the particle in confinement and in free solution. 
These profiles were then used to determine the total drag force in each case. Since we track our 
particles only in the direction parallel to the pore walls, the simulations only include flow in this 
direction (Figure 5.2b). 

The resulting confinement drag force was compared to the one obtained by the particle in free 
solution using Equation 5.7 to determine the confinement coefficient λ||. This procedure was repeated 
for different QD positions relative to the pore walls and for different pore depths (Figure 5.7a). Here 
one can see that for all particle positions, the confinement coefficient λ|| increases non-linearly as the 
pore depth decreases. Further, as the particle approaches the wall, a dramatic increase in friction can 
be observed for all pore depths. In order to determine the reduction of the diffusion coefficient in 2 
dimensions (perpendicular to pore depth) we assumed a homogeneous distribution of QDs along the 
pore depth. Then, we calculated the mean confinement coefficient λ|| as a function of particle position 
in z. Here, we excluded λ||(𝑧𝑧) values where the surface of the particle had a distance to the pore wall 
smaller than the Debye length of the system (ca. 2 nm).262 Using Equation 5.8 we computed the 
expected diffusion coefficient parallel to the pore walls and compared it to the measured values 
(Figure 5.7b). We estimated a diffusion coefficient in free solution of 1.09x10-11 m2/s based on the 
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probe radius measured in Chapter 4 (7 nm) and the Stokes-Einstein equation.263 The lower measured 
diffusion coefficients in the 2D pores indicate that the QDs were indeed slowed down due to 
confinement. Further, the measured and simulated diffusion coefficients have the same order of 
magnitude. However, the continuum model predicts significant differences in terms of diffusion 
coefficient that could not be observed experimentally. Overall, particles were slowed down when 
confined in the 2D pores, but notably, in the experiment the hydrodynamic drag does not seem to 
vary as a function of pore depth in the studied range of 50 nm -150 nm. 

 

Figure 5.7 (a) Confinement parameter 𝜆𝜆|| for a hard sphere (r = 7 nm) as a function of its z-position 
within 2 parallel walls placed at different distances. The stronger the confinement, the higher the 
hydrodynamic drag (confinement parameter 𝜆𝜆||). As the shpere approaches the walls, the 
hydrodynamic drag increases dramatically. The flow speed used for this simulation was 1 nm/s. (b) 
Measured and simulated diffusion coefficients assume a homogeneous distribution of particles along 
the depth of the pore. According to the hydrodynamic drag force simulations, the diffusion coefficients 
should vary with pore depth. However, the measured diffusion coefficients were not affected by the 
depth of the pores. The experimental diffusion coefficients were obtained by linear fits to the first 
25% of the time-ensemble-average mean squared displacement curve of each dataset.  

In order to explore the effect of confinement on particle trapping, we performed a transient trap 
analysis as described in Chapter 4. Also here, transient trap events were found in all datasets. The 
duration of the trap events was very similar in all three cases (Figure 5.8). The small differences in 
terms of trap event frequency and duration could be explained by differences in the roughness of the 
2D pores (see section Methods). Overall, trapping events took place in the different 2D pores, 
however, their frequency and duration does not seem to be affected by the pore depth.  

 

Figure 5.8 Transient trap event duration distribution as a function of pore depth. The histogram is 
normalised by the total number of localisations in the dataset (Chapter 4). Here, only trajectories 
displaying mobility in their initial and final localisations were considered to ensure that solely 
complete trap events were included in the analysis. Trajectories displaying permanent trapping were 
removed from the analysis (see Chapter 4). 
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Our results raise the following question: Why is the hydrodynamic drag (and motion behaviour) 
unaffected by the 2D pore depth? It is possible that one of the two wafers bent while they were 
thermally bonded together (Chapter 4). This could result in deeper pores and reduced hydrodynamic 
drag. However, the QDs were never out of focus throughout experiments, which means that the depth 
of 2D pores cannot be larger than depth of view of the objective (800 nm). Even at this probe-pore-
size ratio COMSOL simulations already show increased drag force effects compared to free solution 
(10 % difference). Furthermore, the differences in the number of localizations (Figure 5.4) as well as 
the accessibility of QD clusters (Figure 5.5) indicates that the 2D pore sizes display significant 
differences. On the other hand, a study by Tas et al. suggests that the viscosity of aqueous solutions 
can change in confinement. However, one would expect viscosity to decrease as a function of pore 
size and not the other way around. Moreover, these visco-electric effects are minimized when the 
ionic strength of the system is increased.264 Due to the ionic strength used in this experiment (20 mM), 
it is unlikely that this phenomenon can explain our results. Other studies have shown that confinement 
could lead to a microphase separation in aqueous liquid mixtures (e.g., waster and ethanol).265 
Arguably this could lead to a reduced viscosity/drag force with respect to the one predicted by the 
continuum model. However, this has been observed at the lower end of the mesopore scale (2.4 
nm).265 It is therefore unlikely that this phenomenon is taking place at the length scales discussed here. 

In Chapter 4, we measured a 7.5% diffusion coefficient difference when the pH of the system was 
changed. This could be due to a change in trap behaviour and/or to a small difference in probe size 

under different pH conditions. The probe-pore-size ratios measured (
diameterQD
depthpore

= 0.15 ; 0.17) could 

explain the difference in diffusion coefficient when drag forces are taken into account (Chapter 4).242 

However, in this Chapter, the difference in probe-pore-size ratio was significantly higher ( 
diamterQD
depthpore

= 

0.05; 0.15) and it did not alter diffusion. Notably, in this probe-host-solvent system, the diffusion 
coefficient seems to be more strongly correlated with the trapping event duration (i.e., the QDs 
affinity to the surface) than with the probe-pore-size ratio. This suggests that diffusion within the 2D 
pore is dominated by the probe-host-electrostatic interactions (trapping events) rather than the 
hydrodynamic drag. In order explore this further, it is necessary to perform experiments under 
different conditions: 1) Varying the probe-pore-size ratio. 2) Varying pH to change the charge of the 
walls and probes. 3) Varying the ionic strength of the system to see the effects of the electric double 
layer. 4) Functionalizing both probes and pore walls to tune the interactions. Finally, more complex 
simulations should be performed to better understand experimental results. Therein, detailed 
electrostatic interactions as well as colloid elasticity (CdSe-PEG QDs have a soft shell) and rotational 
movement should be included.   

5.3 Conclusions 
In this Chapter, we successfully performed single particle tracking experiments within a 2D model pore 
with different depths. The number of localizations found within each pore as well as the 2D pore 
characterization confirmed that the 2D pore depths were different. We unravelled the presence of 
clusters in the larger pores and removed them from the analysis. The cluster-free trajectories 
displayed virtually the same diffusion coefficients and transient trap event durations for all studied 
pore depths. This contradicts hydrodynamic drag simulations, where the diffusion coefficient was 
predicted to grow with the 2D pore depth. The reason for this lack of friction effects remains unclear 
and should be investigated further. Nevertheless, based on our results, we can conclude that this 
probe-host-solvent system is not suitable to determine pore sizes between 50 nm and 150 nm based 
on the measured diffusion coefficient.  
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5.4 Materials and Methods 
This Chapter builds on the previous one, further details on the experiments as well as the analysis can 
be found there. Furthermore, CdSe/ZnS core–shell quantum dots (QDs) with polyethylene-glycol 
functionalization (900246-250UL, Sigma-Aldrich), glycerol (≥ 99.5%, Sigma-Aldrich), 170 µm and 500 
µm thick MEMpax wafers (Schott), sodium chloride (≥ 99%, Sigma-Aldrich), sodium hydroxide (analysis 
grade, Merck KGaA) were used. All chemicals were used as received with no further purification except 
water, which in all cases was purified through a Milli-Q system to a resistivity of 18.2 MΩ·cm. 

5.4.1 Atomic Force Microscopy 
The surface roughness was mapped with atomic force microscopy (Dimension FastScan, Bruker) on 
500x500 nm2 squares within the etched 2D pores prior to bonding Figure 5.9. The root-mean-square 
surface roughnesses measured were 5.4 nm 4.7 nm and 3.4 nm for the 50 nm, 100 nm and the 150 
nm pores respectively.   

 

Figure 5.9 Surface roughness of the etched 2D pores as measured with atomic force microscopy 
(AFM). Pore Depth: (a) 50 nm, (b) 100 nm (c) 150 nm. 

5.4.2 Hydrodynamic Drag Simulations 
We solved the Navier-Stokes equations (Chapter 2) using the laminar flow module of the COMSOL 
Multiphysics software to determine the flow profile around an unconfined particle and a particle 
confined between two walls (Figure 5.2). To replicate the relative movement of a diffusing particle 
with respect to the wall, the walls were set to move at the same speed as the liquid. The particles 
were simulated as hard spheres with a diameter of 14 nm and the system was simplified to be two-
dimensional. We integrated the total shear stress in the direction of the flow (parallel to the walls) 
over the surface of the particle to obtain the hydrodynamic drag force acting in this direction. By 
dividing the confined hydrodynamic force in confinement by its unconfined counterpart, we obtained 
the confinement parameter λ||. This procedure was repeated placing the particle at different positions 
relative to the walls to obtain λ||(z) Figure 5.7a. Assuming a homogeneous distribution of QDs along 
the depth of the 2D pore, we used the mean confinement coefficient as a function of z to estimate 
the resulting diffusion coefficient in confinement (Equation 5.8). The simulations were repeated using 
different approaching velocities (1, 10 and 100 nm/s). The results remained unaffected by this 
variation.  

5.4.3 Fluorescence Microscopy 
Single-particle tracking experiments were performed on a home-built fluorescence microscope. This 
setup consisted of a Nikon Ti–U inverted microscope equipped with an oil-immersion objective (Nikon 
CFI Plan Apochromat Lambda 100×, NA 1.45). The excitation light source was a 405 nm (PicoQuant D-
C-405) operated in continuous wave and focused on the back focal plane of the objective with a 150 
mm achromat lens. The laser was used in conjunction with appropriate dichroic and long-pass mirrors 
as well as a 585/40 nm band-pass filter to remove background from the fluorescence emission signal. 



Chapter 5 

84 
 

The filtered emission signal was collected with an electron-multiplying charge-coupled device detector 
(EMCCD; Andor iXon Ultra 888) operated at a gain of 300, exposure time of 30 ms, and frame time of 
35 ms.  
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6 Carbon Dots as Super Resolution Microscopy Probes for Pore 
Space Characterization 

 

As demonstrated in Chapter 4, tracking individual probes as they move within porous materials can be 
used to map their pore space with resolutions in the order of tens of nanometers. However, to map 
pores at the mesoscale level, smaller probes are required. In this Chapter, we investigate the use of 
carbon dots for pore space characterization via single-particle tracking. Tracing individual carbon dots 
in a high viscosity medium allowed for determining their size distribution. Additionally, loading the 
carbon dots into our 2D pores led to the observation of individual trapping events, but carbon dot 
movement was too fast to be tracked. Nevertheless, carbon dots were successfully tracked within 
mesoporous silica particles, which were not accessible for the larger quantum-dot probes previously 
employed in this PhD Thesis. Furthermore, different trap event durations were observed on unconfined 
surfaces with varying compositions, indicating the potential use of this trajectory property to probe 
composition with sub-diffraction-limit resolution. Finally, staining experiments followed by confocal 
laser scanning fluorescence microscopy imaging suggested that the silica surface affinity of carbon 
dots could be adjusted via the pH, reducing trapping, and potentially improving pore space mapping. 
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6.1 Introduction  
Carbon dots (CDs) were accidentally discovered by Xu et al. in 2004 as a byproduct of carbon nanotube 
purification and were shown to be bright fluorophores, photostable, economical, non-toxic, and easy 
to synthesize 266,267. The origin of the photo-luminescent (PL) properties of CDs remains a topic of 
ongoing debate in the literature268–270. Recent studies have shown that fluorophores such as citrazinic 
acid can be formed during the synthesis of CDs, suggesting that their fluorescence emission mainly 
originates from embedded fluorophores in the CD-carbon matrix271,272. Due to their environment-
dependent photoluminescence properties, CDs have been utilized as chemo-sensors to detect metal 
ions in various solvents and to get information about the local pH within biological systems.273–275 Their 
use to characterize porous solids, on the other hand, has not been explored thoroughly.107 The 
combination of their bright fluorescence and small size makes carbon dots promising probes for single-
particle-tracking-based pore space characterization. Individual carbon dots have been successfully 
localized with single molecule(particle) localization microscopy (SMLM) on dried coverslips.273,276–279 
However, to the best of our knowledge, their application in exploring porous solids with single particle 
tracking (SPT) has not yet been investigated.  

In this Chapter, we investigated the potential of carbon dots as SMLM probes to study porous 
materials. We synthesized CDs containing embedded resorufin with improved brightness and 
trackability. As a result, we successfully tracked individual CD in a high viscosity medium for the first 
time. Contrary to dynamic light scattering and electron microscopy, SPT allowed us to determine the 
probe size distribution. When loaded in the 2D model pore system (see Chapters 4 and 5), we were 
not able to track the CD, but individual trapping events could be observed. Further, the CDs displayed 
different trapping event durations on surfaces with different compositions, indicating that this 
property can be used to probe different types of surfaces. Finally, confocal laser scanning fluorescence 
microscopy staining experiments, suggested that the CDs’ affinity to silica can be tuned via the pH.  

6.2 Results and Discussion 
Figure 6.1a shows the UV-Vis absorbance spectra of CDs with and without embedded resorufin. 
Notably, both spectra exhibit a peak around 531 and are similar in appearance. However, an extra 
absorbance peak was observed for the sample with embedded resorufin at 571 nm. This corresponds 
to the wavelength at which resorufin shows the highest absorption.280 This is a strong indication that 
resorufin was indeed embedded in the sample, as non-embedded molecular resorufin would have 
been filtered out by the dialysis process due to its small size of 0.7 nm (see Methods).281 

We measured the fluorescence intensity at varying wavelengths (Figure 6.1b) and observed peaks in 
the blue-green region that shifted in position at different wavelengths. Carbon dots commonly show 
such an excitation dependent emission because they are embedded with different fluorophores that 
emit and are excited at different wavelengths.271,272,282 On one hand, the group of peaks around 460 
nm have been previously assigned to fluorophores with single aromatic rings such as citrazinic acid or 
similar molecules. 271,272,283 On the other hand, the group of peaks around 550 nm have been attributed 
to fluorophores with two or more aromatic rings.283 Additionally, we observed a dominant 
luminescence peak at 583 nm that did not vary with the excitation wavelength, indicating its origin to 
be a single fluorophore. This wavelength corresponds to the emission wavelength of resorufin, which 
shows again that we successfully embedded it in the carbon dots. In order to avoid saturating the 
detector, its gain had to be reduced when exciting with wavelengths greater than 500 nm. The 
difference between the CD peaks (400-550 nm) and the resorufin peak is much higher than depicted 
in Figure 6.1b. Overall, embedding resorufin strongly increased the fluorescence intensity of the CDs.  
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Figure 6.1 (a) UV-Vis spectrum of carbon dots with and without embedded resorufin. Both spectra are 
similar and display a peak at 531 nm. However, the carbon dots containing resorufin show a further 
peak at 571 nm. This value corresponds to the excitation wavelength of resorufin. (b) 
Photoluminescence spectrum of the carbon dots with embedded resorufin. The sample shows an 
excitation dependent emission in the blue-green part of the spectrum, that is characteristic of carbon 
dots. 282,284 Additionally, the spectrum displays a dominant luminescence peak at 583 nm that does not 
shift with the wavelength. This value corresponds to the emission of resorufin. (*) The gain of the 
detector needed to be lowered to avoid saturation. Therefore, the difference between the carbon dot 
peaks and the resorufin one is higher than depicted here. 

HRTEM images of the CD samples were collected with the aim of measuring the CD size. Nevertheless, 
this proved impossible as QDs clustered together during the drying process (see section Methods). 
Next, we attempted to measure the size of the CD with dynamic light scattering (DLS), which also 
proved extremely challenging. There are two possible reasons for this: 1) The SNR was too low because 
the fluorescent light emitted by the CDs interfered with the signal of the scattered light. 2) We 
observed that the CDs show aggregation at the concentrations required for DLS and this technique 
works best with a uniform particle size distribution.285   

Since HRTEM and DLS were did not yield reliable results, we attempted to use single particle tracking 
to determine the CD size. By tuning the viscosity, refractive index, and CD concentration, we were able 
to track individual carbon dots as they moved in free solution (see Methods and Figure 6.2a). We then 
calculated the mean squared displacement (MSD) as a function of time for each track and determined 
their diffusion coefficient. Finally, we used the distribution of diffusion coefficients to compute the 
particle size distribution with the Stokes-Einstein equation (see Chapter 4). The mode of the diameter 
distribution was around 2 nm. This small probe size represents a huge advantage compared to the 14 
nm CdSe-PEG QDs used in Chapters 4 and 5, as these CDs would be able to explore much smaller 
pores. However, some larger particles (15-45 nm), possibly CD-clusters, were also detected in the 
experiment, which could lead to misinterpretations of pore space exploration experiments. Therefore, 
the presence of these particles should be avoided either by either filtering them out, preventing 
clustering, or by tuning the synthesis method. Due to their aggregation behavior and luminescence 
properties, determining the size distribution of CD samples can be challenging. Interestingly, single 
particle tracking proved to be a suitable method to study this.  
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Figure 6.2 (a) Overlay of carbon dot (CD)-tracks obtained over 17.5 s in a (15/85 m/m) water/glycerol 
mixture. (b) Particle size distribution calculated based on the individual diffusion coefficients using the 
Stokes-Einstein equation. The individual diffusion coefficients were obtained by performing a linear 
fit on the first 4 points of the MSD(t) curve of each track. 

After demonstrating the potential of CD as SPT-probes, we loaded them into our 2D model pore (see 
Chapters 4 and 5). The pressure needed to load the microfluidic devices increases strongly with the 
viscosity of the liquid. Therefore, in order to be able to load the chips, the glycerol content of the 
solution needed to be reduced to 50 wt.%. Due to the resulting decrease in viscosity, the diffusion of 
the CDs was too fast, and we could not track them as they moved. Interestingly, individual point spread 
functions (PSF) appearing and disappearing over time could be observed. We believe that these belong 
to transient trapping events (adsorption and immobilization due to hydrodynamic drag cannot be 
discriminated with this experiment, we refer to both as ‘trapping event’). The CDs move fast compared 
to the acquisition time of the camera, which results in motion blur and renders tracking impossible. 
However, when the CDs are trapped at the pore walls, motion blur does not take place and the 
particles can be easily identified and localized. We performed experiments using two different pore 
depths, 50 nm, and 100 nm (Chapters 4 and 6). Since all the localizations belonged to trapped particles, 
we used the number of localizations over time to study how the pore size affected amount of trapping 
events over time (Figure 6.3a). The values were relatively stable over time indicating either no probe 
photobleaching or an equilibrium between photobleaching and probe replenishment through 
diffusion into the field of view. The 100 nm channels showed a slightly higher number of localizations 
over time than the 50 nm ones. At a constant probe concentration, more probes will be present in 
larger (i.e., deeper) pores. Consequently, if more probes are present in the pore and they frequently 
collide with the walls, more of them will get trapped over time. This result is in line with the number 
of localized CdSe-PEG quantum dots as a function of pore size shown in Chapter 5 and it further 
demonstrates that the different 2D pores have indeed varying pore depths. We further evaluated the 
duration of the individual trapping events (Figure 6.3b). Similar to the results of Chapter 4, the 
distribution of trap event duration was almost the same for both pore depths, proving that this 
property cannot be used to probe pore size.  

Overall, the CDs could enter the 50 nm 2D pores, but the viscosity was too low to slow them down 
enough to be individually traced. Therefore, we attempted to track them within porous silica particles 
with a uniform pore size of 50 nm (see Chapter 3) using a higher viscosity liquid (see section Methods). 
Unlike the larger probes used in Chapters 4 and 5, individual CDs could be observed within these 
porous particles, showing the potential of these small CD to map pores at the mesoscale (Figure 6.3c). 
However, the concentration of CDs was too low to map the pore space and most of the fluorophores 
were fully trapped on the pore walls. Finding conditions at which the trapping behavior of this probe-
host-solvent is reduced are required to reliably map the pore space without the presence of “blind 
spots” (see approach as presented in Chapter 4). 
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Figure 6.3 (a) Number of carbon dot (CD) localizations within 2D pores as a function of time. Each 
localization corresponds to a trapped CD on the pore walls. (b) The histogram of the trapping event 
duration shows virtually no difference as a function of pore depth. Tracks obtained within a porous 
silica particle with a uniform pore size distribution (dpore = 50 nm). The CDs were slowed down using a 
water/glycerol solution (15/85 m/m). 

Figure 6.3a and Chapter 5 report an increasing number of localizations as pore size increases. This 
indicates that pore size could be probed using this parameter. However, these results were obtained 
on model systems with the same composition and accessibility as well as similar roughnesses (Chapter 
5). In Chapter 4, we showed that the frequency of adsorption events also depends on the probe-wall 
electrostatic interactions. That is, probes that have a higher affinity to a surface, will not only show 
longer trap event durations, but also a higher frequency of trap events. If one desires to examine pore 
sizes on a catalyst by looking at trap event frequency, it becomes problematic because catalysts are 
complex and heterogeneous in terms of connectivity, pore size, and pore accessibility and all these 
parameters would affect the frequency of trapping events.   

On the other hand, the duration of transient trapping events did not vary with pore size (Figure 6.3b), 
but it did change as a function of the probe-host electrostatic interactions (Chapter 5). Potentially, if 
the composition of the host is changed, it will interact differently with the fluorophores, and this will 
result in differences in trapping event duration. In order to test this hypothesis, we put a CD solution 
in contact with a silica and a silica/alumina (50-50) surface and imaged the fluorescence at the liquid-
solid interface (see Methods). Again, we were able to observe transient trapping events on both 
surfaces. However, their frequency and duration were higher on the alumina-containing surface 
(Figure 6.4a), suggesting that the CDs have a higher affinity towards it. Based on these results one can 
conclude that the duration of trapping events could be used to probe the composition of porous 
materials with sub-diffraction limit resolution. Nevertheless, it should be noted that the surface 
roughness of the two different surfaces used here could vary and affect our results. Ideally, metal 
oxide thin films should be sputtered on coverslips with the same roughness to ensure that the results 
we observe are indeed a result of the composition. Further, silica surfaces of different roughnesses 
(e.g., made by etching coverslips with different methods) should be compared to test whether 
trapping event duration is affected by this property as well. Finally, we envision experiments in which 
lithography patterned surfaces with different properties (composition, roughness, functional groups) 
are put in contact with fluorophores and where the trapping event duration accurately creates a 2D 
composition map. The obtained knowledge could then be used to map the composition of 
heterogeneous porous materials with sub-diffraction-limit resolution. 



Chapter 6 

90 
 

 

Figure 6.4 (a) Number of carbon dot (CD) transient trap events recorded over 400 frames (frame time: 
35 ms) on surfaces with different compositions (Silica and Silica/Alumina 50-50). (b) Histogram of 
trapping event durations on the two surface types. On average, the trapping events are longer on the 
Silica/Alumina 50-50 surface. The liquid phase consisted of pure water.  

6.2.1 Tuning Probe-Host Electrostatic Interactions via pH 
In order to test the pH dependency of the trapping behavior CDs on silica pores, we stained porous 
silica particles with a uniform pore size of 35 nm (Chapter 3) at different conditions (acidic, basic, 
neutral) and imaged them with confocal laser scanning fluorescence microscopy (CLSM) (Figure 6.5a). 
In all cases, we observed an increase in intensity inside the particle with respect to a blank 
measurement, suggesting that the resorufin-CDs were able to access the mesopores of the particles. 
The different conditions changed the luminescence properties of the CDs (Figure 6.5b). The 
fluorescence of resorufin has been shown to display a similar pH dependency286, suggesting that the 
embedded resorufin is responsible for this effect. In order to quantify the amount of CD trapped on 
the particles’ surfaces taking into account the pH dependency of the fluorescence, we determined the 
fluorescence intensity between 500 nm and 550 nm within each particle and subtracted the 
background intensity from it. If this intensity difference is positive, it suggests that the CD 
concentration inside the particle is considerably higher than outside. The concentration in the liquid 
phase of the pores is unlikely to be higher than in the bulk solution. This is why high positive values 
suggest trapping on the pore walls. On the other hand, intensity difference values close to 0 mean 
that the concentrations within and without the particle are similar, indicating decreased trapping. If 
trapping is entirely prevented, the fluorescence of the particle would originate only from fluorophores 
in the liquid phase within its pores. As a result, the intensity of the particle would be lower than the 
background (negative intensity difference). One should note that scattering effects could result in 
increased intensities within the particle and lead to misinterpretations of the results. In order to 
prevent this, we used homogeneous porous silica spheres with a uniform pore size distribution (see 
Chapter 3). However, these experiments should be ideally repeated using a solution that is better 
refractive index matched with silica.  

At pH=4, we expect the silica walls to be negatively charged.232 The CDs, on the other hand, could be 
close to or below their point of zero charge under these conditions. Due to relatively low repulsive (or 
even attractive) probe-wall electrostatic interactions at this pH, the CDs show a significant affinity to 
the pore walls. At neutral conditions, both silica and CDs are negatively charged (a negative zeta 
potential was measured at this pH for the CDs) and the difference in charge density is reduced, causing 
less probe-wall repulsion. Consequently, the measured intensity difference is lower than at pH=4. 
Finally, at pH=10, both silica and CDs are even more negatively charged, and repulsion is increased. As 
a consequence, CD trapping on the pore walls is further reduced, which is signified by a slightly 
negative intensity difference. These results suggest that the affinity to silica of the CDs can be tuned 
via the pH of the system as shown with Rhodamine 110 and CdSe-PEG quantum dots in Chapters 3 
and 4 respectively. One should note, however, that the solubility of silica is strongly increased at pH 
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values above 9, which potentially influences our results.251 Therefore, this experiment should be 
repeated under milder basic conditions. If successful, these mild basic pH conditions should be 
investigated with SMLM within the 2D model pores in order to check if the measured trap event 
durations decrease indeed. Conveniently, CDs proved to have the highest fluorescent signal in basic 
conditions which would facilitate tracking (Figure 6.5b).  

 

Figure 6.5 Confocal laser scanning fluorescence microscopy image of porous silica particles (pore 
diameter: 35 nm) stained with carbon dots (pH = 4). Mean background intensity values at different pH 
conditions. As pH increases the carbon dots display an increased fluorescence. Mean intensity of all 
particles subtracted by the background intensity. As the pH increases, the concentration of 
fluorophores within the particle decreases, most likely indicating a reduction in trapping events. The 
error bars represent the standard deviation of the mean intensity measured in all particles. The 
intensity values of (b) and (c) correspond to the signal collected between 500 nm and 550 nm. 

6.3 Conclusions 
Carbon dots embedded with resorufin were synthesized and characterized. Their improved 
fluorescence due to the embedded resorufin allowed us to track them individually in a high viscosity 
medium and calculate their size distribution. The relatively small median probe diameter of 2 nm 
made it impossible for us to track them within our 2D model pore. However, transient trap events 
could be observed, and their duration did not vary as a function of pore size. Unlike the SPT probes 
used in Chapters 4 and 5, carbon dots were able to access and explore mesoporous silica particles. 
Further, we demonstrated that CDs could be used to probe different materials, as they displayed 
different trapping event durations on surfaces with different compositions. Finally, confocal laser 
scanning microscopy staining experiments suggest that the CD affinity to silica is reduced as the pH 
increases, potentially preventing trapping, and allowing for pore space mapping in the mesoscale. 

6.4 Materials and Methods  
 

6.4.1 Materials 
Citric acid (≥ 99.5%, Sigma-Aldrich), DMM silica (PQ Corporation), glycerol (≥ 99.5%, Sigma-Aldrich), 
170 µm and 500 µm thick MEMpax wafers (Schott), resazurin sodium salt (~80%, Sigma-Aldrich), 
sodium chloride (≥ 99%, Sigma-Aldrich), sodium hydroxide (analysis grade, Merck KGaA), and urea (≥ 
99%, Sigma-Aldrich) Buffers. All chemicals were used as received with no further purification except 
water, which in all cases was purified through a Milli-Q system to a resistivity of 18.2 MΩ·cm. 

6.4.2 Synthesis 
The synthesis of the CDs was conducted via an adaptation of the protocol by Strauss et al.287 Carboxylic 
acid (CA) monohydrate and urea was added to a vial in a 1:2 ratio (w/w). Resazurin dye was added in 
the same ratio as CA, this molecule is reduced to the fluorescent resorufin due to the presence of 
urea. The vial was placed in an aluminum reaction block on top of a hot plate and a magnetic stirrer 
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was used for mixing. The hot plate was programmed to heat up to 250o C, at which the temperature 
was kept for 15 minutes. Once the sample was cooled down to room temperature, it was dissolved in 
water. The sample was subsequently filtered through a 0.2 µm PFTE filter and poured into a dialysis 
membrane (high retention seamless cellulose tubing (MWCO 12.4kDa, Sigma-Aldrich). Dialysis was 
performed for one week. The dialysate was disposed of and replaced with fresh deionized water on a 
daily basis. Before disposal, the luminescence of the dialysate was checked with a 405 nm laser pointer 
(5 mW). After a week, no luminescence could be detected in the dialysate, ensuring that small 
molecules, such as individual fluorophores or reactants were filtered out. 

6.4.3 Carbon Dot Characterization 
 

a. Fluorescence Spectroscopy 

Photoluminescence emission spectra were recorded with a Jasco spectrofluorometer (FP 8300) at 200 
nm/min. Emission spectra were gathered using varying excitation wavelengths between 350 and 600 
nm, while emission intensity values were collected at wavelengths 10 nm above the excitation 
wavelength up until 750 nm. 

 

Figure 6.6 b) Photoluminescence spectrum of the carbon dots with embedded resorufin. The sample 
shows an excitation dependent, that is characteristic of carbon dots. 282,284 Unlike the resorufin-
embedded carbon dots, this sample did not show an excitation independent peak. The Carbon dot 
emission peaks are significantly lower than the one of embedded resorufin shown in Figure 6.1b. 

b. Quantum Yield  

The absorbance and the fluorescence were measured at varying concentrations to estimate the 
quantum yield (QD) using the following formula:288 

Φs = Φref(
slopes
sloperef

) ( ηs
ηref

)2 Equation 6.1 

Here, Φs and Φref denote the relative QY of the sample and reference fluorophore respectively. 
slopes and sloperef  represent the slope of the fluorescence as a function of the absorbance. Lastly, η 
is the refractive index. Rhodamine B was chosen as a reference sample as it has been well studied and 
has a similar excitation and emission region, ensuring a good relative QY calculation. The regression 
line for the rhodamine B was obtained by averaging the absorbance for 550-555 nm and plotting the 
result against the fluorescence averaged over 570-575 nm for 4 samples with varying concentrations.  
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Figure 6.7 Absorbance versus fluorescence at different concentrations of resorufin, rhodamine B and 
carbon dots.   

Sample Maximum Excitation 
Wavelength (nm) 

Quantum Yield (-) 

Rhodamine B 554* 0.31 
Carbon Dots  560 0.175 
Resorufin 560 0.204 

 

Interestingly, the determined quantum yield of the CDs is (0.175) is lower than the one of pure 
resorufin. Probably, the light emitted from the embedded resorufin interacts with the surrounding CD 
carbon structures getting partially absorbed.289   

c. UV-Vis absorption spectroscopy 

The UV-Vis absorption spectrum of the CD solution was recorded at room temperature using a UV-Vis 
CARY 200 spectrophotometer.  

 

d. High-Resolution Transmission Electron Microscopy 

High-Resolution Transmission Electron Microscopy (HRTEM) images of CD samples were collected 
with a TALOS F200x Transmission Electron Microscope (Figure 6.8). Samples were prepared by 
pipetting 5 µl sample on a TEM grid (formvar on 3mm, 300 mesh Cu grid) and leaving the sample to 
dry under a clean glass beaker. Thereafter, the grid containing the sample was placed in the sample 
holder and imaged at 390kx magnification.  

The drying process resulted in the formation of large CD clusters (Figure 6.8a), which prevented us 
from determining the probe size distribution. Interestingly, small crystalline domains could be 
observed within the clusters (Figure 6.8b,c). We investigated the grayscale profile of a crystalline 
domain (green line in Figure 6.8c) and obtained a d-spacing of 3.18 ± 0.16 A˚. A similar lattice spacing 
for CDs was observed by Liu et al. (2014).290 This value is comparable to the (002) lattice plane of 
graphite 3.36 A˚.291 
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Figure 6.8 (a) High-resolution transmission electron microscopy (HRTEM) image (390 kx zoom) of CDs 
with embedded resorufin, clustering observable. (b) Zoomed-in image of (a) showing different 
crystalline domains. (c) Zoomed-in image of b) showing clear lattice fringes and the profile line (green) 
used to determine the d-spacing.  

 

6.4.4 Single Molecule Localization Microscopy 
 

Single particle tracking experiments were performed on a home-built fluorescence microscope. This 
setup consisted of a Nikon Ti–U inverted microscope equipped with an oil-immersion objective (Nikon 
CFI Plan Apochromat Lambda 100×, NA 1.45). The excitation light source was a 561 nm diode laser 
(PicoQuant LDH-D-TA-560B) operated in continuous wave and focused on the back focal plane of the 
objective with a 150 mm achromat lens. The 561 nm laser side bands were removed with a clean-up 
band-pass filter, and the light was led through a linear polarizer followed by a lambda ¼ plate to obtain 
circularly polarized light through the objective. The laser was used in conjunction with appropriate 
dichroic and long-pass mirrors as well as a 585/40 nm band-pass filter to remove background from the 
fluorescence emission signal. The filtered emission signal was collected with an electron-multiplying 
charge-coupled device detector (EMCCD; Andor iXon Ultra 888) operated at a gain of 300, exposure 
time of 30 ms, and frame time of 35 ms.  

a. Carbon Dot Tracking in Free Solution 

We place a Thermo ScientificTM 25 µl Gene Frame (AB0576) on top of a plasma cleaned coverslip. 
Meanwhile, the CDs were sonicated for 25 minutes to avoid aggregates. Then, the CDs were diluted 
100x using glycerol/water 85/15 m/m solution and pipetted into the Gene Frame. We closed the Gene 
Frame using a provided coverslip and placed the sample inside of the sample holder of the microscope. 
The use of the glycerol/water 85/15 m/m was crucial to slow the CD down to the point in which they 
could be localized. Further, it provided a better refractive index matching between the coverslip and 
the liquid and therefore increased the signal to noise ratio. The data was analyzed using DoM plugin 
of ImageJ (see Chapter 4).128 The MSD analysis on individual trajectories was done including the first 
four points of the delay times. All trajectories containing 4 points or less were removed from the 
analysis.  

b. Transient Trap Event Duration Analysis 

Unlike the fluorophores of Chapters 4 and 5, in this work the CDs could not be tracked using a 1/1 
m/m water/glycerol solution (or lower glycerol contents). Therefore, we only observed transient trap 
events on both the 2D pore and the unconfined silica and silica/alumina surfaces. Therefore, the 
transient trap event analysis was done in a different way that is not limited by the size of the sliding 
window used (Chapter 4). We used the DoM ImageJ plugin to localize the particles at each frame.128 
Then, we tracked them using a pixel jump of 1 pixel and a blinking gap of 2 frames. Since all recorded 
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tracks were immobile, the difference between the first and last localization frame of each track was 
used to measure the trap event duration. Further, each localization corresponds to a trapped particle. 
Therefore, the number of localizations in each frame represents the number of trapped particles at a 
given time and the total number of tracks corresponds to the number of trap events registered.  

6.4.5 Silica and Aluminosilicate Surface Synthesis 
 

To prepare the silica thin film, a solution of TEOS (tetraethyl orthosilicate) in ethanol (1:9 vol%) was 
dropcasted on glass coverslip and dried with air at room temperature. Next, the coverslip was calcined 
at 400 oC for 4 h.  

To prepare the aluminosilicate thin film a solution of aluminum nitrate and TEOS in ethanol with 
desired ratio is prepared. After dropcasting, the film was dried with air at room temperature and then 
calcined at 400 oC for 4 h. 

The dropcasted volume was 0.1 mL in both cases. 

 

6.4.6 Confocal Laser Scanning Fluorescence Microscopy 
Microscope slides were prepared by first applying a Thermo ScientificTM 25 µl Gene Frame (AB0576) 
on a thin objective glass. Then, a small amount of porous silica spheres (∼20 µm diameter, pore size 
∼35 nm) were added inside the Gene Frame. Before adding the carbon dots, 18 µl of a buffered 
solution was added to the Gene Frame. The reason for this was to wet the particles and prevent the 
carbon dots from being forced into the particles by capillary forces. Finally, 4 µl of a carbon dot 
containing solution were added and the Gene Frame was sealed. The samples were left to equilibrate 
for 2 weeks before the concentration of the CDs was studied. The intensity values within the particles 
were compared to blanks (i.e., same solution with no CDs). In all cases the measured intensities were 
higher when CDs were present in the system, suggesting that the CDs were able to enter the pores of 
the silica particles. 
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7 Summary and Outlook  
 

7.1 Summary 
Mass transport is a crucial aspect in heterogeneous catalysis as it can influence activity, selectivity, 
and the overall lifespan of a catalyst material. Therefore, rational pore space design, synthesis and 
control have immense potential for further improving catalytic performance in existing solid catalysts 
and also for making new porous catalyst materials. In order to investigate how the synthesis 
parameters affect the catalyst materials pore networks, high-resolution and high-throughput porosity 
characterization techniques are required. However, the currently available characterization 
techniques face some challenges. On one hand, several techniques rely on bulk analytical 
measurements, ignoring the heterogeneity within and between catalyst particles. On the other hand, 
high resolution techniques are extremely complex, expensive, and often offer very poor statistics (in 
terms of measuring a large number of particles). The scope of this PhD thesis is to explore new 
analytical methods to study the pore space of heterogeneous catalysts using fluorescent probes.  

In Chapter 2, we employed synchrotron radiation-based transmission X-ray microscopy (TXM), a state-
of-the-art high-resolution technique, to study the macroporosity of a MIL-47(V) metal organic 
framework (MOF) crystal for the first time. Macropore defects up to the micron scale were present 
throughout the catalyst particle, which was confirmed by focus ion beam (FIB) cutting and scanning 
electron microscopy (SEM) imaging. However, it was found that the macropore networks within MIL-
47(V) were very localized and poorly connected. Therefore, these defects probably have only a limited 
effect on mass transfer within the MOF crystal. Interestingly, the macropore networks display a 
preferential orientation that could be related to the MOF crystal growth.  

In Chapter 3, a cheap and simple analytical method to characterize the accessibility of individual 
porous particles is presented. Here, the uptake of a fluorophore into the solid catalyst particles over 
time is used to characterize them. The equipment needed to perform these experiments consists of a 
conventional fluorescence microscopy setup and a PDMS-made microfluidic device and can study tens 
of solid catalyst particles simultaneously. In order to showcase the method, we used model porous 
silica particles with uniform pore size distributions and similar porosities. Interestingly, even though 
the particles within a sample are relatively homogeneous, significant uptake heterogeneities between 
these particles were observed, highlighting the importance of studying materials at the single-particle-
level. Furthermore, the accessibility of the particles correlated positively with pore size. Importantly, 
varying the probe-host electrostatic interactions via the pH and the ionic strength of the system 
resulted in significant mass transfer differences. If these electrostatic interactions are suppressed 
(e.g., via pH conditions), the pore structure becomes dominant for the uptake process, resulting in a 
higher sensitivity towards the features of the pore network.  

Chapters 4, 5 and 6 explore the possibility of using single molecule(particle) localization microscopy 
(SMLM) and single particle tracking (SPT) to explore and map porous catalyst materials with sub-
diffraction limit resolution.  

Due to the probe-host interactions, the motion behavior observed in SPT experiments in confinement 
is extremely complex and heterogeneous. Therefore, in order to retrieve properties from the pore 
space, it is necessary to first understand the probe motion behavior in well-defined pores with known 
dimensions and composition. To tackle this problem, we introduce a two-dimensional (2D) silica 
model pore system made with lithography and wet etching in Chapter 4. Here, we investigated how 
the diffusion and adsorption behavior of quantum-dots (QDs) as sensitive and local probes is affected 



Chapter 7 

97 
 

by pH within 2D pore systems. In our experiments, adsorption cannot be distinguished from probe 
immobilization due to a significant increase of hydrodynamic drag close to the pore walls. We, 
therefore, refer to both phenomena as trapping. The duration and frequency of trap events could be 
tuned via the pH. Under basic conditions, trapping could be almost entirely suppressed, possibly due 
to an increased probe-host electrostatic repulsion. Further, we successfully demonstrated the use of 
QDs under nearly non-trapping conditions for pore-space mapping of one-dimensional silica pores and 
a real-life polymerization catalyst support particle, potentially with resolutions in the order of tens of 
nanometers. Finally, we propose a protocol to ensure a complete porosity exploration in future SPT-
mapping experiments. 

It has been previously shown that the hydrodynamic drag experienced by colloids increases 
significantly in confinement which leads to a diffusion coefficient reduction. In Chapter 5, we 
investigate whether we can exploit this to probe pore sizes in three dimensions based on local 
diffusion coefficients measured with SPT. Therefore, we modified the 2D model pore presented in 
Chapter 4 to have varying pore depths and studied the motion behavior of individual quantum dots 
under non-trapping conditions. The concentration of probes within the 2D pores correlated positively 
with pore-depth confirming that the pores indeed had different dimensions. Furthermore, we 
unraveled the presence of clusters within the larger pores, and managed to remove them from the 
analysis. Surprisingly, the cluster-free trajectories displayed virtually the same diffusion coefficients 
and transient trap event durations for all studied pore depths. This contradicted hydrodynamic drag 
simulations we performed, where the diffusion coefficient was predicted to vary notably with the 2D 
pore depth. Although more work is needed to understand these highly intriguing results, we can at 
this stage conclude that this probe-host-solvent system is not suitable for probing pore sizes between 
50 nm and 150 nm just based on the measured diffusion coefficient.   

The quantum-dot probes used in Chapters 4 and 5 are larger (diameter: ~14 nm) than a significant 
fraction of the pores that are typically present in hierarchically complex porous catalysts. We therefore 
investigated the use of smaller carbon dot probes for pore space exploration in Chapter 6. We 
successfully embedded the carbon dots with resorufin improving their fluorescent properties and 
trackability. This allowed us to track carbon dot free diffusion in a high viscosity liquid for the first time 
and determine their size distribution. Their small size (mode diameter: 2 nm) made it impossible for 
us to track them within our 2D model pore. However, transient trapping events could be observed 
and quantified, showing that their duration does not depend on pore size. Furthermore, we could 
track carbon dots within porous silica particles that were inaccessible to the probes used in Chapters 
4 and 5, showing their potential to explore materials with smaller pores. Furthermore, different 
transient trapping event durations were observed on unconfined surfaces with different 
compositions. Potentially, this parameter could be used to map materials with different compositions. 
Finally, confocal laser scanning microscopy imaging of stained mesoporous silica particles suggested 
that the trapping behavior could also be tuned via the pH of the system.   

7.2 Outlook 
The spatial resolution achieved in the TXM study presented in Chapter 2 was 230 nm. However smaller 
macro- and mesopore defects are present in the sample. This is often the case when studying catalyst 
materials with synchrotron-based techniques. Potentially, regions containing unresolved pores could 
be visualized by intruding the particle with an element with a higher density (e.g., pressurized Xe gas) 
and comparing the X-ray absorption values before and after the intrusion. Then, a negative image of 
the pore space can be obtained, where areas containing unresolved pores become visible. This 
procedure is schematically depicted in Figure 7.1.   
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Figure 7.1 Schematic of the differential contrast imaging procedure. First a tomography of the studied 
material is recorded. Pores smaller than the resolution of the method will remain obscured due to 
high X-ray absorption of the solid surrounding them. Then, a material with larger X-ray absorption 
than air (e.g., pressurized Xe gas) intrudes the particle followed by another tomography. Then the X-
ray absorption in the now filled pore regions is larger than in the first tomography. In the next step, 
the tomographies are aligned and the difference between the grayscale values after and before 
intrusion is calculated obtaining a negative of the pore space, where regions containing unresolved 
pores “light up” and become visible. 

We attempted to perform a TXM experiment using Xe gas at up to 20 bar as intrusion gas to map 
regions with unresolved porosity within a fluid catalytic cracking (FCC) particle (Figure 7.2). The 
contrast of the image could be varied due to the presence and pressure of Xenon. Unfortunately, 
motor jitter, fluctuations in the beam, and missing projection angles did not allow for a good 3D 
reconstruction quality. These measurements should therefore be repeated.  

Potentially, if even higher pressures could be reached during imaging, even reaching pressures that 
could lead to gas capillary condensation in pores with difference sizes. This would result in a 
significantly higher contrast (of a liquid phase), and it would allow us to study the underlying processes 
in gas physisorption. A similar approach could be used to study Hg-porosimetry more fundamentally. 
A dedicated setup for this kind of experiments is not currently available and needs to be developed.  

 

Figure 7.2 Transmission X-ray microscopy (TXM) projection of a fluid catalytic cracking (FCC) particle 
within a silicon nitride capillary with and without pressurized xenon at beamline 6-2c the Stanford 
Synchrotron Radiation Lightsource (SSRL). The beam energy was 6.9 keV.  

Differential contrast imaging could also be used to map polymer intrusion into catalyst particles. We 
performed holotomography on a dedicated microreactor containing an FCC particle and 
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polypropylene beads. We increased the temperature such that the polymer melted and intruded the 
particle. After stopping the heating ramp, we performed another tomography. The polypropylene 
showed significant contrast under the conditions used and could easily be identified (Figure 7.3). 
However, missing projection angles resulted in noise which heavily complicated the alignment of both 
tomographies. 

 

Figure 7.3 left: Reconstructed holotomography slice of a fluid catalytic cracking (FCC) particle within 
the microreactor. Right: The same catalyst particle is intruded by melted polypropylene (PP). Note 
that the particle becomes darker (density increases), because of the polymer intrusion. The 
polypropylene meniscus is also visible on the upper right of the image. The images were recorded at 
beamline P05 at the Deutsches Elektronen-Synchrotron (DESY) using a beam energy of 17 keV. Further 
details on the microreactor can be found in the PhD thesis of Dr. Luca Carnevale.292   

The results of Chapters 3-6 showed that the probe-host interactions heavily influence diffusion and 
trapping within porous materials. Therefore, different fluorophores, porous materials and solvents 
should be tested under a variety of conditions.  

The microfluidic device, as presented in Chapter 3, could be modified to be compatible with organic 
solvents, allowing the application hydrophobic dyes. Further, the observed concentrations fronts 
within the porous particle could be quantified and fitted with a mass transfer model to provide 
spatially resolved information. Finally, more complex materials, such as real-life solid catalyst 
materials, should be studied with this method.  

The 2D model pore presented in Chapters 4 and 5 should be employed to characterize a variety of 
fluorescent probes of varying sizes, surface charge densities, and surface functional groups. Moreover, 
the 2D pore walls could be functionalized to have different affinities to the solvents and fluorophores. 
Furthermore, the probe-wall electrostatic interactions should be systematically changed by varying 
the pH and ionic strength of the system or by using different solvents. In addition, the pore dimensions 
should be varied to study the effects of probe-wall hydrodynamic interactions. Since the 
interpretation of these experiments is far from trivial, more complex mass transfer simulations should 
be carried out in parallel in order to provide a better understanding of the experimental results. Once 
we understand the motion behavior of the fluorophores in confinement, we can use them to study 
more complex pore structures (Figure 7.4). The larger the fluorescent probe “toolbox” that we have, 
the better we can study the porous material, as different probes can be used to study different 
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properties. Finally, the X-ray microscopy and SPT pore space exploration could be correlated in order 
to validate mass transfer simulations within real-life solid catalyst materials.   

 

Figure 7.4 Artist’s impression of fluorophores exploring the pore space of a catalyst. Different probes 
with (e.g., different sizes) can be used to map pore space regions with different accessibilities (only 
small probes can access smaller pores).   

As seen in Chapters 4 and 6, the probe-wall affinity determines the duration of transient trapping 
events. Potentially, this could be exploited to map different compositions within a heterogeneous 
catalyst. In order to prove the feasibility of this, surfaces with different properties (i.e., composition, 
roughness, and functional groups) should be put in contact with fluorophores. After understanding 
how the trapping event duration distribution of a fluorophore relates to wall composition, we envision 
an experiment in which a lithographically patterned surface containing different materials is mapped 
recording trapping event duration. If successful, the approach should be applied to real-life solid 
catalyst materials.  
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Samenvating 
 

Massa transport is een cruciaal aspect in heterogene katalyse, omdat het de activiteit, selectiviteit en 
de totale levensduur van een katalysatormateriaal kan beïnvloeden. Daarom heeft het rationele 
geometrische ontwerp van de poriën een immens potentieel voor verdere verbetering van de 
katalytische prestaties in bestaande vaste katalysatoren en voor het maken van nieuwe poreuze 
katalysatormaterialen. Om te onderzoeken hoe de syntheseparameters de poreuze netwerken van de 
katalysatormaterialen beïnvloeden, zijn  porositeits-karakterisatie-methoden met een hoge resolutie 
en een hoge doorvoercapaciteit vereist. De momenteel beschikbare karakterisatie-methoden hebben 
echter enkele uitdagingen. Enerzijds vertrouwen verschillende methoden op analytische 
bulkmetingen, waarbij de heterogeniteit binnen en tussen katalysatordeeltjes wordt genegeerd. 
Anderzijds zijn methoden met hoge resolutie extreem complex en duur, en kunnen ze maar een 
beperkt aantal deeltjes  meten. In dit proefschrift worden nieuwe analytische methoden verkend om 
de poriënruimte van heterogene katalysatoren te bestuderen met behulp van fluorescente probes. 

In Hoofdstuk 2 hebben we Transmission X-ray Microscopy (TXM) gebruikt, een state-of-the-art hoge 
resolutie techniek, om voor het eerst de macroporositeit van een MIL-47(V) Metal Organic Framework 
(MOF) kristal te bestuderen. Macroporeuze defecten - tot op de micrometer schaal - waren aanwezig 
in het hele katalysatordeeltje, wat werd bevestigd door te snijden met een Focus Ion Beam (FIB) , en 
via Scanning Electron Microscopy (SEM). Het bleek echter dat de macroporeuze netwerken binnen 
MIL-47(V) zeer lokaal en slecht verbonden waren. Daarom hebben deze defecten waarschijnlijk slechts 
een beperkt effect op de massatransport binnen het MOF kristal. Interessant genoeg vertonen de 
macroporeuze netwerken een voorkeursoriëntatie die gerelateerd zou kunnen zijn aan de groei van 
het MOF kristal. 

In Hoofdstuk 3 wordt een goedkope en eenvoudige analysemethode gepresenteerd om de 
toegankelijkheid van individuele poreuze deeltjes te karakteriseren. Hiervoor wordt de temporele 
opname van een fluorofoor in de vaste katalysatordeeltjes gebruikt. De apparatuur die nodig is om 
deze experimenten uit te voeren, bestaat uit een conventionele fluorescentie microscopie opstelling 
en een PDMS-gemaakt microfluïdisch apparaat en kan tientallen vaste katalysatordeeltjes 
tegelijkertijd bestuderen. Om de methode te demonstreren, hebben we poreuze silica modeldeeltjes 
gebruikt met uniforme verdelingen van poriegrootte en vergelijkbare porositeiten. Interessant genoeg 
werden er aanzienlijke opname heterogeniteiten tussen deze deeltjes waargenomen, ondanks dat de 
deeltjes binnen een monster relatief homogeen zijn, wat het belang van het bestuderen van 
materialen op het niveau van individuele deeltjes benadrukt. Bovendien correleerde de 
toegankelijkheid van de deeltjes positief met de poriegrootte. Ook is van belang dat het variëren van 
de probe-host elektrostatische interacties via de pH-waarde en de ionsterkte van het systeem 
resulteerde in significante verschillen in massatransport. Als deze elektrostatische interacties worden 
onderdrukt (bijv. via pH-omstandigheden), wordt de poriestructuur dominant voor het 
opnameproces, wat resulteert in een hogere gevoeligheid voor de kenmerken van het porienetwerk. 

Hoofdstukken 4, 5 en 6 verkennen de mogelijkheid om single molecule(particle) localization 
microscopy (SMLM) en single particle tracking (SPT) te gebruiken om poreuze katalysatormaterialen 
te verkennen en in kaart te brengen met een subdiffractie-limietresolutie. 

Vanwege de probe-host interacties is het bewegingsgedrag dat wordt waargenomen in SPT-
experimenten in poriën extreem complex en heterogeen. Om eigenschappen van de poriënruimte te 
achterhalen, is het daarom noodzakelijk om eerst het bewegingsgedrag van de probe in goed 



 

 
 

gedefinieerde poriën met bekende afmetingen en samenstelling te begrijpen. Om dit probleem aan 
te pakken, introduceren we in Hoofdstuk 4 een tweedimensionaal (2D) silica model poriën systeem 
gemaakt met lithografie en chemisch etsen. Hier onderzochten we hoe het diffusie- en 
adsorptiegedrag van quantum-dots (QDs) wordt beïnvloed door de pH-waarde binnen 2D 
poriensystemen. In onze experimenten kan adsorptie niet worden onderscheiden van probe 
immobilisatie vanwege een significante toename van hydrodynamische weerstand dicht bij de 
poriewanden. We verwijzen daarom naar beide fenomenen als trapping. De duur en frequentie van 
trapping gebeurtenissen konden worden aangepast via de pH-waarde. Onder basische 
omstandigheden kon trapping bijna volledig worden onderdrukt, mogelijk vanwege een verhoogde 
probe-host elektrostatische afstoting. Verder demonstreerden we met succes het gebruik van QDs 
onder bijna niet-trapping omstandigheden voor het in kaart brengen van de poriënruimt van 
eendimensionale silica poriën en van een reëel polymerisatie katalysator ondersteunend deeltje,  in 
resoluties in de orde van tientallen nanometers. Ten slotte stellen we een protocol voor om een 
volledige porositeitsverkenning in toekomstige SPT-mapping experimenten te waarborgen. 

Eerder is aangetoond dat de hydrodynamische weerstand die door colloïden wordt ervaren, 
significant toeneemt in opsluiting, wat leidt tot een vermindering van de diffusiecoëfficiënt. In 
Hoofdstuk 5 onderzoeken we of we dit kunnen benutten om poriegroottes in drie dimensies te 
onderzoeken, op basis van lokale diffusiecoëfficiënten gemeten met SPT. Daarom hebben we de 
model-porie gepresenteerd in Hoofdstuk 4, aangepast om verschillende poriedieptes te creëeren en 
bestudeerden we het bewegingsgedrag van individuele QDs onder niet-trapping omstandigheden. De 
concentratie van probes binnen de 2D poriën correleerde positief met poriediepte, wat bevestigde 
dat de poriën inderdaad verschillende afmetingen hadden. Bovendien ontdekten we de aanwezigheid 
van clusters binnen de grotere poriën en slaagden we erin deze uit de analyse te verwijderen. 
Verrassend genoeg vertoonden de clustervrije trajecten vrijwel dezelfde diffusiecoëfficiënten en was 
de duur van de tijdelijke trapping gebeurtenissen vrijwel gelijk voor alle bestudeerde poriedieptes. Dit 
stond in contrast met de hydrodynamische weerstand simulaties die we uitvoerden, waarbij werd 
voorspeld dat de diffusiecoëfficiënt aanzienlijk zou variëren met de 2D poriediepte. Hoewel meer werk 
nodig is om deze zeer intrigerende resultaten te begrijpen, kunnen we op dit moment concluderen 
dat dit probe-host-oplosmiddel systeem, op basis van de gemeten diffusiecoëfficiënt, niet geschikt is 
voor het onderzoeken van poriegroottes tussen 50 nm en 150 nm. 

De quantum-dot probes die in Hoofdstukken 4 en 5 werden gebruikt, zijn groter (diameter: ~14 nm) 
dan een significant deel van de poriën die typisch aanwezig zijn in hiërarchisch complexe poreuze 
katalysatoren. Daarom onderzochten we het gebruik van kleinere carbon-dot probes voor de 
verkenning van poriënruimte in Hoofdstuk 6. We slaagden erin de carbon-dot probes in te bedden 
met resorufin, waardoor hun fluorescerende eigenschappen en traceerbaarheid verbeterden. Dit 
stelde ons in staat om de carbon-dot vrije diffusie in een vloeistof met hoge viscositeit voor het eerst 
te volgen en hun grootteverdeling te bepalen. Hun kleine omvang (modus diameter: 2 nm) maakte 
het voor ons echter onmogelijk om ze binnen onze 2D model-porie te volgen. Echter, tijdelijke trapping 
gebeurtenissen konden worden waargenomen en gekwantificeerd, wat aantoont dat hun duur niet 
afhankelijk is van de poriegrootte. Bovendien konden we carbondots volgen binnen mesoporeuze 
silica deeltjes die ontoegankelijk waren voor de probes die in Hoofdstukken 4 en 5 werden gebruikt, 
wat hun potentieel aantoont om materialen met kleinere poriën te verkennen. Verder werden  
tijdelijke trapping gebeurtenissen van verschillende duur waargenomen op niet-beperkte 
oppervlakken met verschillende samenstellingen. Mogelijk kan deze parameter worden gebruikt om 
materialen met verschillende samenstellingen in kaart te brengen. Ten slotte suggereerde de 
confocale laser scanning microscopie beelden van met -carbon-dots geladen mesoporeuze silica 
deeltjes, dat het trapping gedrag ook kan worden aangepast via de pH-waarde van het systeem.
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