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The brain’s remarkable and efficient information processing capability is driving
research into brain-inspired (neuromorphic) computing paradigms. Artificial aqueous
ion channels are emerging as an exciting platform for neuromorphic computing,
representing a departure from conventional solid-state devices by directly mimicking
the brain’s fluidic ion transport. Supported by a quantitative theoretical model, we
present easy-to-fabricate tapered microchannels that embed a conducting network of
fluidic nanochannels between a colloidal structure. Due to transient salt concentration
polarization, our devices are volatile memristors (memory resistors) that are remarkably
stable. The voltage-driven net salt flux and accumulation, that underpin the concen-
tration polarization, surprisingly combine into a diffusionlike quadratic dependence
of the memory retention time on the channel length, allowing channel design for a
specific timescale. We implement our device as a synaptic element for neuromorphic
reservoir computing. Individual channels distinguish various time series, that together
represent (handwritten) numbers, for subsequent in silico classification with a simple
readout function. Our results represent a significant step toward realizing the promise
of fluidic ion channels as a platform to emulate the rich aqueous dynamics of the brain.

iontronics | neuromorphics | memristor | reservoir computing | nanofluidics

Neuromorphic computing aims to replicate the information processing of the human
brain, which is orders of magnitude more energy efficient than conventional computing
devices (1, 2). This is paramount as the unsustainable trend of energy consumption by
computers is growing at an exponential rate, driving investigations into brain-inspired
computing paradigms (3). To pursue brain-like information processing, a device structure
that goes beyond the conventional von Neumann architecture is necessary (4). To this
end, memristors (memory resistors) have emerged as promising artificial analogues to
biological synapses that enable brain-inspired circuit architectures (2, 3, 5–7).

Despite the successful implementation of memristors in various conventional
platforms, the vast majority of these devices consist (at least partially) of solid-state
components, rely on only a single information carrier (usually electrons or holes), and
only respond to electric driving forces (3, 7). These limitations contrast with the brain’s
nimble synapses, which can utilize both electrical and chemical signals by relying on
transport in an aqueous environment of various ionic and molecular species in parallel
(8). In light of this disparity, an emerging and exciting approach seeks inspiration
not only from the architecture of the brain, but also from its aqueous medium and
ionic signal carriers (9). These so-called iontronic devices employ ions moving in an
aqueous environment to carry information, offering the promise of multiple information
carriers, chemical regulation, and biointegrability (10). Consequently, various iontronic
memristors have been presented (11–14) that can exhibit synaptic plasticity features
(15, 16), and utilize chemical regulation (17, 18). Additionally, recent advancements
have been made in employing iontronic devices for signaling and computing, with
theoretical proposals (19–21), and demonstrations of traditional truth tables (22–24),
respectively. Despite these prospects, the development of aqueous neuromorphic devices
is still in its infancy and neuromorphic computing implementations remain a challenge
(10, 25, 26).

Here, we theoretically propose and experimentally realize the implementation of an
aqueous volatile memristor as a synaptic element for iontronic neuromorphic computing.
This device is stable over long periods of time, providing reliable and distinct responses to
temporal inputs, enabling its use as computing element. Additionally, device fabrication
is fast, cost-effective, and easy via a soft-lithography process that is almost free-shaping.
By constructing a channel of a certain chosen length, made easy by the flexible fabrication
process, we can design our channel to feature a specific timescale chosen from a
wide range, a desirable property of memristive devices (27). The volatile nature, i.e.,
decaying conductance memory when driving forces are removed, with adjustable memory
retention times makes our memristor a promising candidate for reservoir computing, a
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brain-inspired machine learning framework which has drawn
attention due to its capability of handling complex time series and
sequential tasks (28–33). We implement benchmark protocols of
classifying (handwritten) numbers that are encoded as temporal
signals. Our aqueous channels process the time series, distinguish-
ing them for subsequent in silico classification with a simple
readout function, performing (at least) comparable with more
conventional solid-state platforms employing similar protocols
(32–35).

Our iontronic device is understood through a quantitative
theoretical model that directly derives from continuum transport
equations and identifies an inhomogeneous ionic space charge
density, observed between the colloids (36), as (a general) main
ingredient to induce salt concentration polarization and conse-
quent ion current rectification (ICR). Moreover, our theory eluci-
dates how the voltage-driven net salt flux and accumulation, that
underpin the (transient) concentration polarization, surprisingly
combine into a diffusionlike conductance memory timescale
that quadratically depends on the channel length. Consequently,
the theory correctly predicts the voltage-dependent (dynamic)
conductance, thereby facilitating a great acceleration of the
experiments by pointing out the relevant signal voltages, signal
timescales, and suitable reservoir computing protocol.

The combination of i) a stable fluidic memristor that can be
designed to feature a specific memory timescale, made with ii) an
almost free-shaping and cost-effective soft-lithography fabrica-
tion process, iii) a theoretical model that quantitatively describes
and predicts the device dynamics, and iv) the implementation
of an aqueous iontronic device as an element for neuromorphic
computing, forms a significant advancement toward developing
iontronic devices that can facilitate the wealth of communication
pathways harnessed by the brain.

1. Fluidic NCNM Memristor: Theory and
Experiment

Our experimental system, as shown in Fig. 1A, consists of a
tapered microfluidic channel of uniform height H = 5 μm and
a width that linearly decreases over its length L = 150 μm from
2Rb = 200 μm at the broad base to 2Rt = 10 μm at the narrow
tip. The channel, which connects two deep reservoirs containing
an aqueous 10 mM KCl electrolyte, is filled with a rigid face-
centered cubic (fcc) crystal structure at a near-close-packed
volume fraction � ' 0.74 of charged silica spheres with radius
a = 100 nm and approximate surface charge density �c = −0.01
Cm−2. To form the colloidal structure, the colloids, dispersed in
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Fig. 1. Features and properties of our iontronic memristor through theory and experiment. (A) Schematic (Left) and pictures (Right) of the device. The channel
connects two reservoirs of aqueous KCl electrolyte and incorporates a rigid colloidal structure, forming a network of nanochannels between the colloids. (B)
Steady-state I–V curve observed in experiments (blue) and predicted by our theory (red), showing a similar current rectification property. (C) Dynamic I–V
curve in response to a sinusoidal voltage over the channel (Top, green). The theory (Bottom, red) and the experiments (bottom, blue) both exhibit a similar
pinched hysteresis loop. (D) Simplified schematic of synaptic signal transmission. An action potential triggers neurotransmitter release (not depicted) from the
presynaptic neuron (orange), binding to receptors on the postsynaptic neuron (yellow), potentially inducing ion transport and altering its membrane potential
(8). The dynamic channel conductance is analogous to the synaptic strength. (E) Current measurements (blue) when four consecutive 5 V pulses and five
read pulses (green) are applied. (F ) Short-term plasticity (STP) features observed in the channel (blue) and predicted by the theory, where we show the full
(numerical) solution for g(t)/g0 (red, dashed) and the measurements this would correspond to in the experiment (red, dots). Four consecutive voltage pulses
with Δt smaller than the channel’s memory retention time � leads to facilitation (Top) and depression (Middle) for pulses of 5 V and −2.5 V, respectively. The
short-term characteristic is clearly visible when Δt � �, in this instance no cumulative change in conductance is found (Bottom).
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a 70% ethanol solution, are injected into deep channel 1 (as in
Fig. 1A) of 100 μm height, filling the tapered shallow channel
up to the base through capillary action. The fluid halts at the
interface between the shallow channel and deep channel 2 due
to the Laplace pressure and consequently evaporates, promoting
nanoparticle self-assembly into a close-packed fcc. The device is
then dried and prepared for the experiments by filling it with
the aqueous electrolyte. The electrolyte in the space between the
colloids forms a conducting nanochannel network membrane
(NCNM) with pore spaces up to tens of nm in the tetrahedral
and octahedral holes of the fcc lattice. This connected porous
structure can support an ionic current I driven by a voltage drop
V over the length of the channel, defined as tip minus base voltage
(i.e., V = −Vapp). More system parameters and characteristics
are laid out in SI Appendix.

Some of us previously showed that these types of colloid-filled
microchannels are ionic diodes with excellent ICR ratios of up to
55 for the channels on which the devices in this work are based
(36), and even up to ∼1,600, the highest reported value at the
time, for a more recent version containing two colloidal structures
of opposite surface charge (37). The physical phenomenon
that underpins the ICR is the strong voltage-dependent salt
concentration polarization, hypothesized to be induced by an
experimentally observed inhomogeneous ionic space charge
density between the colloidal particles (36). Calculations on a
standard colloidal Wigner-Seitz cell model, presented in detail
in SI Appendix, show that a small (essentially invisible) variation
of order ∼1% in the colloidal packing fraction between base
and tip of the channel can alter the colloidal surface charge
density by several 10% for a fixed zeta potential. By assuming
macroscopic electroneutrality (38, 39), the ionic space charge
in the (thin) electric double layers of the charged colloids varies
similarly, thereby providing a natural explanation for the hitherto
unexplained ionic charge density profile. In order to theoretically
investigate the hypothesis that the inhomogeneous space charge
density is responsible for the ICR, we employ standard Poisson–
Nernst–Planck (PNP) equations for ionic transport to explain
that the inhomogeneous ionic space charge density indeed leads
to current rectification. Our theoretical framework, based on an
efficient slab-averaging approach in tapered channel geometries
(40, 41), is described below, while the detailed calculations can
be found in SI Appendix.

The PNP equations form an effective theoretical framework
to analyze ion transport in charged porous materials (42).
However, the complex three-dimensional geometric structure
of the NCNM, with features on length scales varying from
the colloidal surface-surface distance all the way up to the
channel length, introduces intricate numerical challenges for
fully spatially resolved solutions of the PNP equations. To
simplify, we consider slab-averages, i.e., the average along a
cross-section (38, 40, 41, 43, 44), of the electric potential
and the ionic concentrations in the porous structure between
the colloids. Although this sacrifices on nanoscale details, it
does account for the pinched electric field lines toward the
channel tip and for the spatial variation of the ionic charge
density. Through this method we reduce the three-dimensional
Nernst–Planck equation to a one-dimensional form, providing
an expression for the total salt and charge flux through the
channel. The divergence of the total salt flux qualitatively shows
that the experimentally observed inhomogeneous ionic space
charge density forms a source (sink) term of salt, resulting
in salt accumulation (depletion) upon a positive (negative)
applied voltage V . Quantitatively, a divergence-free steady-state

condition on the total salt flux provides a differential equation for
the voltage-dependent slab-averaged salt concentration profile,
which we solve analytically. By viewing the channel as a series of
conductive slabs, with the conductance of each slab proportional
to the (now known) voltage-dependent salt concentration,
we calculate the steady-state channel conductance g∞(V ) =
I(V )/V . This describes how an increase (decrease) in salt in the
channel at positive (negative) voltages makes the channel more
(less) conductive. Our theory thus quantitatively confirms the
experimental hypothesis that the ionic space charge distribution
results in salt concentration polarization and hence in current
rectification (36). Moreover, leveraging the general analytical
nature of our theory, we demonstrate that any inhomogeneous
ionic space charge density in generic channels (provided they
are well described by slab-averaged PNP equations) is the key
ingredient for a source-sink term of salt and thus for current
rectification, derived in detail in SI Appendix. Therefore we not
only provide a mechanistic insight as to how the space charge
leads to current rectification in the channel of present interest,
but this understanding could also explain current rectification
in channels with other sources of space charge densities and
with other geometries (23, 37). Furthermore, this insight may
provide inspiration for future design of devices that exhibit
current rectification.

In Fig. 1B we plot the predicted steady-state current (red) and
the experimentally observed current (blue), revealing a similar
current rectification. The experimentally observed ICR ratio of
11 is lower than one of our earlier (slightly more complicated)
microchannels (36); however, it is sufficient for this work and
we believe it will be straightforward to optimize our channel for
higher ratios in the future as higher ratios were already achieved
in similar channels (36, 37).

Up to this point, we treated the system in steady state. When
extending our view to the device dynamics we need to consider
the time it takes for ions to accumulate into or deplete out of the
channel. Utilizing our aforementioned expression for the total
salt flux through the channel V ′, we calculate the net flux V ′
into the channel upon a small applied voltage and find (see SI
Appendix for details) that  ∝ D/L, with L the channel length
and D the ionic diffusion coefficient. The contributions to the
net flux solely come from the conductive, i.e., voltage-driven,
flux term in the Nernst–Planck equation. The proportionality
to D/L is intuitive as the electric field strength in the channels
is proportional to 1/L and all flux terms are proportional to
the ionic mobilities and hence to D. With our expression for
the slab-averaged salt concentration profile, we also calculate the
total change in salt �V ′ upon applying the small voltage V ′, and
we find � ∝ L. This proportionality to L again is intuitive, as
the volume of the channel scales with L. The ratio �/ between
this total change in salt and net flux provides an estimate for the
concentration polarization timescale, given by

� =
L2

4D
�, [1]

where � ≈ 0.42 is an involved dimensionless number that
depends on the ratio of the channel widths Rt/Rb and on
the ratio of the internal space charge density at the tip and
the base (full expression in SI Appendix). Eq. 1 shows that
� is a diffusionlike time, which is remarkable as no diffusion
terms from the Nernst–Planck equation go directly into the
derivation of Eq. 1. Nevertheless, from the aforementioned
intuitive dependencies on D/L and L of the net salt flux and
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total change in salt, respectively, we surprisingly do retrieve a
diffusionlike timescale from a voltage-driven process. Inserting
our present system parameters, including D = 1.45 μm2 ms−1,
yields a memory timescale of � = 1.62 s.

With the steady-state conductance g∞(V ) and the conduc-
tance memory timescale �, we formulate our theory for the
time-dependent channel conductance g(t) resulting from a time-
dependent voltage V (t). We intuitively expect g(t) to relax
toward the instantaneous static conductance g∞(V (t)) on a time
scale �, with a vanishing rate of change dg(t)/dt once g(t) =
g∞(V (t)). We employ a simple equation of motion (which we
more rigorously support in SI Appendix) that characterizes this
relaxation process and write

dg(t)
dt

=
g∞(V (t))− g(t)

�
; [2]

I(t) = g(t)V (t), [3]

where Eq. 2 is a form that was also successfully applied in previous
studies on various memristors (18, 20, 41, 45) and Eq. 3 is Ohm’s
law.

To demonstrate the memristive properties of our device we
impose a sinusoidal voltage V (t) of amplitude 5 V and frequency
f = 0.1 Hz as shown in Fig. 1C, green. The resulting current–
voltage (I–V ) diagram is shown in Fig. 1C, blue, where a
clear pinched hysteresis loop is observed, the hallmark of a
memristor (46). This loop features a pronounced memory effect
(i.e., more open hysteresis loop) compared to various fluidic
memristive devices (12, 17, 18, 47), allowing for a wide range
of comparatively high conductances. Moreover, in Fig. 1C, red,
we see that our theory shows good agreement with experimental
findings.

Memristors are recognized as artificial analogues to synapses,
the connections between neurons (6). In neuronal communica-
tion, the change in membrane potential of a postsynaptic neuron,
triggered by an influx of ions in response to a signal from a
connected presynaptic neuron, is a measure for the synaptic
connection strength (8). Similarly, our device’s measured ion
current, also a result of ion flux through a membrane, draws a
parallel between the channel’s conductance and synaptic strength
in neurons, as schematically depicted in Fig. 1D. A crucial
aspect of neuronal functioning is STP, which allows neurons
to adjust their synaptic strength in response to recent input
history, being of key importance in information processing
(48). STP involves changes in the synaptic strength that decay
over timescales ranging from milliseconds to minutes, where an
increase of the synaptic strength is called (short-term) facilitation
and a decrease (short-term) depression (48–50). To demonstrate
that our fluidic memristor can mimic these aspects of neuronal
STP, we apply four consecutive positive and negative “write-
pulses” of 5 V and −2.5 V, respectively, with a 0.75 s duration,
separated by intervals of Δt = 0.75 s < � smaller than the
memory retention time �. The asymmetric 5 V and −2.5 V
voltages helped optimize the conductance response. We measure
the channel conductance by applying small and short “read-
pulses” of −1 V and duration 50 ms after each write-pulse. In
Fig. 1E we show the current measurements (blue) when four
5 V write-pulses and five −1 V read-pulses (green) are applied,
with energy consumption of ∼1–10 μJ for the write-pulses and
∼10–100 nJ for the read-pulses. The read-pulses are converted
to the measured channel conductances shown in Fig. 1F. As
illustrated in Fig. 1F, blue, our fluidic memristor exhibits both
facilitation (top graph) and depression (middle graph), hence
replicating the characteristic features of neuronal STP. These

results are the average of three devices with two measurements
per device, each showing quantitatively similar behavior. In
Fig. 1F (bottom graph) the short-term character of the response
is prominently visible when the interval between the pulses is
much longer than the typical memory retention time � and no
cumulative change in conductance is observed. Our experimental
findings are mostly in good agreement with Eq. 2 shown in
Fig. 1F, red, the only notable discrepancy being that the measured
strength of depression is weaker than predicted. The overall
agreement emphasizes the robustness and predictive power of
the theoretical model in quantitatively characterizing the device
properties.

To reliably perform neuromorphic reservoir computing our
devices need to repeatedly produce the same response to signals.
In Fig. 2, we demonstrate the stability and reproducibility of our
device by applying 50 subsequent cycles of four write-pulses of
−2 V and 5 V, respectively, taking roughly 30 min to complete.
The resulting current, averaged over all 50 cycles (blue), shows
a narrow spread with a SD (blue-gray) of at most ∼7%. In
SI Appendix, we present additional measurements, including 26
cycles over 4 h for all 16 different four-pulse voltage trains,
reliably finding a similar conductance modulation each cycle
with conductance SD of typically a few % and no more than
∼10%. As fabrication is fast and easy, we normally constructed
new devices for new sets of experiments. However, devices were
in fact stable enough to be reusable, but did dry out if kept for
long with our current way of storing, requiring cleaning the salt
residue before using again. The device stability is an important
feature that enables it to reliably distinguish a large number of
different time series, underpinning the reservoir computing, as
we discuss later.

The typical timescale � over which the conductance memory is
retained is an important property of memristive systems and the
ability to incorporate a wide range of timescales is desirable (27).
As per Eq. 1, we predict that the memory timescale of a device can
freely be chosen from a wide range of options by constructing
it with the appropriate length L or radii Rt/Rb, here we focus
on the L-dependence. The prediction that � is determined
by a diffusionlike time ∝ L2/D, despite the channel being
voltage driven, forms a specific, nontrivial, and easily falsifiable
prediction. To test this we fabricated channels of lengths 50, 100,

Fig. 2. Stability of our NCNM memristors. Averaged current (blue) measured
over 50 subsequent voltage pulse train cycles, taking roughly 30 min. Each
train consists of four write-pulses, of −2 V and 5 V, respectively, interspersed
with five read-pulses of 1 V. All cycles showed essentially the same behavior,
producing a spread with SD for each current measurement around the
average of maximally ∼7% (blue-gray), demonstrating the device stability.
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50 μm 100 μm 150 μm A B C D

Fig. 3. Voltage-driven concentration polarization occurs over a diffusionlike timescale. Experimental I–V curves for channels of length (A) 50 μm, (B) 100 μm,
and (C) 150 μm for a sinusoidal potential with amplitude 5 V and frequencies of 0.1 Hz (magenta), 0.215 Hz (cyan), and 0.9 Hz (orange). Measurements were also
conducted for intermediate frequencies of 0.01, 0.05, 0.075, 0.1, 0.125, 0.175, 0.215, 0.255, 0.6, 0.9, 1.2, and 2 Hz, shown in SI Appendix. (D) Memory timescale
� for all channels determined by the frequency fmax for which the enclosed area inside the loop is maximal via the relation 2�fmax� = 1 (51). The measured
frequencies around each fmax yield upper and lower bounds, shown here as error bars.

and 150 μm and determined for all three at which frequency
fmax of an applied sinusoidal voltage the area enclosed in the
hysteresis loop in the I–V diagram is maximal. Using the relation
2�fmax� = 1, we can find an estimate for the timescale � (51), and
check whether � ∝ L2. The natural relation 2�fmax� = 1 entails
that maximal hysteresis is observed when the voltage changes over
the typical memory time �, i.e., providing enough time for the
conductance to change, but not enough to reach its steady-state.
We mathematically derived this relation for general memristors
described by Eqs. 2 and 3 when a sinusoidal voltage is applied
(51). Additionally, since the equilibrium channel conductance is
inversely proportional to the channel length g0 ∝ 1/L we expect
the overall current, and thus the overall loop area, to decrease for
longer L at the same voltage. In our experiments, we indeed find
that channels of different lengths respond to different frequencies,
and show overall decreasing conductances for increasing L, as
can be seen by the various hysteresis loops in Fig. 3 A–C. By
comparing the different values for fmax we not only confirm
that f −1

max ∝ L2, but that quantitatively we have good agreement
with the theory. Thus, by manufacturing channels of different
lengths, facile via the flexible fabrication process, a wide range of
memory timescales can be achieved. Therefore our device offers
a versatility important for tasks that require processing of signals
over various timescales (27).

2. Aqueous Reservoir Computing

The short-term memory properties of our fluidic memristor,
with a memory retention time that can easily be chosen for each
device from a wide range of options as shown in Fig. 3, make
it a promising candidate for performing reservoir computing, a
brain-inspired framework that leverages a fixed dynamic network,
or “reservoir,” to transform complex temporal input data into an
output that can be easily classified (31). Unlike traditional neural
network approaches, where the full network needs to be trained,
in reservoir computing only a comparatively simple read-out
function (here a single-layer neural network) that classifies the
output of the reservoir requires training (28). These properties
have driven interest in reservoir computing for analyzing a variety
of temporal signals (28, 30). Generally, a device needs two
properties for it to be applicable in reservoir computing, i) a
short-term memory and ii) nonlinear dynamics (30), which our
device satisfies as shown in Fig. 1F.

To demonstrate the reservoir computing capabilities of our
fluidic memristor, we carry out an established benchmarking
protocol of classifying handwritten numbers using reservoir

computing (32, 33). To build up to this, we first employ a
standard method of separating 4-bit strings and show that our
memristor already performs remarkably well at this initial task
compared to previous results using more conventional platforms
(34, 35). All 24 = 16 combinations are translated into a series
of voltage pulses with a duration of 0.75 s, separated by intervals
of 0.75 s, where a 0 and a 1 correspond to a voltage of −2.5 V
and 5 V, respectively. In theory, applying the voltage pulse trains
should yield 16 distinct conductance time traces g(t) shown
in Fig. 4 A, Top, effectively mapping the 16 possible input
patterns onto the 16 different conductance values after the fourth
pulse, purely by virtue of the device properties. Excitingly, when
we apply this protocol in experiments we find the predicted
16 distinct conductance signatures as shown in Fig. 4 A,
Bottom, featuring the exact same ordering of conductance values
and quantitatively similar changes in conductances, once more
highlighting the predictive power of the theory. To obtain Fig. 4
A, Bottom, all 16 different voltage pulse trains were repeated twice
on three different devices, producing six measurements in total
and yielding the average conductances shown in Fig. 4 A, Bottom.
All six runs displayed essentially the same behavior, producing
a spread of conductances after the fourth write-pulse for each
pulse train, with SD of around g/g0 ∼ 0.06 to 0.26 (complete
list in SI Appendix). Individual device variability is lower, with
typically SD of several g/g0 ∼ 0.01 and no more than 0.16. As we
perform an analog computing method, rather than discrete logic,
the possible overlap between measured conductances is not an
issue and the various time series can reliably encode (handwritten)
numbers, as we show next.

To illustrate how the results shown in Fig. 4A can be leveraged
to classify more complex data inputs with an explanatory
example, let us consider the simple single-digit numbers 0 to
9, represented by black and white 4 × 5 pixel images. By
converting a row of 4 pixels to a string of bits by letting a white
pixel correspond to a 0 and a black pixel to a 1, we can encode
the entire image with five strings of 4 bits, as shown in Fig. 4B
for the number 2 (other digits are shown in SI Appendix). These
bit-strings then generate five distinct signature outputs, as we saw
in Fig. 4A. A single-layer fully connected 5 × 10 neural network
is then trained in silico to classify the five measured conductances
as numbers. This protocol is schematically illustrated in Fig. 4C.
Other types of simple readout functions could possibly also
suffice. We trained our read-out network in silico using the results
shown in Fig. 4 A, Bottom. To incorporate the (device-to-device)
variability, each individual pulse was subject to some noise newly
drawn from a normal distribution with mean 0 and SD given by
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Fig. 4. Our iontronic memristor as a reservoir computing element. (A) Theoretical prediction (Top) and experimental observation (Bottom) of the relative
change in conductance as a response to the 24 = 16 different possible bit-strings, where a “0” and “1” correspond to pulses of −2.5 V and 5 V, respectively.
Three separate devices were used to find the average conductance and typical variation in response to each unique voltage train. (B) Depiction of how a “2” can
be transformed into five distinct bit-strings (other digits are depicted in SI Appendix). (C) Schematic of how the number 2 from (B) is translated to 5 voltage trains,
yielding 5 conductance values after the fourth (last) pulse. The conductances and variabilities from (A) were then used to train a single-layer fully connected
5 × 10 neural network in silico, that converts the conductances to a classification of the number 2. (D) Nine examples of handwritten numbers from the MNIST
database (52), where the (originally 28 × 28 pixel) images are trimmed to 20 × 22 pixel images, the grayscales are rounded to either white or black pixels and
then the image is segmented into 110 bit-strings. (E) The loss function (mean squared loss) during training per training round when the experimentally found
noise, which is experimentally quantified using the (device-to-device) variabilities found in our result in (A), of the devices is not taken into account (orange)
and when it is taken into account (blue). (F ) The confusion matrix on a test set of 2,000 samples, showing an overall accuracy of 81%, comparable with recent
reported results using more conventional platforms (32, 33).

the experimentally determined SD for that specific voltage train.
During training, we repeated this process 100 times for each
of the numbers 0 to 9, achieving perfect classification of all 10
digits with noise-free inference measurements. If we also take the
noise into account during inference, we still achieve an overall
accuracy of 95%, highlighting the system’s robustness against
noise. Note that actual training is only performed on a simple
and small neural network, that would otherwise not be capable
of handling temporal inputs, while the “hard” work of separating
the time-dependent signals is handled by the internal physics of
our fluidic memristor. Ultimately, this successful classification of
simple digit images serves as an explanatory proof-of-concept for
the broader application of performing complex time-dependent
data analysis tasks.

Building on our previous experiments with classifying simple
digit images, we go a step further by classifying handwritten
numbers from the well-known MNIST database. This database
contains a large dataset of 28 × 28 pixel images of handwritten
numbers and has become a standard dataset to test and demon-
strate the classification capabilities of machine learning methods
(52). We first converted each image into a 20 × 22 pixel black
and white image by trimming the edges off and rounding the
grayscales to either black or white pixels, as depicted in Fig. 4D.
Each image was then sectioned into pixel rows of four pixels,
which can be encoded with a voltage pulse train as outlined
before, leading to a total of 110 conductance states per image.
The readout function consists of a single-layer fully connected

110×10 neural network, trained on a dataset of 20,000 samples.
The training incorporated the conductance response and device-
to-device noise using the results shown in Fig. 4A, with the noise
taken into account like we did for the classification 4 × 5 pixel
digits. The noise hardly had any effect on overall accuracy, as
can be seen by the nearly identical decrease of the loss function
during training in Fig. 4E. Via this rudimentary straightforward
protocol, we achieved an accuracy of 81% on a test set of 2,000
samples, comparable with earlier reported accuracies of 83%
and 85.6% resulting from the same protocol using solid-state
memristors (32, 33). In Fig. 4F the classification is schematically
depicted in a confusion matrix, where we see how often each
combination of true and predicted numbers occurred in the
test set.

Our successful implementation of an aqueous iontronic device
as a synaptic element for reservoir computing with a performance
that is (at least) on par with more traditional platforms (32–35)
is a promising demonstration of the potential that our fluidic
platform offers for brain-inspired computing. The functionality
extracted from our simple devices is remarkable, obviating the
need for complicated circuits to distinguish the various time
series of interest here, instead relying on the stable conductance
modulation of individual devices. Consequently, as we advance
toward circuits integrating multiple coupled NCNM devices, we
anticipate that the robust individual device properties demon-
strated here will enable the realization of expanded functionalities
with relatively simple circuits.

6 of 8 https://doi.org/10.1073/pnas.2320242121 pnas.org

D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//w

w
w

.p
na

s.
or

g 
by

 "
U

T
R

E
C

H
T

 U
N

IV
E

R
SI

T
Y

 L
IB

R
A

R
Y

 , 
D

V
 E

C
O

L
 B

. F
. S

. G
."

 o
n 

A
pr

il 
25

, 2
02

4 
fr

om
 I

P 
ad

dr
es

s 
13

1.
21

1.
10

4.
21

3.

https://www.pnas.org/lookup/doi/10.1073/pnas.2320242121#supplementary-materials


3. Discussion and Conclusion

We implemented a fluidic iontronic volatile memristor as a
synaptic element for neuromorphic reservoir computing, while
the device relies on the same aqueous electrolyte medium and
ionic signal carriers as biological neurons. Our memristor consists
of a tapered microchannel that features a conducting network of
nanochannels embedded in a rigid colloidal structure, forming
a NCNM. Device fabrication is fast, cost-effective, and easy
via an almost free-shaping soft-lithography process. The trait
that underpins the conductance memory effect of the channel
is its steady-state diode behavior, for which NCNM devices
have shown excellent performance (36, 37), translating into a
wide range of achievable conductances. Additionally, our device
exhibited stable and reliable (dynamic) conductance modulation,
enabling its use as a computing element. Moreover, the quadratic
dependence of the memory timescale on the channel length offers
a straightforward method to design a channel to feature a specific
timescale, a sought-after feature for advancing neuromorphic
computing capabilities (27).

Our memristor is inspired and supported by a comprehensive
theory directly derived from the underlying physical equations
of diffusive and electric continuum ion transport. We exper-
imentally quantitatively verified the predictions of our theory
on multiple occasions, among which the specific and surprising
prediction that the memory retention time of the channel
depends on the channel diffusion time, despite the channel
being constantly voltage-driven. The theory exclusively relies
on physical parameters, such as channel dimensions and ion
concentrations, and enabled streamlined experimentation by
pinpointing the relevant signal timescales, signal voltages, and
suitable reservoir computing protocol. Additionally, we identify
an inhomogeneous charge density as the key ingredient for
iontronic channels to exhibit current rectification (provided they
are well described by slab-averaged PNP equations). Conse-
quently, our theory paves the way for targeted advancements
in iontronic circuits and facilitates efficient exploration of their
diverse applications.

For future prospects, a next step is the integration of multiple
devices, where the flexible fabrication methods do offer a clear
path toward circuits that couple multiple channels. Additionally,
optimizing the device to exhibit strong conductance modulation
for lower voltages would be of interest to bring electric potentials
found in nature into the scope of possible inputs and reduce
the energy consumption for conductance modulation. From a
theoretical perspective, the understanding of the (origin of the)
inhomogeneous space charge and the surface conductance is still
somewhat limited. These contain (physical) parameters that are
now partially chosen from a reasonable physical regime to yield
good agreement, but do not directly follow from underlying
physical equations. We also assume that the inhomogeneous
ionic space charge distribution is constant, while it might well
be voltage-dependent. Last, our theoretical model treats the
complex porous structure in terms of slab-averages, thereby
possibly missing out on detailed features. These constraints of

the theoretical model could account for some of the discrepancies
between theory and experiment, which is notable in the steady-
state current in Fig. 1B and the decrease in conductance in
Fig. 1F. For the purposes of this work, our current approach
is sufficient, however, a more in-depth study could offer a
more profound understanding of the interesting features of the
channel.

In conclusion, in order to narrow the gap between the
promise of aqueous iontronic neuromorphic computation and
its implementation, our work demonstrates the capabilities of
a fluidic memristor by employing it as an artificial synapse
for carrying out neuromorphic reservoir computing. Temporal
signals, in the form of voltage pulse trains, that together represent
(handwritten) numbers were distinguished by individual chan-
nels for subsequent in silico classification with a simple readout
function, demonstrating (at least) comparable performance to
more conventional solid-state platforms (32–35). Additionally,
the device is fabricated with a cost-effective easy soft-lithography
process. The achieved computing properties are inspired and
supported by a quantitative predictive theoretical model of
the device dynamics. Consequently, our work establishes a
solid foundation, both theoretically and experimentally, for
future investigations into fluidic memristive systems and their
application in aqueous neuromorphic computing architectures,
paving the way for computing systems that more closely resemble
the brain’s fascinating aqueous processes.

Materials and Methods

The fabrication of microchannel and formation of the NCNM for the fluidic
memristor is similar to previously reported methods (36, 37) and is described
in SI Appendix in detail. A master for multilayered channels (target heights are
5 μm for shallow channel and 100 μm for deep) was created using a multistep
UV exposure with negative photoresist (PR, SU-8 2005, 3050, Microchem Co.).
After surface treatment of the master with (3,3,3-trifluoropropyl)silane (452807,
Sigma-Aldrich) for easy separation, Polydimethylsiloxane (PDMS, Sylgard, Dow
Corning Korea Ltd., Korea) was poured and cured by heating. The detached
PDMS device was bonded with a slide glass. The formation of NCNM was formed
by a self-assembly of homogeneous nanoparticles with negative surface charge
in the desired shallow channel using Laplace pressure to halt the solvent at the
base and evaporation of solvent. A close-packed fcc was formed by the growth
of the ordered lattice induced by the evaporation.

Data, Materials, and Software Availability. All study data are included in
the article and/or SI Appendix.
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