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External validation of the discriminative ability of prediction models is of key
importance. However, the interpretation of such evaluations is challenging,
as the ability to discriminate depends on both the sample characteristics (ie,
case-mix) and the generalizability of predictor coefficients, but most discrim-
ination indices do not provide any insight into their respective contributions.
To disentangle differences in discriminative ability across external validation
samples due to a lack of model generalizability from differences in sample char-
acteristics, we propose propensity-weighted measures of discrimination. These
weighted metrics, which are derived from propensity scores for sample member-
ship, are standardized for case-mix differences between the model development
and validation samples, allowing for a fair comparison of discriminative ability
in terms of model characteristics in a target population of interest. We illustrate
our methods with the validation of eight prediction models for deep vein throm-
bosis in 12 external validation data sets and assess our methods in a simulation
study. In the illustrative example, propensity score standardization reduced
between-study heterogeneity of discrimination, indicating that between-study
variability was partially attributable to case-mix. The simulation study showed
that only flexible propensity-score methods (allowing for non-linear effects)
produced unbiased estimates of model discrimination in the target population,
and only when the positivity assumption was met. Propensity score-based stan-
dardization may facilitate the interpretation of (heterogeneity in) discriminative
ability of a prediction model as observed across multiple studies, and may guide
model updating strategies for a particular target population. Careful propensity

score modeling with attention for non-linear relations is recommended.
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1 | INTRODUCTION

Prediction models provide estimates of absolute risk that a particular health status is present (diagnosis) or will occur in
the future (prognosis).! The development of prediction models has seen a rapid growth in medicine. Unfortunately, many
prediction models perform worse when tested (ie, validated) in or applied to new individuals.>® Common reasons for
inaccurate predictions for new individuals are the violation of model assumptions, omission of important predictors, poor
handling of missing data in the development or validation data and, in particular, overfitting of the developed model.®
The performance of model predictions may also be affected by the (lack of) representativeness of samples in view of the
target population. For instance, datasets for validation may have differences (compared to the target population) in patient
characteristics (case-mix), in predictor and outcome measurements, and in (the presence of) measurement error, thereby
affecting prediction model performance across validation samples.!%13

It is widely advocated that when researchers develop a new prediction model, they explore whether its predic-
tions are sufficiently accurate across different validation samples from the target population.!#'¢ The model’s predictive
performance is therefore assessed in new samples that have not been used during its development (so-called external vali-
dation).10-11:17-20 To facilitate investigation of model performance, researchers developing a novel prediction model ideally
collect individual participant data (IPD) from two or more settings, institutes or even predesigned (validation) studies.'®
One (or more) data set can then be used for model development and the remaining studies for external validation pur-
poses. Results from the validation study are then used to confirm whether the model is adequate or to recommend certain
revisions prior to its implementation in practice for (a) particular target population(s). Clearly, the choice of appropriate
data for the purpose of validation is no trivial task. Important characteristics that affect such a decision include sample
size, availability of predictors and outcome, and representativeness of the study population with respect to the target pop-
ulation in which the model will be used. If the validation sample does not fully represent the target population, estimates
of model performance may be misleading. Although it is clearly preferable that a prediction model is validated in a large
and representative sample from the target population, such data are not always available. Nonetheless, validation sets
from populations sufficiently related to the target population may still provide the required information. Therefore, the
question we here consider is how we can use validation data sets that are not fully representative of the target population
of interest for the purpose of prediction model validation.

When pursuing an external validation study that is not fully representative of the target population, changes in model
performance with respect to the development study should be interpreted with caution. Decline in a prediction model
performance measure does not necessarily imply that the model coefficients (eg, predictor weights) are not generaliz-
able to the target population. In particular, discriminative ability may drop if the validation sample is considerably more
homogeneous than the development sample, even if the model generalizes well:?! it is simply more difficult to discrimi-
nate amongst participants that are similar to each other. Likewise, adequate performance upon external validation does
not necessarily imply that the model transports well to the target population, as this requires some degree of consistent
model performance across multiple validation samples with different case-mix which may not have been fully reflected in
the external validation data at hand.!%!! The interpretation of prediction model performance becomes particularly chal-
lenging in IPD meta-analysis, where studies may differ in eligibility criteria, measurement methods and so forth. The
presence of between-study heterogeneity is a common concern in meta-analysis of prediction model performance, and
obfuscates to what extent the model is actually generalizable.

To disentangle the possible sources of variability in prediction model performance across multiple validation studies, it
has been recommended to quantify the relatedness between the development and validation samples.? This allows for the
isolation of changes in performance that can only be attributed to the use of regression coefficients that lack transporta-
bility, thereby guiding which type of model revisions may be necessary. An alternative approach that has been suggested
is the model-based concordance measure, which can be used to quantify of the effect of case-mix on discriminative
ability.?%2

Further, for cases when IPD from both development and validation samples are available, Debray et al proposed to
develop a so-called membership model (not to be confused with the actual prediction model),? which calculates the prob-
ability that an individual belongs to the development or validation sample. The concordance index of this membership
model reflects the degree of (dis)similarity of the development and validation samples and can be used to identify whether
the evaluation of a particular model’s performance is likely to be affected by case-mix differences.>* In this article, we
build on this membership model framework and consider the use of propensity score weighting methods to standard-
ize prediction model concordance measures for a particular target population. These concordance measures may be
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estimated in one or more validation samples from settings and populations that are different from but related to the
intended target population, as well as at least one sample from the intended target population.

Our proposed weighting methods are derived from well-known epidemiological approaches to standardizing samples
with respect to their covariate distributions.?*?> Such standardization may help researchers to interpret differences in
discriminative ability at external validation (as compared to the development sample or to other validation samples) and
identify the usefulness of specific model updating or revision strategies. This usage of propensity-based standardization
can also be conducted when IPD from multiple samples are readily available, which appears particularly useful in an
individual participant data meta-analysis (IPDMA) or when using a large electronic healthcare database that includes
multiple data sets (clusters) that can be used for model development validations.

IPDMA and routinely collected clustered healthcare data sets are used increasingly often to develop new predic-
tion models and to assess their performance in external data.?®?’ Often, the studies from an IPDMA differ in design
and participant characteristics, and may not always adequately represent the population where the model will eventu-
ally be implemented. It is, for instance, possible that some data sets were obtained from randomized trials, or comprise
patients from earlier time periods. Even though these data sets can still be used to inform prediction model develop-
ment, performance estimates derived from these data sets can be misleading if no effort is made to adjust for their poor
representativeness of the target population.

We have recently suggested to use propensity scores to assist external validation of clinical prediction models.?®?° This
article explores the untapped value of propensity-based standardization in the validation of clinical prediction models
using IPD from two or more sources (studies or another form of clusters). We aim to provide metrics of discriminative abil-
ity that are adjusted for case-mix variation, and to test statistical properties of this methodology. In Section 2, we present
propensity-based standardization methods in the context of clinical prediction models as well as propensity-standardized
validation measures, in Section 3 we describe a motivating example with illustrative data from multiple studies on the
diagnosis of deep vein thrombosis (DVT), in Section 4 we provide a simulation study to assess the proposed methods, and
finally Section 5 provides a discussion of our results.

2 | PROPENSITY SCORE STANDARDIZATION AND CLINICAL
PREDICTION MODELS

Propensity score methods were initially proposed for the estimation of causal (eg, treatment) effects in non-randomized
data.?* Clinical prediction models typically do not aim to provide a causal explanation®3! and therefore do not (strictly)
require the incorporation of treatment propensity scores.3? Although it is possible to account for received treatments dur-
ing the development and validation of prediction models,**** we propose a different use of propensity score methods. In
particular, when IPD from multiple settings or populations are available to the researcher, one can estimate the probability
that a certain individual is a member of a certain sample. Provided that at least one sample is from the prediction model’s
target population, these propensity scores can then be used to standardize the available samples with respect to that spe-
cific target population. This target population could for instance be captured by a specific data source (eg, the development
sample of the prediction model), or represent an amalgamation of multiple data sources. By adopting propensity-score
methods to standardize the available validation samples, we can facilitate the interpretation of a particular model’s dis-
criminative ability in the intended target population, even when those validation samples do not fully reflect the target
population of interest. In other words, we use propensity scores to make the validation sample(s) exchangeable with a
sample (or multiple) from the target population.

2.1 | Standardization to membership propensity scores

For individual i, we define the membership propensity score, ms,(j), as the conditional probability of being member of
study samplej,j=1, ... ,J:

ms,(j) = Pr(S; = j|Xp), €))
where S; is a random variable denoting the study sample of individual i, and X; = (Xj, ... , Xg) denotes a vector that con-
tains the individual’s values for predictor r,7 =1, ... ,R. In an analysis of J study samples, we have S; € (1,2, ... ,J).
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Additionally, let s; denote the study sample to which individual i actually belongs, such that the propensity score
ms,(S; = s;) quantifies the conditional probability of individual i being member of its originating sample. Further, in all
cases, by definition, Zj mg,(j) = 1, for each i. As a result, taking sample J as the reference sample, the propensity score
mg,(j) can be estimated by a multinomial logistic regression model:

exp(¢; + v, Xi)
7-1 for j#J,
ms, () =9 1+ X"y exp(dn + ¥},.X0) @)
1/ <1 + Yy exp(dn + }';lXi)> for j =1,

where Yj= (rj1, .- »7r) denotes the coefficients for X, ... , X in the jth linear predictor. In the presence of only two
study samples, that is, J = 2, Equation (2) reduces to the binary logistic regression model.

It may be common that the differences between study samples are non-linear (on the scale of the linear predictor) in
nature. For instance, suppose we have multiple observational study samples of participants of all ages and one sample
from a randomized trial that includes only middle-aged adults. A logistic model with a linear term for age would not be
able to discriminate between participants from the trial vs observational studies, as both the high and low values for age
would be indicative for membership of an observational study. To capture this association, a nonlinear term would be
necessary.> As the true differences between the validation sample and the target population can be highly nonlinear, we
advocate that a flexible modeling approach is used, for instance by the use of spline functions, piecewise polynomials or
artificial neural networks.3® Here, we model:

eXp(@) + Ty Zme Vi Xir) for j#7
ms,() =31+ Xy eXP<¢h + Zlezleyhrmﬂm()(ir)) (3)
1/ (1 + 2{1;11 eXP<¢h + Zf:lzjr\rz/lzlthMﬁm()(ir)>> for j =1,

where f,,(.) represents m,m = 1, ... , M, non-linear functions. In a way akin to the use of propensity scores for causal
inference,” the membership propensity score m; (j) can subsequently be used to construct the standardization weight
with respect to sample j:

ms, (j)

ms,(s)

“

wi(j, si) =

For instance, consider that a prediction model was developed using data from an observational study (sample b) and is
subsequently validated using EHR data from a certain hospital (sample a). Although both the development and validation
sample may contain individuals from the model’s target population, it may occur that the validation sample captures a
population with a wider age range, or that the validation sample contains proportionally fewer children, or any other
subgroup. Then, the (case-mix) diversity of the target population as reflected by the original development sample may
not be well represented by the validation sample. Estimates of prediction model discriminative ability from validation
sample a may therefore be misleading if no account is made for the case-mix differences with respect to sample b from
the target population. For this reason, we can standardize the distribution of sample a with respect to sample b, such
that the weighted validation sample a better represents the target population of sample b. Thereby, this enhances the
interpretation of subsequent discriminative ability estimates from the validation sample. For individuals from sample a,
we assign the following weights:

ms,(b)
wi(b,s; = a) = : (5)
mg,(a)
Conversely, for individuals from sample b, the weights are defined as:
mgs (b)
: b’ ;= b = ! = 6
wi(b,s5; = b) mis,0) (6)
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These weights are derived from standardization weighting methods described in the causal inference literature,
commonly referred to as “inverse probability weighting” or “standardized mortality ratio” weighting.>”® (In inverse
probability weighting, the numerator is the propensity of belonging to any of the studied samples; that is, the numerator
equals }; ms (j) = 1 instead of ms,(j).)

We note that this method requires that the sample that is to be standardized fully captures the domain of the
distribution of participant characteristics in the target population with non-zero probability. Propensity score methods
are used to weight observed samples. As such, they can down-weight overrepresented groups and up-weight underrepre-
sented groups. However, if a certain subgroup is not represented in the validation sample (hence violating the positivity
assumption as referred to in the propensity score literature), it cannot be up-weighted.

Further, the proposed method may also be useful when multiple validation samples are available, and one sample
originates from the target population. The other validation samples can then be standardized with respect to the sample
from the target population.

2.2 | Validation of prediction models in standardized samples

After the weights are defined, propensity score methods can be used to standardize the discriminative ability estimates in
external validation samples with respect to the sample of the target population (eg, the original development sample). By
removing the difference in case-mix, this approach may help to interpret estimates of prediction model discrimination in
external validation studies with respect to the original development sample. In other words, prediction model discrimina-
tion is adjusted for differences in case-mix, which may help to identify causes of poor transportability that cannot directly
be attributed to case-mix differences, such as model coefficients that do not generalize to different settings. For instance,
when data from a randomized controlled trial (RCT) are available for validating an existing model that was developed in a
data from an observational study, it may be more difficult to discriminate between trial patients with and without the out-
come due to the stricter inclusion criteria and thus reduced case-mix variability.?1*® The estimated discriminative ability
in the RCT data would then be a biased estimate of the discriminative ability of the model in the model’s intended target
population. Propensity score methods may help to appreciate and even alleviate this issue by standardizing the valida-
tion samples according to the case-mix distribution of the targeted population. Then, any remaining differences (beyond
chance) in discriminative ability estimates across the validation samples can be attributed to reasons other than case-mix
variation. In the cases of our applied example and simulation study, the case-mix distribution of the target population is
represented by the development sample, but does not need to be the case. For instance, in an IPDMA the target popula-
tion may be captured by one or more validation study samples. If the samples (say b, ¢, and d) of the target population are
truly different, this would require one to define a mixture distribution and to construct the sample for the target popula-
tion by merging individuals from these samples b, ¢, and d with a weight that is a function of their propensity to belong
to the target population.

Below, we describe how measures of prediction model concordance can be standardized with respect to differences
in case-mix between samples. We use the original development sample as the target of standardization, such that any
remaining discriminative ability differences between the development and validation sample can be interpreted as a
consequence of model coefficients that do not generalize to the population from which the validation sample is drawn
(and therefore a lack of model transportability).

2.2.1 | Standardized concordance statistic

Discrimination can be assessed with the concordance (c)-statistic (or area under the receiver operating curve, AUC). For
a randomly selected patient i,,i, € (1, ... ,N;), with the outcome and a randomly selected patienti_,i_ € (1, ... ,N_),
without the outcome, the c-statistic estimates the probability that patient i, has the highest predicted probability p;; of
the outcome. The c-statistic for binary outcomes can be described as:

L NN
Z ZI(Pi+ > pi-), (7

c= ——
N.N- i,=1i_=1

where I(p;; > p;-) is an indicator function that takes the value 1 if p;; > p;— and 0 in all other cases. Optionally, it may
take the value of 0.5 if p;; = p;_, such that no excessive penalty is given to ties.
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We propose to apply a weighting procedure to the c-statistic, similar to precedents.***! We propose to define weights
of concordant pairs according to the pairs’ propensity scores for the target population. Assuming independence between
members of a same pair, the propensity score of a pair is equal to the product of the propensity scores of the members of
the pair. Accordingly, the weight of the pair is equal to the product of the weights of the members of the pair. Then, the
standardized c-statistic is given by:

N, N
1
Cs = w Z ZI(PH > Pi- Wik Wi, ®

i=1i_=1

where Zfl*z lzziv_: Wirw;— = W denotes the sum of all weights such that the standardized c-statistic is bounded between
0 and 1. Note that % = ﬁ when all weights equal 1, and Equation (8) reduces to Equation (7).

Alternatively, the standardized c-statistic may be obtained by the bootstrap. The individuals of the validation sample
are then sampled with replacement with probability equal to their respective weights (rescaled to range from 0 to 1)
and the (unstandardized) c-statistic is estimated on the resulting samples. The center and percentiles of the resulting
propensity weighted distribution of c-statistics then estimate the standardized c-statistic and its confidence interval,
respectively, similar to the percentile method for the bootstrap estimation of the unstandardized confidence interval.*?

The R code for estimating the weighted concordance is available as an R package on Github (https://github.com/
VMTdeJong/wAUC). In the next section, we present an applied example, in which we estimate the standardized
concordance metric for existing models at multiple external validations.

3 | APPLIED EXAMPLE: DIAGNOSIS OF DEEP VEIN THROMBOSIS

DVT increases a patient’s risk of post-thrombotic syndrome and pulmonary embolism, which can be fatal.** In DVT
suspected patients, often no DVT is present on advanced reference testing.** We here consider for illustrative purposes
the development and validation of eight different prediction models that could help in the diagnosis of DVT in patients
that are suspected of having DVT and use the IPD of 10 002 patients, of whom 1864 had DVT, from thirteen different
cross-sectional diagnostic studies across multiple countries.*> In this example, the prediction model was developed on
a sample from the intended target population, as is generally recommended.'* Conversely, samples used for external
validation are more often convenience samples: samples that have much in common with the target population but do not
fully reflect it and happen to be available. In this example, the development and validation samples had similar participant
characteristics on average (Table 1). For instance, in the development data 22% of the participants had DVT, whereas 18%
of the participants did in the pooled validation samples. However, there was major heterogeneity across the validation

TABLE 1 Clinical characteristics of development and validation data for a model for diagnosing DVT.

Development Validation
Variable No Yes No Yes Min Max
DVT 1006 289 (22%) 7132 1575 (18%) 5% 39%
D-dimer abnormal 398 897 (69%) 3629 5078 (58%) 39% 82%
Calf difference > = 3 cm 739 556 (43%) 6248 2459 (28%) 15% 43%
Oral contraceptive (OC) 1167 128 (10%) 8166 541 (6%) 0% 23%
Male 828 467 (36%) 5327 3380(39%) 33% 48%
Absence of leg trauma 197 1098 (85%) 1587 7120 (82%) 67% 95%
Vein distension 1038 257 (20%) 7748 959 (11%) 0% 20%
Presence of malignancy 1214 81 (6%) 7954 753 (9%) 4% 18%
Recent surgery or bedridden 1114 181 (14%) 7777 930 (11%) 5% 18%

Note: Validation, left: Count (%) for all validation data combined. Validation, right: lowest and highest frequencies of the presence of each respective predictor
in the different validation data sets.

85UB01 T SUOWIWOD SAIERID 3dedldde 8Ly Aq peusenob aJe sl O ‘8sN JO S8|nJ 10} A%iq 1 8UlJUQ A8]IM UO (SUONIPUOD-PUR-SULIBY WD A8 | I ARe.q|1|BU UO//:SdNL) SUONIPUOD pue SWB | 811 89S *[£202/2T/80] Uo ARIqI7auluO A8]IM ‘SpUelIBYIBN 8UeIyo0D Aq 2T86'WIS/Z00T OT/I0p/M00" A3 1M Alelq i puljuo//Sdiy wo.j pepeojumod ‘6T ‘€202 ‘8520/60T


https://github.com/VMTdeJong/wAUC
https://github.com/VMTdeJong/wAUC

3514 Wl LEY_Statistics JONG ET AL.

TABLE 2 Coefficients of eight prediction models for diagnosing DVT.

Model Intercept D-dimer Calf diff > 3 (o]0 Male No trauma Vein Malignancy Surgery

1 -3.39 2.58

2 —3.84 2.42 1.11

3 -3.90 2.44 1.13 0.40

4 —4.25 2.46 1.15 0.72 0.72

5 —4.87 2.49 1.17 0.72 0.73 0.68

6 —4.95 2.47 1.16 0.70 0.72 0.66 0.52

7 —4.93 2.44 1.14 0.72 0.70 0.64 0.52 0.53

8 —5.02 2.43 1.15 0.76 0.71 0.67 0.53 0.50 0.42

Note: Empty cells indicate the coefficient for the respective predictor is assumed zero. For predictor definitions see Table 1.

data sets: in one study only 5% had DVT and in another as many as 39% did. Similarly, somewhat more participants in the
development data (69%) had an abnormal D-dimer value than in the pooled validation data (58%), but in the individual
validation data sets this ranged from 39% to 82%. Clearly, some of the validation data sets are not representative of the
target population from which the development data are sampled, which may lead to worse discriminative ability in these
validation data sets than had they all been representative of the target population. As the validation data as a whole might
represent the target population quite well, one may not expect poor discriminative ability on average but heterogeneous
results across the different validation sets.

3.1 | Methods

The data from one study in the target population (referred to as “development study”) were used to develop eight logistic
regression prediction models for the probability that DVT is present. We considered that these models were available
from the published literature, and used the 12 remaining data sets to externally validate them. This was used to mimic
a situation where existing models are already available, and the IPD from their development sample can be obtained.
Coefficients for eight prespecified predictors were estimated: positive d-dimer test, calf difference >3 cm (not available
as continuous), oral contraceptive usage, male sex, no presence of leg trauma, vein distension, active malignancy, and
recent surgery (Table 2). Prediction model 1 consisted of only the first predictor and prediction model 2 consisted of the
first two and so forth. Our aim was to investigate to what extent these 8 models generalized well across the 12 external
validation samples and to what extent variability in their concordance could be attributed to lack of transportability or
rather to case-mix heterogeneity.

We externally validated the discriminative ability of the 8 prediction models in each of the 12 external validation
studies, by estimating for each prediction model the traditional unstandardized c-statistic and our proposed standard-
ized c-statistic described in Section 2.2. The propensity model for the standardized c-statistic was a multinomial logistic
regression model with linear terms for DVT and all predictors, where the endpoint was the study identifier. The develop-
ment sample was taken as the target population. This reflects the situation where the inclusion and exclusion criteria for
the development sample are defined such that this sample reflects the population in which the prediction model is to be
used, as is generally recommended.'*

To summarize these models’ estimated discrimination across the 12 validation studies and to investigate their
generalizability across the different settings and populations,*®*” we then applied random-effects meta-analysis:

b
0j

~
~

N (8,V(@)).
N (Oge, 7%), 9
where éj is the logit concordance estimated in validation sample j, with estimated variance V(éj), Ogg is the summary

parameter of mean logit discrimination and 7?2 the heterogeneity of true logit concordance values across validation sam-
ples. The concordance estimates were first converted to the logit scale to satisfy the normality assumption of the random
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effects meta-analysis, as recommended.*® The meta-analyses were estimated with REML and 95% confidence intervals
were estimated by the Hartung-Knapp-Sidik-Jonkman method.*>° Approximate 95% prediction intervals for the dis-
criminative ability in a new study were constructed using the approach of Higgins et al, using the t-distribution with 10
degrees of freedom.>! The confidence intervals for the propensity-weighted c-statistic were obtained with 5000 resamples
with replacement, with sampling probabilities equal to the weights as defined in Section 2.

3.2 | Results

The meta-analysis summary estimates indicate that, as expected, discriminative ability was greater for those prediction
models that included more predictors. In particular, the pooled c-statistic for the prediction model that only included
D-dimer as predictor was 0.70 (95% CI from 0.66 to 0.74), whereas the prediction model with 8 predictors yielded a
pooled c-statistic of 0.82 (95% CI from 0.80 to 0.84). Further, we found that summary estimates for the c-statistic that were
obtained via propensity standardization did not differ much from the crude (ie, non-standardized) summary estimates
(Table S1 in the online Supporting Information, Figure 1). This similarity in the estimated center of the distribution of
discriminative ability measures implies that in this applied example, the propensity score method did not reveal any bias
due to sampling from populations different from the target population.

However, we found that the discriminative ability estimates in the external validation samples were prone to substan-
tial between-study heterogeneity. The approximate 95% prediction interval for the pooled c-statistic for model 1 ranged
from 0.55 to 0.82, indicating that the model does not transport well to some of the non-target populations. However, when
standardizing the validation studies, the heterogeneity estimate 7 for model 1 decreased from 0.29 to 0.08 and the 95% pre-
diction interval became much more narrow (0.64-0.72). These additional results reveal that between-study heterogeneity
in the discriminative ability of prediction model 1 can partially be attributed to differences in case-mix, rather than the
use of non-generalizable model coefficients.

The inclusion of additional predictors reduced the heterogeneity of the unstandardized c-statistic. For instance, for
prediction model 8, we found # = 0.17 for the unstandardized c-statistic. On the other hand, the heterogeneity of the
standardized c-statistic was greater for models that included more predictors. For instance, for prediction model 8 we
found % = 0.28 for the standardized c-statistic. Hence, in the unstandardized validation samples the heterogeneity of the
c-statistic was lower for models that included more predictors, indicating that the additional predictors corrected for
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FIGURE 1 Summary(95% CI and 95% approximate PI), and heterogeneity estimates (95% CI) of the concordance in 12 external
validation samples before and after weighting. Summary and heterogeneity values are respectively estimated as the inverse logit of summary
parameter 6y and as the standard deviation parameter 7 in the random effects meta-analysis of the logit c-statistics estimated in the external
validation samples. CI, confidence interval; Approximate PI, approximate prediction interval.
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differences in case-mix. In the standardized validation samples the heterogeneity of the c-statistic was greater for models
that included more predictors, indicating that for the patients in the validation samples who had predictor variables
similar to those in the development data there was greater variability in the discriminative performance.

In conclusion, the standardized prediction model concordance measures disentangled the effect of differences in
case-mix and the generalizability of predictor-outcome associations between the development and validation samples. In
the following section, we assess the statistical properties of the proposed methods through a simulation study.

4 | SIMULATIONS

In this simulation, we aim to study the validity of different methods to estimate the discriminative ability of a prediction
model in a certain target population, when validation data from a population with a (somewhat) different case-mix is
available. The simulation is split into two sections. In Section 4.1, we aim to show the impact of different deviations in
case-mix, whereas in Section 4.2 we investigate which variables should be included in the propensity model. In both sets
of simulations we investigate the requirement to include non-linear effects.

41 | Methods simulations set A

We investigated the effect of changes in the predictor distribution (or case-mix) on the estimated concordance in an
external validation set. We changed the predictor distribution of the validation sample with respect to the development
sample, which resembled a sample from the target population. The simulation was performed in four stages:

Draw a development sample from the target population and develop one prediction model on this sample.

Draw a validation sample and develop the propensity models on both samples combined.

Estimate the propensity-weighted and unweighted concordances in the validation sample.

Draw a reference sample from the target population and estimate concordance for the prediction model on this sample.

L

We drew samples as follows:

Xp ~ Bernoulli(r),
X. ~ N(u, o),
Y ~ Bernoulli(g(=2 + foXp + X)), (10)

where g(z) = 1/(1 + e7%)). For the development and reference samples we fixed the following parameters: 7 = 0.2, u =
0,6 =1, 6, =1, and g, = 1. This reference sample could thus be used to estimate the out-of-sample concordance in the
target population. The validation samples were drawn following the same procedure, but we introduced differences in
case-mix to simulate between-study heterogeneity. We investigated six scenarios in which the validation sample predictor
distribution was different from the target population and one null scenario in which the validation sample originated
from the target population. The predictor distributions for the validation sample were as follows as compared to the target
population:

No difference; the development and validation samples were sampled from the same distribution.

The standard deviation ¢ of the continuous predictor decreased to 0.8.

The standard deviation ¢ of the continuous predictor increased to 1.2.

The prevalence z of the binary predictor was decreased to 0.1.

The prevalence r of the binary predictor was increased to 0.4.

The mean yu of the continuous predictor decreased to —0.4.

The mean u of the continuous predictor increased to 0.4.

The continuous predictor was truncated at [—1, 1].

The continuous predictor in the validation data still followed Equation (10), but now the continuous predictor in the
development sample was truncated at [1, 1].

W XNk LD =

We applied two binary logistic propensity models with different parameter specifications. The first estimated the prob-
ability of study membership by a linear combination of the predictors (Equation 2), whereas the second included natural
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cubic splines for the continuous predictor (Equation 3). Hence, we estimated two standardized estimates and one unstan-
dardized estimate of the concordance in each simulation iteration. We evaluated these estimates by comparing them
with the observed concordance in the reference sample and computing bias and mean square error (MSE). Each scenario
was repeated for 2000 iterations, for two sample sizes of the development sample: n = 500 and n = 2000. The validation
sample always contained 2000 observations and the reference sample 10 000.

4.2 | Methods simulations set B

In additional simulations, in an extension of scenario 1 (decreased o), we investigated whether an additional variable, W,
that is not part of the prediction model but that has been measured in each data set should be included in the propensity
model, when trying to standardize the validation set towards a target population. We consider three sampling mechanisms
for W and X_:

W ~ N(0,1)
Xe ~N(u, 1), (11)

W ~ N(0,1)

X, ~N(W + u, 1), (12)
XC ~ N(/’l’ 1)’
W ~NX.,1). (13)

For the association between Y and W, we now allow Y to be dependent on W as well:

Y ~ Bernoulli(g(=2 + fpXp + feXc + fuW)), (14)

This gives six combinations of associations for X;, W, and Y, which we investigated in the following simulation
scenarios:

Pw = 0 (ie, no association), sampling of W and X, according to Equation (11).
Pw = 0 (ie, no association), sampling of W and X, according to Equation (12).
Pw = 0 (ie, no association), sampling of W and X, according to Equation (13).
Pw = 1, sampling of W and X, according to Equation (11).
pw = 1, sampling of W and X, according to Equation (12).
Pw = 1, sampling of W and X, according to Equation (13).

A

We applied four binary logistic propensity models with different parameter specifications. The first estimated the
probability of study membership by a linear combination of the predictors in the prediction model (Equation 2), whereas
the second the variables in the prediction model but also the covariate W that was not part of the prediction model. The
third included natural cubic splines for the continuous predictor in the prediction model (Equation 3), and the fourth
included natural cubic spline for the covariate W that was not part of the prediction model as well as the continuous
variable in the prediction model. Hence, we estimated four standardized estimates and one unstandardized estimate of
the concordance in each simulation iteration. The sample sizes were the same as in simulation set A. The R code for the
simulation study is available on Github (https://github.com/VMTdeJong/wAUC-sim).

4.3 | Results simulation set A

Figure 2 highlights the predictor distributions in the first repetition for three scenarios where the distribution of one of the
predictors was altered in the validation sample. Consequently, the unweighted distribution of the corresponding predictor
in the validation data did not match the target distribution. In scenario #4 (top), where the prevalence of the binary
predictor was increased in the validation data, both propensity methods appropriately weighted the distribution of the
validation sample, leading to a weighted distribution of the binary predictor to be similar to the target distribution. Also
in scenario #6 (middle), where the mean of the continuous predictor was increased in the validation data, both propensity
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FIGURE 2 Distributions of predictors before and after weighting. Top: Scenario #4, where the prevalence of the binary predictor was
increased in the validation data. Middle: Scenario #6, where the mean of the continuous predictor was increased in the validation data.
Bottom: Scenario #2, where the standard deviation of the continuous predictor was increased in the validation data. The development sample
size was 2000 in each of these plots.

methods appropriately weighted the density of the continuous predictor. However, in scenario #2 (bottom), where the
standard deviation of the continuous predictor was increased in the validation data, only the propensity method that used
splines appropriately weighted the density of the continuous predictor. The density as weighted by the propensity method
with linear terms was nearly identical to the density of the original (unweighted) validation sample.

43.1 | Bias

Bias was either positive, negative or (near-)zero, depending on the scenario and method (Figure 3). In scenario 0, where
the validation sample originated from the target population, all methods had near-zero bias. But in scenario’s 1 and 2,
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FIGURE 3 Biasand 95% CI of the estimated concordance before and after weighting. Concordance was estimated in the (weighted)
external validation data for all methods. Bias was subsequently estimated by subtracting the estimate in the reference sample. 95% confidence
intervals (CI) were estimated as 2.5% and 97.5% percentiles of 5000 bootstrap samples.

where the standard deviation of the continuous predictor was changed, both the propensity method with linear terms and
the unweighted method were negatively and positively biased respectively, whereas the spline-based propensity method
had near-zero bias. In scenario 3 and 4, where the prevalence of the binary predictor was changed, both propensity meth-
ods were nearly unbiased, whereas the unweighted method showed negative and positive bias, respectively. In scenario 5
and 6, where the mean of the continuous predictor was changed, both propensity methods were nearly unbiased, whereas
the unweighted method showed positive and negative bias, respectively.

In scenario 7, where continuous predictor was truncated in the validation sample, all methods showed negative bias,
but less so for the propensity method with splines. In scenario 8, the unweighted method and the propensity method
with linear terms were positively biased, whereas the propensity method with splines was nearly unbiased when the
development sample size was 500. Sample size had a minimal impact on the results; only in scenario 8 we see a notable
difference. There the propensity method with splines also showed some bias, but this was of a far smaller order of
magnitude than the propensity method with linear terms and the unweighted method.
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432 | MSE

In scenario 0, where the validation sample originated from the target population, all methods had low RMSE (Figure 4).
In scenario 1 and 2, where the standard deviation of the continuous predictor was changed, the RMSE of the propensity
method with linear terms and the unweighted method were far greater than that of the propensity method with splines.
In scenario 3 and 4, where the prevalence of the binary predictor was changed, the methods had similar RMSE, though
in scenario 4 the unweighted method had slightly lower RMSE when the sample size was small. In scenario 5, where the
standard deviation of the continuous predictor was lower in the validation sample, all methods had similar RMSE. In
scenario 6, where the standard deviation of the continuous predictor was higher in the validation sample, the unweighted
method had slightly lower RMSE.

In scenario 7, where the continuous predictor was truncated in the validation sample, all methods had much higher
RMSE than in the other scenarios, though the propensity method with splines had a lower RMSE than the other methods.
In scenario 8, where the continuous predictor was truncated in the development sample, the propensity method with
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FIGURE 4 Root mean square error and 95% CI of the estimated concordance before and after weighting. Concordance is estimated in
the (weighted) external validation data for all methods. RMSE was subsequently estimated using the estimate in the reference sample. 95%
confidence intervals (CI) were estimated as 2.5% and 97.5% percentiles of 5000 bootstrap samples.
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linear terms and the unweighted method had far greater RMSE than the propensity method that used splines. Sample
size of the development set was of very limited importance for RMSE.

4.4 | Results simulation set B
44.1 | Bias

In scenario 9 to 12 and 14, where an additional covariate was present in the samples from the target population and
the validation sample, the propensity methods with splines were (nearly) unbiased regardless of whether the additional
covariate was included in the propensity model, whereas the unweighted approach showed varying amounts of bias
(Figure 5). Only in scenario 13, where the predictor X, was causally affected by the covariate W and gy was nonzero,
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FIGURE 5 Biasand 95% CI of the estimated concordance before and after weighting possibly using an additional variable.
Concordance was estimated in the (weighted) external validation data for all methods. Bias was subsequently estimated by subtracting the
estimate in the reference sample. 95% confidence intervals (CI) were estimated as 2.5% and 97.5% percentiles of 5000 bootstrap samples.
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both propensity methods were biased and adding the extra covariate only slightly reduced this, whereas the unweighted

approach showed less bias.

442 | RMSE

In scenario 9 to 12 and 14, where an additional covariate was present in the samples from the target population and
the validation sample, the propensity methods had less RMSE than the unweighted approach, regardless of whether the
additional covariate was included in the propensity score model (Figure 6). Only in scenario 13, where the predictor
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FIGURE 6 Rootmean square error and 95% CI of the estimated concordance before and after weighting possibly using an additional
variable. Concordance is estimated in the (weighted) external validation data for all methods. RMSE was subsequently estimated using the
estimate in the reference sample. 95% confidence intervals (CI) were estimated as 2.5% and 97.5% percentiles of 5000 bootstrap samples.

85UB01 T SUOWIWOD SAIERID 3dedldde 8Ly Aq peusenob aJe sl O ‘8sN JO S8|nJ 10} A%iq 1 8UlJUQ A8]IM UO (SUONIPUOD-PUR-SULIBY WD A8 | I ARe.q|1|BU UO//:SdNL) SUONIPUOD pue SWB | 811 89S *[£202/2T/80] Uo ARIqI7auluO A8]IM ‘SpUelIBYIBN 8UeIyo0D Aq 2T86'WIS/Z00T OT/I0p/M00" A3 1M Alelq i puljuo//Sdiy wo.j pepeojumod ‘6T ‘€202 ‘8520/60T



JONG ET AL. Statistics -WI LEY—lﬂ

X, was causally affected by the covariate W and gy was nonzero, the propensity methods had greater RMSE than the
unweighted approach.

4.5 | Summary

In some scenarios, notably when the standard deviation of a predictor changed or when a predictor was truncated, the
unweighted validation approach produced concordance estimates that had large bias and RMSE. The propensity method
with linear terms could not mitigate this issue when it occurred, but the spline-based propensity model did in most sce-
narios. The exception was when the continuous predictor was truncated in the validation sample. Then, the spline-based
propensity model only slightly reduced the bias and RMSE.

Also, when a covariate W was present in the development and validation set that was not part of the prediction model,
adding this covariate to the propensity model increased bias and RMSE unless the predictor X, was causally affected by
the covariate W and fy was nonzero. Figures that show concordance as estimated on the development data are provided
in the Supporting Information.

5 | DISCUSSION

We proposed a method for standardizing samples in which a prediction model can be validated for a target population.
When validating a prediction model in an external validation study, there may be important differences between the
case-mix distribution from this validation study and the intended target population and setting. When such differences
occur, estimates of model discrimination in the validation study may not be representative of the discrimination in the
intended target population and setting. For instance, it may occur that the estimated coefficients of a previously devel-
oped prediction model are generalizable to the validation sample, but that a difference in the case-mix distribution with
respect to the development sample affects discriminative ability. Any deterioration in estimated discriminative ability,
as compared to previous studies, should then not be attributed to the prediction model but to the sample of included
participants.

Standardization methods, as shown in this study, facilitate the interpretation of prediction model discrimination
differences found in a validation sample with respect to the target population and possibly other validation samples.
In particular, by standardizing validation samples with respect to the target population, it becomes possible to remove
or reduce the impact of case-mix effects on prediction model discrimination estimates found in the validation sam-
ples. In other words, standardization allows one to interpret validation study results as if the case-mix distributions
would remain unchanged as compared to the original target population. In our study, we defined the development
sample as originating from the target population, and standardized the validation samples towards this sample. In
practice, multiple target populations of interest might exist for the same model. Indeed, IPD may even contain repre-
sentative samples from multiple possible target populations. In such cases, our proposed methods provide the means
to estimate discriminative ability in each one at a time, avoiding the mistake of averaging discriminative ability over
all samples.

As case-mix differences can be found with regard to many variables (predictors and/or outcome), we propose a mul-
tivariable standardization approach, which has originally been described in the causal inference literature to balance
covariate distributions across patient settings under different “exposures”.3”-*® Transposing this framework to clinical pre-
diction model development and validation research, one can consider the memberships to the development or external
validation settings as “exposures”. Similar approaches have been suggested to anticipate the external validity of results
from RCTs>? and to use a larger sample size by including propensity weighted external data to assess the intervention
effect in a (single) trial.>3

The results of the simulation study confirm that estimating an unweighted concordance in a sample that does not
originate from the intended target population produces estimates of discrimination that are inaccurate and biased for the
actual discrimination in a sample from the target setting in most of the scenarios that we investigated. In the scenarios
of the simulation study where the standard deviation of the continuous predictor was altered in the validation data,
only the propensity method that used splines appropriately weighted the density of the continuous predictor. This is
because, in contrast to the scenarios where the prevalence of the binary predictor was changed, the change in the predictor
distribution was nonlinear. When the standard deviation was decreased, both very large and very small values of the

85UB01 T SUOWIWOD SAIERID 3dedldde 8Ly Aq peusenob aJe sl O ‘8sN JO S8|nJ 10} A%iq 1 8UlJUQ A8]IM UO (SUONIPUOD-PUR-SULIBY WD A8 | I ARe.q|1|BU UO//:SdNL) SUONIPUOD pue SWB | 811 89S *[£202/2T/80] Uo ARIqI7auluO A8]IM ‘SpUelIBYIBN 8UeIyo0D Aq 2T86'WIS/Z00T OT/I0p/M00" A3 1M Alelq i puljuo//Sdiy wo.j pepeojumod ‘6T ‘€202 ‘8520/60T



3524 Wl LEY_Statistics JONG ET AL.

continuous predictor indicated that the observation was not typical for the target population and should therefore be
down-weighted, and vice versa when the standard deviation was increased. A propensity model with linear terms could
not capture such a change in distribution, but one that utilizes splines could. Accordingly, the spline-based propensity
model was the only method that produced estimates of the discrimination in the intended target population that were
both unbiased and had small error in this scenario.

The proposed method appears particularly useful when the standard deviation of a continuous predictor is differ-
ent in the validation sample. This may, for instance, be the case when the development data are taken from an RCT
in a hospital setting, where strict inclusion criteria are used for participant selection, which leads to narrower distribu-
tions of predictors. Often participants with extreme values are excluded. For instance, it is common that both children
and the elderly are excluded. If the model is then validated in observational data of the target population, which also
includes children and the elderly, then the standard deviation of age will be greater in the validation data than in the
development data. This will lead to higher unweighted estimates of discrimination, which would not be representative
of the discrimination in the RCT setting. Propensity weighting of the observational data could then be used to adjust
for this difference in predictor distributions, and thereby facilitate the interpretation of model discrimination in the
RCT setting.

The opposite may be more difficult, however. If a prediction model is validated in a sample with restricted vari-
ability (ie, in terms of range) as compared to the development sample, then propensity standardization methods
may not always be able to fully mitigate the effects of differing predictor distributions. This is because re-weighting
can only alter the frequency distribution on the sampled domain, but it cannot extend the domain. For example,
when applying a prediction model that was developed in adults to adolescents or children, differences in age dis-
tribution cannot be fully recovered using re-weighting due to a lack of representation in the validation data. We
observed this problem in the simulation study when the continuous predictor was truncated in the validation sam-
ple (scenario 7). There, neither propensity method could fully correct the concordance estimates for the reduction
in heterogeneity of the predictor distribution (though, the propensity method with nonlinear terms removed some
of the bias).

We also investigated whether a baseline covariate that was not part of the prediction model but that had been
measured in both the sample from the target population and in the validation sample should be included in the
propensity model. The results show that such a covariate should not necessarily be included in the propensity
model unless this covariate is a cause of both the outcome and a predictor included in the model. In this case,
there exists a backdoor linking the predictor and the outcome via that third variable (W). If this variable W also
affects the sample selection, along with the predictors and the outcome, then there is likely an additional relation-
ship that is created via collider-stratification when working (restricting) on the study sample, which could explain
the bias observed in the scenario where W affects X, and W is predictive of the outcome. This additional relation-
ship could be theoretically removed if one conditioned on W. However, because the predictor and the outcome lie
on the path between W and the sample selection, a simple propensity score including both W and the predictor is
unlikely to be able to account for this complex structure, thereby not completely eliminating bias. Further studies are
needed to explore whether a more thorough structural consideration of the propensity score construction could help
eliminate bias.

Although, we observed considerable differences in heterogeneity between the standardized and unstandardized
measures of prediction model discriminative ability in the motivating example of 12 external validation studies, the abso-
lute differences in the summary estimates were minor. Overall, the validation samples were not very distinct from the
development sample.

In terms of heterogeneity of the prediction models’ discriminative ability, we did observe considerable differences
after standardization. There was less heterogeneity of discrimination after standardization for the model with one pre-
dictor, though, as the number of predictors increased this difference disappeared or even reversed, because the additional
predictors’ coefficients were not generalizable to patients from all studies when these studies were weighted towards the
development data.

5.1 | Limitations and future directions

Standardization using propensity score weighting methods can be performed in different ways.?#2>3738 Applica-
tion of the propensity methods requires access to the validation data and an approximation of the joint density of
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the target population. Here we have used a sample of the target population to fulfil the latter requirement, but
other approximations might be conceived, such as a multivariate normal approximation or simpler methods such
as raking.>* Such methods may prove useful when development IPD is not available and only summary statistics
can be accessed, but would require further research. An alternative approach is possible if the model-based concordance
(mbc) has been estimated for the development data. Then, subtracting the mbc at validation would provide an estimate
of the difference in discriminative ability resulting from differences in case-mix between the two samples.??

In our motivating example, we chose weights that allowed the validation samples to resemble the (single) develop-
ment sample in terms of case-mix. Another strategy could be to define weights such that the sample to be standardized
approximates all available studies or settings taken together (ie, “entire population”), akin to the “inverse probability
weighting” described in the causal inference literature.?® In fact, the choice between standardization weights should
be made according to the target population. That is, it should depend on whether the prediction model aims for a
specific homogeneous setting or a larger scale population. Further studies are needed to compare these weighting meth-
ods. Future research should also take into account other issues that may compromise model transportability, such as
measurement error.’

Further, propensity scores might also be used to standardize samples for a specific target population during model
development on a data set that consists of multiple, combined, data sets. In contrast to the here studied standard
dichotomy between development and validation data sets, re-weighting the development data to match a specific target
population increases the sample size available for model development in the target population. For instance, in an IPDMA
with the aim to develop a prediction model, data from RTCs may be included. Due to strict eligibility criteria, data from
these RCTs might not fully match the intended target population. Simply stacking every such available data set for model
development purposes would then bias model parameters and deteriorate its predictive discriminative ability. Standard-
ization may then help to estimate model parameters with respect to the target population and to assess its reproducibility
in the targeted population. On the other hand, if a certain subgroup is not represented in the validation sample, it can-
not be up-weighted, implying that data from an RCT with restrictive inclusion criteria cannot be standardized towards a
wider population.

Although, we investigated a range of differences in case-mix between the target population and the validation sam-
ple, and we investigated several (possibly causal) relations between a predictor variable and a covariate that was not part
of the prediction model in our simulation study, there are (combinations of) scenarios that we did not investigate. For
instance, in our simulations the additional covariate was a baseline covariate, but we did not consider covariates or sec-
ondary outcomes measured after the measurement of the outcome of interest. Further, if the regression coefficients in
the validation sample differ from those in the target population after weighting the validation sample, the predictor sam-
ples are not truly exchangeable or the predictor coefficients are different. The propensity score is then not sufficient to
standardize the samples.

5.2 | Conclusion

Propensity score-based standardization may be applied to estimate the discriminative ability in the target population,
when (some of the) validation samples do not fully reflect the target population. This helps to facilitate the interpretation of
(heterogeneity in) prediction model discriminative ability observed in (multiple) validation studies and to guide the need
for prediction model updating strategies (in particular the need for model re-estimation) or to accept that the validation
sample does not reflect the target population of the developed model. Further research may focus on the use of propensity
score weighting during model development on heterogeneous data sets, such as IPDMA or large clustered routine care
data sets, to enhance the reproducibility of prediction models.
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