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Objective: Reliable early ascertainment in patients with SLE is important to prevent the accumulation of
irreversible organ damage. Autoantibodies are often present in the serum of patients before the first
symptoms arise, therefore they are of potential use as early diagnostic tools.
Methods: We used a custom-made antibody microarray containing 57 autoantigens to analyze serum
samples of 1519 patients previously tested for anti-dsDNA and 361 samples of self-reported healthy
blood bank donors (BBD). The 1519 patients included 483 patients with SLE, 346 patients with other
immune mediated inflammatory diseases (IMID), 218 patient controls without relevant clinical symp-
toms (Non-IMID), and 472 patients that did not fit in any of the previous groups (Rest). The Non-IMID
and BBD groups were used individually to create multivariable prediction models to distinguish samples
of patients with SLE from these control groups. We subsequently used these models to predict the out-
come for samples of patients who developed SLE while in follow-up (pre-SLE).
Results: Out of 1036 patients with no diagnosis of SLE at the moment of sample collection, 17 patients
developed SLE while in follow-up (mean time to diagnosis 7.2 months). The best performing model
(AUC 0.83) identified 9 out of 17 (53%) pre-SLE samples as SLE, with a specificity of 94%.
Conclusion: Serum samples of patients who will develop SLE in the future already show a shift of the
autoantibody profile prior to diagnosis. In this study, we show that these autoantibody profiles can be
used to identify these future SLE patients.
� 2022 The Authors. Published by Elsevier Inc. on behalf of American Society for Histocompatibility and

Immunogenetics. This is an open access article under the CC BY license (http://creativecommons.org/
licenses/by/4.0/).
1. Introduction

Systemic lupus erythematosus (SLE) is a heterogeneous
immune mediated inflammatory disease (IMID), which can often
be difficult to diagnose. Prolonged activity of the disease can lead
to accumulation of organ damage, sometimes irreversible [1]. This
underlines the importance of identification of patients in early
stages of the disease, in order to start adequate treatment before
significant organ damage occurs [2].

In practice, however, the time from the first symptom to the
diagnosis of SLE usually is multiple months to several years [3,4].
This delay can largely be attributed to the difficulty in the diagnos-
tic process and lack of early diagnostic tools. The clinical diagnosis
of SLE relies on the recognition of a pattern of symptoms and
immunological manifestations by the physician, as diagnostic cri-
teria do not exist. Classification criteria have been developed to
identify relatively homogeneous groups of patients for inclusion
in research studies, however a patient does not have to fulfill these
criteria to be clinically diagnosed with SLE [5]. Patients who are
eventually diagnosed with SLE initially often present with non-
specific symptoms, such as arthralgia or fatigue, frequently result-
ing in the delay of the diagnostic process until additional symp-
toms arise [6,7].

Diagnostic tools are mainly aimed at determining the presence
of autoantibodies. Numerous autoantibodies have been described
to be related to SLE, although only a limited number of these, such
as antibodies against anti-double-stranded DNA (anti-dsDNA),
have a place in the regular diagnostic process [5,8]. Previous stud-
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ies indicate autoantibodies might have great diagnostic potential
in the early stages of SLE, as autoantibodies can precede the first
clinical manifestations of SLE by several years, similar to anti-
citrullinated protein antibodies (ACPA) in rheumatoid arthritis
[9–11]. In this study we measured the autoantibody profile of
1880 serum samples on a custom-made antibody microarray con-
taining 57 autoantigens. The acquired data was used to develop
multivariable prediction models to identify future SLE patients.
2. Methods

2.1. Patients

This study was performed in the University Medical Center
Utrecht (UMC Utrecht), a tertiary care university hospital in the
Netherlands. Residual material of all blood samples that were
tested for the presence of anti-dsDNA in the UMC Utrecht between
2014 and 2017 was collected in a biobank and stored at �80 �C.
Additionally, serum samples from self-reported healthy blood bank
donors (BBD) were provided by Thermo Fisher Scientific. This
study was in accordance with the guidelines approved by the Med-
ical Ethical Committee and approved by the biobank committee of
the UMC Utrecht.
2.1.1. Clinical data
Clinical data were retrospectively gathered from the electronic

health records (EHR) via the Utrecht Patient Oriented Database
[12]. We used a text-mining algorithm to assess the diagnosis
and symptoms of all included patients [13]. All collected data were
pseudonymized before analysis. The text-mining algorithm was
used on the data recorded in the EHR up to July 2018. All data
up to two weeks after the date of sample collection were used by
the algorithm to determine the diagnosis at the time of each indi-
vidual sample, to also incorporate diagnoses made with the results
of this specific test.
2.1.2. Patient groups
The first available serum samples of 1519 patients were

included in this study. This included patients with a diagnosis of
SLE, patients with another IMID and patients without an IMID at
the moment the sample was collected. The group of patients with
an IMID other than SLE included patients with a diagnosis of (at
least) one of the following diseases: antiphospholipid syndrome
(APS), cutaneous lupus erythematosus (CLE), giant cell arteritis
(GCA), juvenile idiopathic arthritis (JIA), lupus like disease (LLD,
also known as ‘‘incomplete lupus or iSLE”), mixed connective tissue
disease (MCTD), polymyositis (PM), dermatomyositis (DM),
polymyalgia rheumatica (PMR), Sjögren’s syndrome (SS), rheuma-
toid arthritis (RA), systemic sclerosis (SSc) and undifferentiated
connective tissue disease (UCTD). Patients with SLE as well as
another overlapping diagnosis were included in the SLE group. It
is noteworthy that the text mining algorithm assessed the clinical
diagnosis recorded by the physician in the EHR, therefore patients
with a diagnosis assigned by the text mining algorithm do not nec-
essarily meet the corresponding classification criteria.

In order to create a control group with low clinical suspicion of
SLE to function as a negative control group for the development of
classification models, we split the group of patients without an
IMID diagnosis into two groups: Patients with no more than two
symptoms and no arthritis, nephritis or pleuritis were classified
as the Non-IMID group, all other patients were classified as the
Rest group. Additionally, the BBD were regarded as a separate
group.
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2.1.3. Pre-SLE patients
To identify samples of SLE patients obtained before the diagno-

sis of SLE was made (pre-SLE), three different strategies were used:
First, if patients had multiple samples included in the biobank and
only received the diagnosis of SLE in later samples, the first avail-
able sample of this patient was recorded as pre-SLE. Second, the
text mining algorithm was adapted to also include the clinical data
from the electronic health records for up to 2 years after the last
sampling date, to assess whether a diagnosis had been made in this
period. Third, treating physicians were asked if they could identify
patients who had been in their care for a longer period of time but
only later on received the diagnosis of SLE. The EHR of all patients
identified by these methods were manually reviewed to verify that
these samples were obtained before the clinical diagnosis of SLE
was made.

2.2. Serological data

We used the first available sample of all included patients to
evaluate the serological profile of the patients cross-sectionally.
We tested serum samples for the presence of 57 IgG autoantibod-
ies, using a custom-made chip-based antigen microarray (Thermo
Fisher Scientific, Uppsala Sweden). A list of all included autoanti-
bodies is included in supplementary file 1. All antigens were coated
in triplicate on the microarray. The presence of autoantibodies was
measured with immunofluorescence after 2 h of incubation with
the blood sample. A detailed description of the methods used for
this analysis has been described previously [14].

2.3. Statistical analysis

2.3.1. Visualization of data
We used Uniform Manifold Approximation and Projection

(UMAP) as a method for dimension reduction to better visualize
the serological data [15]. Patients were labeled according to the
patient groups as described above.

2.3.2. Multivariable prediction models
Using the data from the antibody microarray, we developed

prediction models to distinguish samples of patients with SLE from
samples of patients of two different control groups; the Non-IMID
group and the BBD group. All models were implemented in python
(version 3.7.5.) using the statsmodels and scikit-learn modules
[16,17].

We analyzed the predictive value of the autoantibodies mea-
sured on the microarray with a penalized (Lasso) logistic regres-
sion model. We used Receiver Operating Characteristic (ROC)
curves to calculate the area under the curve (AUC) to evaluate per-
formance of these models. The Lasso model is a logistic regression
model with an added penalization term (k) which constrains the
size of the estimated coefficients and performs variable selection
[18]. As the strength of penalization increases, more and more
coefficients will be pushed to zero, resulting in a more parsimo-
nious model. The models were compared to a univariable logistic
regression model using only anti-dsDNA.

2.3.3. Lasso model
We used a Box-Cox transformation to normalize the data.

Although the image processing software of the laser scanner used
to assess the levels of immunofluorescent activity of all autoanti-
bodies coated on the microarray compensates for background sig-
nal intensity, mean and median levels of some antigen spots for all
patients were markedly higher than spots of other antigens, even
in samples that had relatively low levels of immunofluorescence
for specific antigens, compared to other samples. To limit the influ-
ence this has on the logistic regression model, all values after Box-
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Cox transformation were transformed to the Z-score for each anti-
gen. We estimated the optimal penalization strength k through
cross-validation (see: ‘‘Model evaluation” below). A grid search
was performed for 100 different values of k, ranging from kmax,
i.e. the smallest value of lambda where all regression coefficients
are set to 0, to 1 thousandth of kmax [19]. The k selected for the final
model corresponded to the value of k for the best performing
model (in terms of cross-validated AUC), plus one standard error,
such that the final model would retain the fewest variables with-
out compromising performance [20].
Fig. 1. Uniform Manifold Approximation and Projection (UMAP) dimension reduc-
tion UMAP dimension reduction plot based on all 57 included autoantigens. All
patient groups as well as the pre-SLE samples are visualized by different colors. The
SLE patients appear to cluster slightly around the top part of the figure and the BBD
samples cluster around the bottom part of the figure. All other patient groups do not
2.3.4. Model evaluation
To estimate the performance of the models, we internally vali-

dated them using 5-fold cross-validation, repeated 5 times. Folds
were stratified such that the relative frequency of SLE patients
was approximately equal in each fold. All preprocessing steps
(Box-cox transformation and Z-scoring) were repeated in each fold
to prevent information leakage between the training and testing
sets.

The resulting models were re-fitted on all the available data
that was used during cross-validation and subsequently used to
classify the pre-SLE samples as either SLE or non-SLE. Patients from
the Rest and IMID group were used as negative controls to evaluate
specificity with ROC-curves, since these patients were not used in
the creation of the models. We experimented with different cut-
offs for the models, as the preferential cut-off for the model is
dependent on the intended use.
appear to form clear clusters.
3. Results

3.1. Patients

We included serum samples of 1519 patients from the biobank,
as well as 361 serum samples from heatlhy blood bank donors. At
the time of sample collection, 483 patients were diagnosed with
SLE, and 346 patients were diagnosed with another IMID. Serum
samples from 690 patients without an IMID diagnosis were
included, 218 of these patients fulfilled the criteria of the non-
IMID control group, the remaining 472 patients were categorized
as ‘‘Rest”. Demographics for all patient groups are shown in
Table 1.
3.2. Dimension reduction

The antibody profile of the different patient groups was visual-
ized by reducing the full 57-dimensional representation to two
dimensions using UMAP (Fig. 1). Patients with SLE appear to clus-
ter at the top of the Figure, however, this cluster cannot be sepa-
rated from the IMID and non-IMID control groups. The BBD
patients appear to cluster on the bottom of the Figure, suggesting
that the serological profile of this group differs from patients with
SLE or other IMIDs, as well as from undiagnosed patients that are
suspected of having such diseases. The pre-SLE patients are spread
out across the Figure and do not appear to cluster together.
Table 1
Baseline characteristics.

Group Samples analyzed Female

Non-IMID 218 111 (51%)
Rest 472 248 (53%)
BBD 361 180 (50%)*

* Sex and age of two blood bank donors were not recorded.
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3.3. Development of prediction models

3.3.1. Non-IMID control group
A logistic regression model using only anti-dsDNA to predict

patients as either SLE patients or non-IMID controls resulted in
an AUC of 0.80. An unpenalized multivariable logistic regression
model including all 57 parameters resulted in an AUC of 0.83.
The Lasso model resulted in a maximum AUC of 0.84, with 42 anti-
bodies included. The AUC of the final model using a higher value
for k (within 1 standard error of the k for the maximum AUC) chan-
ged only maginally (AUC = 0.83, Fig. 2a). This model retained 29
non-zero coefficients. Antibodies against dsDNA, SmBB’, Histones,
CpG, and Ro60 were most strongly associated with increased odds
of having SLE, the strongest negative association was with anti-
GBM (anti-glomerular basement membrane) (suppl. Fig. 1a).
3.3.2. BBD control group
Using the BBDs as the control group, the logistic model using

only anti-dsDNA to predict patients as either SLE patients or BBD
controls, resulted in an AUC of 0.80. Interestingly, the best AUC
for a single antibody was achieved using anti-Ro60 (AUC: 0.90).
The maximum AUC of the Lasso model was 0.98. Similar to the
model using the non-IMID control group, the AUC was only
reduced marginally with stronger penalization (remaining 0.98,
Fig. 2b). Fifteen antibodies had non-zero coefficients in this final
Mean age ± SD Anti-dsDNA positive

170 (35%)
26 (8%)

43,9 ± 17,4 7 (3%)
46,0 ± 17,3 15 (3%)
46,7 ± 14,1 X



Fig. 2. Receiver Operating Characteristic (ROC) curves a: ROC-curve of the Lasso
model for identification of SLE samples using the non-IMID patients as a negative
control group. This model retained 29 non-zero coefficients. The area under the
curve (AUC) is 0.83 (SD 0.02). A model using only anti-dsDNA as a coefficient
resulted in an AUC of 0.80 (SD 0.02). b: ROC-curve of the Lasso model for
identification of SLE samples using the BBD as a negative control group. This model
retained 15 non-zero coefficients. The area under the curve (AUC) is 0.98 (SD 0.01).
A model using only anti-dsDNA as a coefficient resulted in an AUC of 0.80 (SD 0.03).

Table 2
Baseline characteristics of the pre-SLE patients.

Pre-SLE characteristics

Female 12/17 (70.5%)
Age (mean) 39.6 (range 14–67)
Time between sampling and diagnosis 7.2 months (range 1–33)
Diagnosis before SLE 2 LLD

2 APS
1 CLE
1 RA
1 pSS
10 no diagnosis

Anti-dsDNA positive 6/17 (35%)
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model. Anti-dsDNA and Ro60 were the strongest contributing vari-
ables for categorization of SLE in this model. Interestingly, here
anti-histone antibodies were negatively associated with SLE
(suppl. Fig. 1b).

3.3.3. Prediction of the development of SLE
Fifty potential pre-SLE patients were identified with a follow-up

of up to 6 years. Manual review of the EHR showed that 23 patients
were not diagnosed with SLE, ten patients were diagnosed with SLE
at the time of sample collection. A total of 17 pre-SLE samples were
identified and confirmed by manual review to be collected before
the diagnosis of SLE was made. Ten patients had no previous IMID
diagnosis, seven patients had another IMID diagnosis before the
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diagnosis SLE was made. The time between sample date and time
of diagnosis varied between 3 weeks and 33 months (mean
7.2 months). Six patients were diagnosed with SLE within 2months
of sample collection. All of the pre-SLE patients tested for ANA
(antinuclear antibodies) were positive or weak positive for ANA
but only 35% were positive for anti-dsDNA in regular laboratory
testing at the moment of sample collection (Table 2). In patients
with SLE, 87% of patients were positive or weak positive for ANA
and 39% for anti-dsDNA at the moment of sample collection. It is
noteworthy that this is a cross-sectional measurement and does
not necessarily mean that these patients have never tested positive
for ANA or anti-dsDNA.

The SLE vs non-IMID Lasso model performed best for the predic-
tion of pre-SLE (AUC 0.83). The model using the BBD group as con-
trols had an AUC of 0.57. To evaluate the specificity of the non-
IMID model, we used the samples from the ‘‘Rest” group as nega-
tive controls, as they were not used in the development of the
model. In this analysis, ten patients were excluded from the Rest
group, as they were identified as pre-SLE patients. When a rela-
tively low cut-off was chosen (threshold score of 0.50), this model
identified 88% of future SLE patients (Table 3, Fig. 3). However,
although this model had a negative predictive value (NPV) of 99%
this model had a positive predictive value (PPV) of only 6%, limiting
its potential clinical applicability. However, the percentage
patients other than pre-SLE patients predicted as pre-SLE, dropped
drastically when the threshold was increased from 0.50 to 0.84.
This stricter cut-off with a threshold score of 0.84resulted in a sen-
sitivity of 53%, with a PPV of 25% and a NPV of 98%.

4. Discussion

Early identification of patients with SLE is important since pro-
longed disease activity due to inadequate treatment leads to organ
damage [1]. Because of their early manifestation in the course of
the disease, tests for autoantibodies are very well suited to aid
the diagnostic process. In our study, we created prediction models
based on the antibody profile of either patients with SLE, or blood
bank donors or patients with a limited number of SLE related
symptoms (non-IMID group) respectively. We subsequently
showed that these models, when applied to a different group of
(non-SLE) patients, can be used to predict which patients will
develop SLE in the future. This finding could be used to expand
the currently limited opportunities for early diagnostics in SLE
and to identify patients at high risk of development of SLE in the
future.

In our study, we investigated different cut-offs for the predic-
tion of pre-SLE patients, ranging from a model with high sensitivity
but low specificity to a model with high specificity but low sensi-
tivity. The preferential cut-off for the model is dependent on the
intended use, as the model with high sensitivity can best be used
to identify patients who are at low risk of development of SLE (with
an NPV of 99%). Although the model with higher specificity has a



Table 3
Identification of future SLE patients.

Group (n) Positive with threshold score
0.50N
(%)

Positive with threshold score
0.84N
(%)

Pre-SLE
(17)

15 (88%) 9 (53%)

IMID
(346)

216 (62%) 45 (13%)

LLD (28) 20 (71%) 7 (25%)
Rest (462) 227 (49%) 27 (6%)
BBD (361) 152 (42%) 2 (1%)

Fig. 3. ROC curve for identification of future SLE patients ROC curve of the non-IMID
prediction model scores for the identification of pre-SLE patients, with patients
from the rest-group as negative controls. This model includes 17 pre-SLE patients
and 462 rest group patients, as 10 patients from the rest group were pre-SLE
patients. The dotted lines resemble two different cut-offs, with a threshold score of
0.50 (1) and 0.84 (2). The results of these two different cut-offs are presented in
Table 3.
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limited sensitivity of 53%, this could potentially be used to deter-
mine patients at high risk of development of SLE who would
remain in follow-up, whereas patients at low risk could be released
from care. Implementation of this strategy would limit the number
of patients in follow-up to approximately 10% of the previous total,
out of which approximately one in four patients without an estab-
lished IMID diagnosis will eventually develop SLE.

Previous studies investigating the prediction of the develop-
ment of SLE are scarce. A recent review by Lambers et al. showed
that 5–57% of patients with lupus like disease will eventually be
diagnosed with SLE, although many patients will go into sponta-
neous remission [21]. They found that the presence of anti-
dsDNA, anticardiolipin antibodies, and hypocomplementemia
were associated with progression to SLE, although not strongly
enough to accurately predict the development of SLE. In our study,
only 2 out of 28 (7.1%) LLD patients progressed to SLE. However, in
our study 15 out of the 17 (88.2%) pre-SLE patients did not previ-
ously receive the diagnosis LLD, with most patients having no pre-
vious diagnosis at all. This suggests that the detection of a unique
profile of autoantibodies in pre-SLE patients in many cases pre-
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cedes the clinical manifestations needed for the establishment of
the diagnosis.

The wide variety of autoantibodies reported to be associated
with SLE, in combination with the fact that autoantibodies are an
early immunological manifestation of SLE, make autoantibodies
well suited for a multivariable approach for diagnostic purposes.
Although multivariable diagnostic models based on microarray
data have been successful in different diseases, the use in the field
of SLE is limited. Putterman e.a. used an antibody microarray with
approximately 200 antigens to create multivariable models to dif-
ferentiate between serum samples of SLE patients and healthy con-
trols, resulting in a model with a sensitivity of 94% and specificity
of 75% [22]. This results in a higher NPV than PPV, the authors,
therefore, emphasize the excluding capabilities of the model, nam-
ing it the SLE-key� rule-out serological test. This study showed
cross-sectional differences in the antibody profile of patients with
SLE compared to healthy controls, however it did not assess the
predictive value for patients who might develop SLE in the future.
In a similar study, Fattal e.a. found that an SLE antibody profile is
independent of disease activity or renal involvement [23]. Similar
to this study, in our study, we did not find differences in antibody
profiles between SLE patients with or without renal involvement
(data not shown).

Interestingly, we saw some clear differences in results upon
using the prediction models using the Non-IMID control group
vs. the BBD control group, as well as differences in the relative con-
tribution of specific autoantibodies to each respective model.
Whereas autoantibodies known to be strongly associated with
SLE (i.e., anti-dsDNA, anti-SmBB’) were among the strongest con-
tributing factors for the non-IMID model, in the BBD-model anti-
Ro60, and in a lesser extent anti-La, were among the top contribut-
ing variables. These differences can potentially be explained by
some level of autoimmunity in the non-IMID group, although not
enough to amount to an IMID diagnosis, as these are patients
who visited the Rheumatology clinic, most likely to be evaluated
for the presence of a potential autoimmune disease. There also is
a possibility that differences in storage technique may also have
influenced the results from the BBD group, as these were from
another source than the samples of all other patients. There also
is the potential for a selection bias as a request to test for anti-
dsDNA was the entry criterion for the patient biobank used in this
study.

Our study also shows that the performance of diagnostic predic-
tion models relies heavily on including blood bank donors versus
non-IMID patients as control groups in order to create and test
the models. This is illustrated by the difference in AUC of the
non-IMID and BBD prediction models (Fig. 2) and in the UMAP
results, in which the non-IMID patients are spread out between
patients with IMIDs, whereas the BBDs appear to form a separate
cluster (Fig. 1). These differences between the different control
groups are probably caused by some level of unclassified autoim-
munity in the non-IMID group, resulting in higher levels of autoan-
tibodies. Diagnostic models based on the comparison between
patients with SLE and healthy controls may prove to be suboptimal
in clinical practice because of these differences in autoantibody
profiles. We argue that studies using true healthy controls are very
well suited to evaluate serological abnormalities in patients with
SLE, but that patients without a diagnosis from the Rheumatology
clinic might be a better control group to select for the development
of diagnostic prediction models, as this is the ‘‘negative” group in
the clinical setting. This may also explain the slightly lower perfor-
mance from the SLE-key� rule out test in a prospective real-world
setting, compared to the original study setting [24].

The strengths of our study include the large number of included
patients, including multiple relevant control groups, and the use of
a custom-made antibody microarray measuring 57 autoantibodies.
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The model can potentially be further optimized by inclusion of
other autoantibodies, additional analysis of IgM autoantibodies
and complement levels. Our study is limited by the relatively small
number of pre-SLE patients. It is possible that, with longer follow-
up, more patients in this study will develop SLE in the future and
are not yet identified as pre-SLE patients.

Our study shows that patients who will develop SLE in the
future already exhibit an SLE-like antibody profile and that models
based on autoantibody profiles can help identify patients at high
risk of development of SLE in a real-life setting. Patients at high risk
could be kept in follow-up, whereas patients at low risk might be
released from care. Further prospective research is needed to con-
firm the additional diagnostic value of this antibody profile.
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