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Measured and modelled JV characteristics of crystalline silicon cells below one sun intensity have been
investigated. First, the JV characteristics were measured between 3 and 1000 W/m? at 6 light levels for
41 industrially produced mono- and multi-crystalline cells from 8 manufacturers, and at 29 intensity
levels for a single multi-crystalline silicon between 0.01 and 1000 W/m?2. Based on this experimental
data, the accuracy of the following four modelling approaches was evaluated: (1) empirical fill factor
expressions, (2) a purely empirical function, (3) the one-diode model and (4) the two-diode model.
Results show that the fill factor expressions and the empirical function fail at low light intensities, but a
new empirical equation that gives accurate fits could be derived. The accuracy of both diode models are
very high. However, the accuracy depends considerably on the used diode model parameter sets. While
comparing different methods to determine diode model parameter sets, the two-diode model is found
to be preferred in principle: particularly its capability in accurately modelling Voc and efficiency with
one and the same parameter set makes the two-diode model superior. The simulated energy yields of
the 41 commercial cells as a function of irradiance intensity suggest unbiased shunt resistances larger
than about 10 kQ cm? may help to avoid low energy yields of cells used under predominantly low light
intensities. Such cells with diode currents not larger than about 10~° A/cm? are excellent candidates for

Product Integrated PV (PIPV) appliances.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

In our research towards improved methods and tools to design
and Product Integrated PV (PIPV) [1], it was found that industrial
product designers frequently encounter problems regarding solar
energy harvesting predictions. As PIPV systems are likely to be
operated close to their owners, this is most often indoors rather
than outdoors. Therefore, light intensities are much lower, and
further the spectral composition of solar radiation can differ
substantially compared to outdoor conditions, which is due to
window glazing coatings. The temperature-related decrease of
solar cell performance, on the other hand, will only play a minor
role, simply because at low light intensities only limited warming
of cells occurs. Spectral and irradiance intensity effects and the
avoidance of temperature-related effects are very much in
contrast to outdoor-operated PV systems; however, this can have
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a substantial impact on the operational performance of PIPV solar
cells.

To investigate the challenges of PIPV product design, we
embarked upon a case study: the design and realization of the
“SoleMio” PV powered wireless computer mouse. Various aspects
of this research programme have already been described else-
where, such as industrial design concepts [2], energy balance
estimation tools [3,4], test-user experiences [6] as well as green
product design [7] and environmental aspects [8] of the product
involved.

To predict energy balances of PIPV more accurately, particu-
larly the development of Computer Aided Design (CAD) based
simulation tools [4,5] has been identified as a promising
approach: Nowadays products are virtually created before
manufacture. The routine use of CAD software is therefore
standard for product designers. Consequently, incorporating PV
performance models into CAD software would enable industrial
designers to instantly evaluate the energetic performance of
the product throughout the ongoing design process. For this,
however, models that accurately predict the efficiency as a
function of irradiance intensity are a necessity. In addition,
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accurate irradiation scenarios are of course required, but these are
almost always application specific. Moreover, powerful CAD-
embedded ray-tracing features offer the option to simulate
application-specific irradiance scenarios. To this end, the focus
of this article is on selecting modelling approaches and evaluating
the accuracy of modelling methods that determine crystalline
silicon cell performance as a function of light intensity.

Although several authors have investigated solar cell efficiency
as a function of irradiance intensity below one sun intensity, most
of these studies focus on the operational performance of grid-
connected PV systems [9-27] or stand-alone PV systems [28]
operated outdoors. Consequently, the focus is on outdoor
irradiance conditions and solar cell efficiency only above 100 W/
m? is investigated. Grunow et al. [22] discussed the relationship
between shunt resistance of industrial silicon-based solar cells
and their energy yield. They were the first to calculate annually
averaged efficiencies or effective efficiencies of commercially
produced cells, in particular with respect to different classes of
irradiance levels. An irradiance-level-classification approach was
originally devised to characterize average inverter efficiencies
under typical field conditions.! A variation of 4% in energy yield of
a grid connected, roof-top (outdoor) PV system was determined,
based on only different shunt resistance classes of the solar cells
used. Irradiance intensity distributions were also used by Burgers
[29] to optimize the front side metallization pattern, which finally
led to the well-known metallization pattern of the PUM cell [30].
Further, Topic et al. [27] investigated yield ranges of solar modules
based on diode model parameters, to account for actual field
conditions rather than only comparing STC-based efficiencies. In
the case of building-integrated photovoltaic systems (BIPV), PV
modules can be mounted such that they are sub-optimally
orientated or shadowed to a large extent. The impact of thereby
lowered irradiance intensities on PV performance was investi-
gated by, e.g. Stamenic et al. [23] and Reinders et al. [31].
However, these studies, to name but a few, consider irradiance
intensities of 100-1000 W/m? only, whereas energy yield predic-
tions of PIPV systems also require solar cell performance models
for intensities (far) below 100 W/m?.

In the context of PIPV systems, relatively few solar cell
performance studies have been conducted. Randall et al. [17-19]
presented measured low light efficiencies of (laboratory) solar
cells and an empirical model for cell performance, covering
irradiance intensity levels between 1 and 1000 W/m?. However,
the tested cell samples were selected with regard to cell
dimensions and not with respect to their technological availability
or economic feasibility for integration into PIPV. Furthermore, it is
not possible to apply their findings to commercially available solar
cells, as relationships between measured low light performances
and typical solar cell data was not presented. Gemmer and
Schubert [16] studied low light performance of crystalline silicon
(c-Si), amorphous silicon (a-Si) as well as Cu(In,Ga)Se; (CIGS) cells
using the numerical computer model ASA [32] and the one-diode
model. Although several improvements to the design of PIPV
systems were suggested, the investigated model relies on typical
cell characteristics (i.e., typical ranges of the typical parameters)
in their study. Therefore, an energy yield prediction of the specific
industrially produced cell that is to be integrated into a PV
powered product is not yet possible. Finally, Merten et al.
introduced [33] the Variable Illumination Method (VIM) to
determine physical device properties by measuring cell character-
istics over a broad range of irradiance intensities. The use of the

! Average inverter efficiencies result from weighting electricity throughput at
irradiance intensity classes with inverter efficiency; also known as European
efficiencies.

VIM method was demonstrated for energy rating purposes [12]
and its usefulness to reveal four key performance parameters of
PV modules was presented [34]. The principle idea of the VIM
method, however, is to extract physical device performance
parameters from measurements at various irradiance intensities
rather than predicting irradiance intensity-dependent perfor-
mances. Obviously, the IV characteristics of each candidate cell
to be used in PIPV appliances could be measured over the whole
irradiation range 1-1000 W/m?, but this would be quite cumber-
some. To this end, our study aims to tackle PV performance
modelling such that electrical output characteristics below one
sun intensity are predicted using only a limited number of input
parameters and JV curve measurements.

The structure of this paper is as follows: in Section 2 the
experimental measurements are presented. In Section 3, four
approaches to model solar cell performance as a function of
irradiance intensity are described, encompassing: (1) fill factor
expressions, (2) a purely empirical function, (3) the one-diode
model and (4) the two-diode model. Results that highlight
modelled characteristics compared to measured JV characteristics
are presented in Section 4, followed by a brief discussion in
Section 5. Conclusions are drawn in Section 6.

2. Experimental

The current density/voltage (JV) curves at irradiance intensities
between 3 and 1000 W/m? of three to ten crystalline silicon
samples from eight manufacturers were measured using a
SPECTROLAB solar simulator at the Energy research Centre of
the Netherlands (ECN) [24]. In total, 41 commercially produced
cells were measured. The various multi-crystalline silicon (mc-Si)
and mono-crystalline silicon (c-Si) cell sample manufacturer
codes, the overall number of samples from each supplier and
the corresponding solar cell areas are listed in Table 1. The desired
irradiance intensity levels were attained placing neutral density
filters into the light path of the solar simulator. Due to limited
availability of filters larger than cell areas, however, the JV curves
of the 41 cells could only be measured at 6 different irradiance
intensity levels. Therefore, we also measured the JV curves of a
5 cm? multi-crystalline silicon solar cell (denoted mc-Si cell) using
a calibrated dual-source WACOM solar simulator at Utrecht
University (UU). In this case, available neutral density filters
allowed us to measure JV curves at as many as 29 different light
intensity levels ranging from 0.04 to 1000 W/m?.

2.1. Measurement procedure and error estimation

The spectra and temperature have been kept as defined in STC
(air mass (AM) 1.5 and temperature of 25°C). Hence, only the
irradiance intensity level differs from STC. Due to the use of filters,
however, some additional inhomogeneity and a change in spectral

Table 1
Listing of cell suppliers, cell areas and number of cell samples measured.

Supplier Cell type (Total) Cell area Number of

(cm?) tested samples

243.36 18
98

225

33

Multi c-Si 225 23
225

243.36

243.36

Mono c-Si

TOMmMONw>
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composition of irradiance may be induced. Wavelength-depen-
dent absorption graphs of the filters showed less than 1.2%
relative deviation in wavelength-resolved absorption. This value is
below the spectral mismatch of the used light source compared to
the AM 1.5 spectrum, and is therefore assumed negligible.

Irradiance intensity was calculated from the measured short-
circuit current Isc of a calibrated mc-Si (ECN) and c-Si (UU)
reference cell assuming Isc to be directly proportional to light
intensity (G) in the used range:

_ ISC,ref(G) — ]SC‘ref(G)
Iscref(G = 1000) ~ Jsc (G = 1000)

(1)

where Isc o/ G) is the short-circuit current and Jsc, r.{G = 1000) is
the short-circuit current density at 1000 W/m?. It is thus assumed
that the photo-generated current density Jp, is much larger than
the saturation current density of the reference cells. The JV curve
characteristics (maximum power point voltage Vy, and current
density Jyp open cell voltage Vyc, short-circuit current density Jsc)
were determined to test for reproducibility of the measurements.
In addition, JV curves were also measured at dark conditions to
derive unbiased shunt resistances of each sample from the linear
slope of the reverse dark current.

Diode model parameters (photo-generated current Jp,, diode
currents Jo; and Jo », diode ideality factors n; and n,, series and
shunt resistances Rs. and Rsp) were determined by fitting the
measured JV curves using the software tool IVFit [35]. This tool
accounts for noise in the current as well as in the voltage signal of
the measured datasets: orthogonal distance regression (ODR)
algorithms process both the error signal of the current and of the
voltage close to Jsc and Vpc [36]. We cross-checked noise levels
that the IVFit tool determined in ‘automatic’ mode by separate
fitting routines and adapted the noise level (if required) such that
the single JV curve fit at STC irradiance intensity proved to be as
accurate as possible. For all resulting fits the signal-to-noise ratios
were never below 100, showing that measurement inaccuracies
are in fact negligible. It is nonetheless worthwhile to note that the
efficiency of the reference cell that was used at ECN for measuring
the 41 commercially manufactured cells was shown to vary quite
considerably. Differences of measured efficiency were as high as
1.3% relative for this reference cell when measured at other
leading institutes [37]. However, concerning the measured cell
performances presented in this paper the short-circuit current of
the reference cell is of interest, not its efficiency, and the same
equipment was used during a short period of time. Hence,
constant offset errors, such as a spectral mismatch of the light
of the sun simulator to AM 1.5 spectrum, can be assumed to
remain constant throughout measurements and are consequently
‘filtered out’.

The error related to the UU reference cell (calibrated at NREL)
can be as high as 3%, so data points shown in the following (e.g. in
Fig. 2) can have a systematic relative error of 3% regarding
irradiance intensity (i.e., the x-values in Fig. 2). Another error
source is the lateral variation in intensity of the light beam, which
is also in the order of 3% (and is also related to x-values). However,
these errors not only affect the measured data points but also the
modelled efficiency and voltages (see modelling results in Section
4). Therefore, the x-axis distance between modelled and measured
data is not affected by these error margins. The only relevant
uncertainty is the one of the current and voltage measurements of
the measured solar cell itself. For the used measurement
equipment (Keithley Model 238 Source Measure Unit) very low
uncertainties result: the current and voltage signal of the mc-Si
cell at light intensities as low as 0.04 W/m? can be measured as
accurately as 0.18% and 0.12%, respectively. We suggest that such
errors can be neglected and any further error analysis is omitted.

—— Supplier A —8— Supplier B —«— Supplier C —o— Supplier D
---o--- SupplierE ---o-- SupplierG ---¢-- SupplierH ---a-- Supplier F
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Fig. 1. Measured efficiency as function of irradiance intensity (3-1000 W/m?) for
mono- and multi-crystalline silicon solar cells of eight different solar cell
manufacturers.

2.2. Commercial cell measurements

The measured irradiance intensity-dependent efficiencies of
the 41 commercially produced cells are shown in Fig. 1 for both c-
Si and mc-Si cell types. As irradiance intensity is depicted
logarithmically, the irradiance intensities usually of concern for
PV systems operated outdoors are depicted by only the rightmost
irradiance intensity decade.

Efficiencies in this highest irradiance decade (100-1000 W/m?)
are almost constant, and mono- (c-Si) samples outperform multi-
(mc-Si) cells, as expected. For some of the samples the efficiency
between 100 and 1000W/m? is somewhat larger than at STC
irradiance intensity. This efficiency increase toward lower in-
tensity can be explained by series resistance effects, as a lower
current leads to quadratically lower series resistance loss.

In the lower irradiance decades (1-10-100W/m?) the effi-
ciency decreases logarithmically, because V¢ is logarithmically
dependent on Jsc. Due to the logarithmic irradiance scale, the
apparent linear relationship between efficiency and irradiance
intensity can be seen for all of the eight sample sets from different
cell manufacturers (intensity decades 1-10-100W/m?). The
measured efficiency at the lowest irradiance of around 3 W/m?
shows the highest difference, with the highest absolute difference
obtained for c-Si suppliers A and C, namely from 2.3% (C) to 13.1%
(A) absolute percent, and for mc-Si from 1.5% (supplier H) to 5.9%
(supplier E) absolute percent. Moreover, we found that cells from
one and the same manufacturer show large differences in cell
efficiencies at low irradiance intensity, as an example two mc-Si
samples of supplier E: With almost the same performance under
STC conditions (14.7% and 14.8% absolute, respectively) these cells
may even belong to the same power-rating class. For these two
cells (not shown in the graph), the relative difference in efficiency
increases from 1% at STC conditions to >200% (efficiencies of 2.8%
and 5.9% absolute) at 3 W/m? irradiance intensity.

2.3. Single-cell measurement

Fig. 2a, b shows the irradiance intensity-dependent JV
characteristics of the single mc-Si solar cell (efficiency, open-
circuit voltage and fill factors as well as the differential resistances
at Voc and Js¢, respectively, denoted apparent resistances Roc and
Rsc) measured between 0.04 and 1000 W/m? irradiance intensity.
It is found that both open-circuit voltage and the efficiency
(Fig. 2b) reach rather low values for this cell. Both parameters
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Fig. 2. (a) Apparent shunt and series resistances (Rs.,1p and Rsp,1p) as obtained from irradiance intensity measurement, (b) open-circuit voltage, fill factor (FF) and efficiency
at maximum power point voltage measured between 0.01 and 1000 W/m? irradiance intensity for the mc-Si cell.

decrease logarithmically over the whole intensity range, from an
intensity of one sun on already.

The resistances shown in Fig. 2a are denoted ‘apparent’
resistances, as a fitting routine at the UU measurement site that
calculates the differential resistances at Voc and Jsc was used. The
depicted resistances therefore do not necessarily exist in physical
terms. Clearly, however, high variations of the differential
resistance associated to apparent shunt resistances only occur at
high irradiance intensities. This shows that accurate shunt
resistance determination is difficult from IV curves of illuminated
solar cells. Uncertainty decreases, however, towards weaker light.
At very low light intensities, the apparent shunt resistance
converges towards a shunt resistance around that of the unbiased
shunt resistance measured at dark conditions (Rsp, dark = 30 kQ
cm? for this specific mc-Si cell).

For the apparent series resistance a power law (Rs. = aG’)
applies, with b close to —1. The good fit of the apparent series
resistance to this power function, however, does not mean that a
decreasing resistance physically exists. Nonetheless, apparent series
resistance reflects the differential resistance of the diode at Vi,
which is thus the theoretical upper limit of the real series resistance.

3. Modelling approaches and methods
3.1. General approach

From the research background of this study it is clear that the
approach to model performances should meet two requirements:

(a) The energy output should be predicted with reasonable
accuracy for irradiances between 1 and 1000 W/m? (N.B.:
typical irradiation indoors is between 1 and 100 W/m?, see
Ref. [38]).

(b) The specific model should need only a limited set of
parameters, either already available from standard cell testing
or obtained with only limited extra effort.

Clearly, the solar cell diode model(s) should be selected for further
evaluation, as these are widely applied for electrical PV character-
isation. Other approaches we evaluated are well-known semi-
empirical fill factor expressions and a purely empirical approach.

3.1.1. The one-diode and the two-diode models
Solar cells are often characterized based on the one diode (1D)
model, in which just a single diode current and one single ideality

factor account for different physical effects that occur in a solar cell,
lumped into one single parameter. Although the accuracy that can be
reached with the 1D model is sufficient for fitting a single JV or IV
curve, it is not possible to distinguish between different contribu-
tions of specific loss currents occurring in solar cells. In the two-
diode (2D) model, two different diodes account for recombination
within the neutral regions of the cell (the emitter and the bulk, the
‘first’ diode) and the space charge region(s) (the ‘second’ diode)
separately. With the diode representing recombination in emitter
and bulk governed by diffusion and not drift, the “first” diode
current density can be accounted for by

Jor = Joa (D) [exp (V2nen) 4] @)
where Jo1(T) is the saturation current density, Vjynction is the
junction voltage, Vr = kgT/q is the thermal voltage, T (K) is the
absolute temperature, kg is the Boltzmann's constant
(1.38 x 10723]/K), q is the elementary charge (1.602 x 10~'°C)
and n, is the ideality factor, which is supposed to equal 1 due to
diffusion-type charge carrier collection. At STC the temperature
equals 298.15K and hence the thermal voltage 25.67 mV.

Accordingly, the saturation current density and ideality factor
of the “second” diode can be written as

Joz = Joa()[exp (V2ncin) 4] 3)
2VT

Here, n, equals 2 as in to most text books [39,40]. However, as
shown by McIntosh et al. [41] and elaborated in detail by Van der
Heide [37], a value of 1.8 is valid for a wide range of doping levels.
Cells can have higher values of n,, e.g. due to cell design or processing
problems during manufacture. Note that for the one-diode model
two (physically different) diode currents Jp; and Jp, are lumped
together yielding a single-diode current and single ideality factor n.

Beside diode-related recombination currents, purely ohmic
losses occur. For both the one-diode model and two-diode model
an ohmic (lumped) shunt resistance (Rs;) may account for leakage
currents (denoting ohmic as linearly dependent on cell voltage).
Likewise, an ohmic (lumped) series resistance (Rs.) may account
for cell conductance properties, with series resistance-related
losses quadratically increasing with current. A further distinction
in series resistance origins can be made, such as those related to
the emitter region (emitter resistivity), front and back side
metallization, and contact resistances. However, in this paper
we will only consider single lumped series and shunt resistances.

The one-diode and the two-diode models express the current
density available for a load connected to a solar cell (Jioqq) by the
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sum of all currents of its equivalent circuit diagram (not shown
here). In this so-called ‘operation equation’ or JV characteristics
the current density is expressed as a function of operation voltage
(J = fiV)). Note that the equation of the one-diode model directly
results from simply ignoring the term of the ‘second’ diode,
however, with the implications as discussed above:

V+ R
1

_ 4 +]LoadRSe _ _ 14 +]L0adRSe
Joo [exp (- Hhisefie) _q) YV ol (4)

Eq. (4) can be easily used to model irradiance intensity effects
on cell characteristics, as the photocurrent density Jp, linearly
depends on irradiance intensity.

To calculate solar cell efficiency, the operation equation must
be solved numerically, leading to a fill factor (FF), an open-circuit
voltage (Voc), a maximum power point voltage (Vyp), a short-
circuit current density (Jsc) and maximum power point current
density (Jyp). Then the well-known solar cell efficiency equation
can be used:

_JwpVmr _ FEJscVoc

”(G)—T—T (5)

If J;p and Jsc are assumed to be linearly related to irradiance G
(in W/m?), the maximum power point voltage Vu; can be
expressed as the product of Vo and FF(G), whereas the open-
circuit voltage Vpc is in principle independent of the series
resistance:

nkgTo .,  (Jpn +Jo(T)
Voc = 1“( Jo(T) )
Note that this may be approximated by Voc = n kgTo/q In(Jp,/Jo)
for Jpn>Jo-

With Jsc and Jp, linearly related to irradiance intensity, an
intensity-dependent fill factor FF(G) can be determined. Hence,
intensity-dependent performance can be predicted without the
operation equation. Results from this approach, however, are only
valid as long as the condition Jp,>J, is fulfilled, which is of
relevance for irradiance intensities as low as about 107> suns.

(6)

3.1.2. Semi-empirical fill factor expressions

Introduced in discussing detailed balance limits of maximum
theoretical efficiency by Shockley and Queisser in 1961 [9], the
approach that does not use the operation equation to account for
irradiance intensity dependent efficiency was further developed
by Green [10] and is expressed in well-known empirical equations
(Egs. (7)-(11)). Series resistance Rs. and parallel resistance Rgp,
respectively, are correlated to specific fill factors FFgs. and FFgsp,
the combination of resistance effects is reflected in FFgsegsp. These
fill factors are expressed with a normalized open-circuit voltage
Voc:

_ Voc
Voc = T/ (7)

voc — In(voc + 0.72)

FFy = 8
0 —— (8)
FFgse = FFo(1 — %) 9)
FFrg, = FFg {1 _ (Woc+0.7) @} (10)
Voc Tsh
voc + 0.7) FFo(1 — 1
FFrsersh = FFo(1 — rs><1 — Woc +0.7) Fil “) (11)
Voc Tsh

Empirical Eq. (9) gives reasonable accuracy for v,.>10 and
s = Rse/(Voc /Isc) <0.4. Eq. (10) holds when only shunt resistance

is taken into account and is accurate for rg, = Rs,/(Voc/Isc)>2.5
and vo,.>10 [10]. The combined effects of series and shunt
resistances are expressed in Eq. (11). We will refer to this method
as MFF. Clearly, Eqs. (7)-(11) only determine FF(G), not efficiency.
As the short-circuit current is linearly decreasing with irradiance
intensity, however, applying Eq. (6) to calculate irradiance
intensity-dependent Vyc also allows for calculating efficiency
(using Eq. (5)).

3.1.3. A purely empirical approach

Analytical solutions of the operation equation (4) cannot be
derived, because it is an implicit function. Consequently, numeri-
cally solving Eq. (4) is required, making it sometimes more
convenient to parameterize irradiance intensity-dependent effi-
ciency by a purely empirical equation. A mixed linear/logarithmic
function can be used to model irradiance intensity-dependent
efficiency, as proposed by Beyer et al. [21] (therefore also known
as the Beyer method) using three parameters a,, a, and as:

nG =a; +a;G+as InG (12)

During analysis (Section 4.2), however, it was found that at low
irradiance intensity also negative efficiencies can result using
Eq. (12). Therefore we adapted the original phenomenological
equation by including another parameter (a4) in the logarithmic
part, to avoid negative efficiencies and improve fitting accuracy at
low light intensities:

n(G) = ay + a;G + a3 In(G + ay) (13)

3.2. Model overview and different diode model methods

The empirical expressions of the fill factor (modelling approach
denoted MFF) and the phenomenological equation (modelling
approach denoted MLL) can be used only to fit measured
performances. Hence, only the accuracies of these methods will
be tested. For the diode model-based approach, however, a variety
of possibilities exist to determine diode model parameter sets.

The most straightforward way we considered is to only use one
single JV curve that has been measured at STC, and to fit the JV
curve by either the one-diode or the two-diode models. This
method, in which diode model parameters are determined from
only a single STC-based JV curve, is denoted ‘MDSTC’ (denoting ‘M’
for ‘method’ and ‘D’ for diode).

In order to investigate how far the accuracy of this MDSTC
method can be improved, if the unbiased shunt resistance Rsp dark
also is considered, the method denoted ‘MDSH’ also considers
Rsh, dark- As this parameter is derived from the slope of an IV curve
measured under dark conditions, only one additional JV curve
measurement is required on top of the JV characteristics
determined under STC.

Using constant irradiance intensity levels allows for accurately
fitting measured and modelled cell efficiencies, as will be shown
in Section 4. This method is denoted MDPAR. However, the
MDPAR method fits measured cell characteristics rather than
predicting cell performances. The method MDPAR is therefore also
used as a reference to determine inaccuracies of the methods
MDSTC and MDSH.

Alternatively, combining a dark JV curve and the so-called
Suns-Voc curve [42,43] of each candidate cell could reduce the
amount of measurements needed. However, this approach was
omitted, because we opted for JV curve measurements under
constant intensity levels rather than under fluctuating irradiance
intensity (i.e., using a flasher), and determining Suns-Voc curves
would have required manually placing filters in the light path of
the sun simulator.
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Listing of applied modelling methods to calculate effective efficiencies.

Modelling approach

Name

Description of modelling method

Fill factor expressions

Empirical function

One-diode model and two-
diode model (each
diode model used
separately for the three
methods)

MFF

MLL

MDSTC

MDSH

Irradiance-dependent fill factor
(FF) as introduced by Shockley and
Queisser [9] and further adapted
by Green [10] (see Egs. (7)-(11))
applied to measured FF at STC.
Irradiance-dependent efficiency
modelled with three and four
parameters, a;-ds, and Egs. (12)
and (13), based on a mixed linear/
logarithmic, purely mathematical
equation as originally introduced
by Beyer et al. [21]

Diode model parameters derived
from fitting one JV measurement at
STC (see Egs. (2)-(6))

Other diode model parameters as
determined in method MDSTC, but

unbiased shunt resistance derived
from a JV curve measured under
dark conditions.

Adapted shunt resistance, series
resistance and diode current(s)
such that the best fit of measured
compared to modelled irradiance
intensity-dependent efficiencies
results.

MDPAR

An overview of the modelling approaches investigated in this
study and of the different methods to determine diode model
parameter sets is given in Table 2.

4. Modelling results

The modelling approaches listed in Table 2 were evaluated
using the measured data for the mc-Si cell as presented above. The
following focuses on the accuracy of each approach.

4.1. Accuracy of the MFF method

The parameters required as input for the MFF method were
derived from a single JV curve measured at STC of the mc-Si cell
(see Section 2), using Ip, = 144.6 mA, Ip = 6.4 x 107 A, n = 1.69,
Rse = 71 mQ, Rsp, stc = 565 Q from a one-diode model fit. For this
cell it is found that voc> 10 holds only for irradiance levels above
~90W/m?, and the condition rs,>2.5 is not fulfilled below 3 W/
m?. Fig. 3 shows two fits using the MFF method, one that applies a
shunt resistance determined at STC and one determined at a dark
condition JV measurement (Rsp, park = 30 kQ cm?). Note that the
latter fit increases accuracy towards irradiance intensities as low
as 10W/m?, with inaccurate conditions (voc<10) illustrated by
grey lines. However, the condition voc>10 is not influenced by
shunt resistance so that the valid result-range remains above
90 W/m?2.

Furthermore, measured open-circuit voltages can be compared
to modelled ones. Clearly, measured voltage decrease is not
accurately modelled. Moreover, qualitatively comparing measured
to modelled voltages reveals the limitation of a single-diode
modelling approach, upon which the MFF method is based: Only a
‘perfectly logarithmic’ voltage decrease towards weak irradiance
intensities can be modelled.

It is clear from the shown fits that the MFF method is not
adequate for our purpose. The method is not even capable to
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Voc modelled s
= o4 @ FF measured . 82 .-
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Fig. 3. The measured and modelled Vo and fill factor for the investigated mc-Si
cell as a function of the irradiance level (see also Fig. 2).
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Fig. 4. Fitting the measured efficiency of the irradiance intensity using the original
and the adapted equation of the MLL method.

calculate a positive FF for the intensity range 0.1-10W/m?. The
MFF method will therefore not be considered any further.

4.2. Accuracy of the MLL method

A graphical comparison of the original three-parameter
(Eq. (12)) and the adapted four-parameter (Eq. (13)) equation is
given for fitting performances of the mc-Si cell in Fig. 4. As shown,
the original MLL equation may result in negative efficiencies.
Clearly, accurate fits result only for irradiance intensity higher
than about 1-2 W/m?. Moreover, the original equation results in a
straight line when including measured data below 1 W/m? to the
fitting routine. By using the new equation that includes a fourth
parameter, however, a very good fit results over the entire
intensity range. One advantage of this new equation is that
checking the domain of the result can be avoided (e.g. within PV
simulation tools), because no negative conversion efficiency can
result for accurately chosen ay.

In conclusion, the MLL method is capable in very accurately
simulating irradiance intensity-dependent cell efficiency. How-
ever, no predictions can be made using this approach due to the
lack of physical parameters.
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4.3. Accuracy of diode model methods MDSTC, MDSH and MDPAR

The measured efficiencies as a function of irradiance intensity
were fitted by the three methods MDSTC, MDSH and MDPAR for
each cell, using both the one-diode and two-diode models.
Whereas MDSTC and MDSH methods apply pre-defined para-
meters, optimized diode model parameter sets have been
determined using the method MDPAR.

To evaluate the accuracy of each method, we calculated a
measured absolute error (MAE) in addition to a root-mean-
square-error (RMSE), as MAE give more accurate information on
the actual deviation of measured compared to modelled efficien-
cies than RMSE.

When a fit at high intensities increases the MAE, however, this
does not necessarily judge fitting accuracy at low light intensities.
Therefore, if no weighting is applied, one may argue that the MAE
approach is inappropriate to evaluate the accuracy of low light
intensity models. However, any method aiming to avoid this
inappropriateness would require weighting irradiance intensity-
dependent efficiencies and correlated power output. In addition,
higher scores when efficiency is high at higher irradiance
intensities must then be considered, as high efficiency at higher
intensity is of course more valuable. Consequently, an irradiation
intensity distribution would need to be assumed (as is done in
sub-Section 4.5), however, which in turn leads to difficulties in
selecting the arguably right irradiation intensity distribution. To
this end, we decided to calculate the MAE by the average
deviation of modelled compared to measured efficiencies over
the whole intensity range, equally accounting for each data point.

The MAE is conveniently given in absolute percent efficiency
throughout this paper: e.g., at irradiance intensity 3 W/m?, the
measured efficiency of the mc-Si cell as shown in Fig. 2 is 2.3%ps
and the modelled efficiency for, e.g., the one-diode model is
1.1%gps- This 1.2%ps difference is represented by an MAE of 1.2%ps.
Note that this translates to a relative error of almost 100%
comparing measured to modelled values.

4.3.1. Accuracy of models MDSTC and MDSH

A graphical comparison of measured and modelled character-
istics for the mc-Si cell is given in Fig. 5a (MDSTC) and Fig. 5b
(MDSH). Measured efficiency and open-circuit voltage are
depicted as points; modelling results are depicted as lines.

As the MDSTC modelling method uses parameters solely
determined from a JV curve taken under STC, the error for the
MDSTC method is relatively high. However, using the two-diode
model is better to predict efficiencies than the one-diode model.
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An RMSE of 0.23% and a MAE of 0.2%.s result for the two-diode
model compared to an RMSE of 0.66% and MAE of 0.51%s for the
one-diode model.

The MDSH method additionally takes the unbiased shunt
resistance determined from a dark IV curve measurement into
account. Here, fits are improved with respect to the MDSTC
method especially for the one-diode model, showing RMSE 0.32%
and MAE 0.27%gs. Differences especially in the highest intensity
decade of the modelled Voc, however, remain. Also for the MDSH
method the two-diode model yields a better result than the one-
diode model (with errors of 0.13% RMSE and 0.1%,s MAE). Clearly,
employing the two-diode model is preferred.

4.3.2. Adapting diode model parameters: the MDPAR method

We also investigated the effect of variation of parameters of
both the one- and the two-diode models on solar cell performance
as a function of irradiance intensity. Over the whole irradiance
intensity range only a single parameter was varied at a time. All
other parameters were kept constant. The one-diode parameter
starting set was Ip, = 36 mA/cm?, Rs. = 0.826 mQ cm?, Rg, = 2kQ
cm?, [p=6x10""A, n; =1.

Series resistance effects were investigated first. The series
resistances of 156 x 156 mm? crystalline silicon solar cells that have
screen printed front side metallization is usually above 1Q cm? but
they can be reduced to values less than 0.3Qcm? using photo-
lithography [44]. Series resistances can be much larger for thin film
devices [13,14]. We chose to model series resistance effects between
0.008 and 14Qcm?, as shown in Fig. 6a. Although upper and lower
values have been chosen to be rather extreme (i.e., industrially
produced crystalline silicon cells rarely have series resistances
above 2 Q cm?), the effect of series resistance on cell performance is
clearly limited to the highest irradiance decade only (100-1000 W/
m?). At irradiance intensity below 100 W/m? generated currents are
too small to cause noticeable resistive losses.

Second, we investigated the influence of shunt resistance by
varying it between 0.5 and 10 kQ cm? (Fig. 6b). It is clear that, in
contrast to series resistance effects, the shunt resistance is
particularly influential in lower irradiance intensities.

Third, the effect of varying the ideality factor n of the one-
diode model was analyzed, as shown in Fig. 6¢c. Note that the
influence of the diode current is significant only when in
the maximum power point the diode current is larger then the
current due to the shunt resistance. In the specific case shown, the
influence of the diode part is limited to values corresponding to
irradiance intensity larger than 10W/m2. For higher shunt
resistances, the influence of diode recombination (and thus also
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Fig. 5. Measured and modelled efficiency and open-circuit voltage of the mc-Si cell as a function of irradiance intensity. In the calculations both the one- and two-diode

model was applied using methods (a) MDSTC and (b) MDSH.
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Fig. 6. The irradiance intensity-dependent solar cell efficiency calculated by the one-diode model for different values of (a) the series resistance, (b) the shunt resistance, (c)
the ideality factor (which gives comparable results for different diode currents) and (d) combined effect of different diode currents and shunt resistances.

the diode ideality factor n) extends towards lower intensities. To
this end, a very high shunt resistance would be particularly useful
for cells operated under predominantly low light intensities.

Sufficiently high shunt resistances, however, only make sense
if the photo-voltage to be sustained is reasonably high, which in
turn requires diode currents as low as possible. This is illustrated
in Fig. 6d, which shows modelled efficiency as a function of
intensity for a variety of diode currents between 10~8 and 1071 A/
cm? and two shunt resistances Rg, = 1kQcm? and Rg, = 10kQ
cm? using the 2D model parameter set Ip, = 42 mA/cm?, R, = 0.2
mQcm?, n; =1.2 and n, = 1.8. Clearly, lower diode currents are
favourable in principle, however, the shunt resistance is of
differing influence at each different diode current.

Finally, diode model parameters were varied such that an
optimal fit of measured compared to modelled cell efficiencies as
a function of irradiance intensity resulted (method MDPAR). This
fit for the mc-Si cell (as previously shown in Fig. 2) is depicted in
Fig. 7. The fitting accuracy is very much improved to MAE of
0.07%qps (1D) and 0.03%gps (2D) absolute. Although the error is
rather small for the one-diode model, a systematic error can be
discerned. As shown in Fig. 7 in the upper right part, the open-
circuit voltage can only be modelled such that a linear voltage
decrease on the logarithmic plot results with the one-diode
model, whereas the two-diode model accounts for the S-shaped
voltage decrease by the second diode current and ideality factor in
the exponential part. Thus, open-circuit voltage at STC conditions
is overestimated for the one-diode model parameter set that has
been fitted with regard to efficiency. Again, as was already stated
for the MDSTC and MDSH methods, employing the two-diode
model is preferred.
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Fig. 7. Optimized fit of the irradiance intensity-dependent solar cell efficiency for
the mc-Si cell by applying the MDPAR method for the one-diode (1D) and the two-
diode (2D) model.

4.4. Modelling commercial cells with methods MDSTC, MDSH and
MDPAR

Table 3 presents resulting accuracies in the form of averaged
measured absolute errors (MAE) grouped per supplier for the
respective modelling methods. The given standard deviation is
calculated per supplier, with at least three cells measured (see
Table 2). As is clear from Table 3, the method that uses an
unbiased shunt resistance (MDSH) provides better results than
the MDSTC method, except for samples from supplier C. This as
well as the excellent fits of suppliers C (0.14%4ps) and H (0.12%p5)
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for the MDPAR method are related to the fact that the starting
parameter set (i.e., STC parameters) has been closer to the
resulting parameter set; this can be inferred from the already
low MAE for the MDSTC method.

4.5. Effective efficiencies

Having determined which method is best in terms of accuracy
for modelling irradiance intensity-dependent efficiency, it is now
shown what effects different cell performances at varying
intensities have on energy yield. To this end, a scenario for the
annual irradiation intensity distribution is assumed, in order to
simulate the theoretical energy yield—exclusively with respect to
their irradiance intensity-dependent performance—of the mea-
sured crystalline silicon solar cells. We selected an outdoor
irradiance intensity distribution, which is based on hourly
averaged horizontal irradiation measured in de Bilt, the Nether-
lands, in 2005. The ‘effective efficiency’ 75, ¢ with respect to just
different irradiation intensities G(h;) is defined by

_ 2iG(hn(G(hy)

Nerc == ¢
a

with G, =Y ;G(h;) the annual (8760h) irradiation sum. This
permits for an appropriate weighting of irradiance-depen-
dent efficiencies and the correlated power output, attributing
higher scores when the efficiency is high at higher irradiance
intensities.

(14)

Table 3

Measured absolute error (MAE) for the best fit of the methods MDSTC, MDSH and
MDPAR for crystalline silicon solar cells from eight suppliers (A-H), indicating
accuracies.

Cell supplier Measured absolute error (MAE) of the cell efficiency
code (%absolute) for fits of the investigated methods compared to
measured results

MDSTC MDSH MDPAR
A 2.6+0.3 0.7+0.2 0.27+0.12
B 2.0+0.3 0.4+0.1 0.25+0.06
C 04+0.3 1.4+0.1 0.14+0.04
D 0.7+0.2 0.5+0.1 0.27 +0.08
E 1.4+0.3 0.5+0.2 0.26 +0.06
F 1.7+0.2 1.0+0.1 0.30+0.01
G 1.7+0.6 0.4+0.3 0.24+0.15
H 0.6+0.3 0.5+0.1 0.12+0.04
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As the tested cells could well be applied in PIPV operated
indoors, we also used a simplified indoor irradiance intensity
distribution by assuming a constant daylight factor (DF) of 10%,
i.e, indoor intensities are exactly 10% of the outdoor ones,
including direct beam intensities.

It is recognized that these irradiation scenarios and the
assumptions concerning solar cell performances oversimplify (in-
door) irradiation conditions and PV power output that will occur in
practice. Neither a spatial distribution of incident irradiance nor
other spectra of the (indoor) light are taken into account. Also
incident angle-dependent reflection is neglected. Moreover, we
consider cells that are not encapsulated. Nonetheless, the approach
to calculate the ‘effective’ efficiency as an overall performance
parameter allows ascertaining the influence of specific low light
performance parameters on energy yield. In particular it allows
comparing the performance of the cells relative to STC efficiency.

The shunt resistance is an important parameter affecting
the efficiency of solar cells at low light intensities. The unbiased
shunt resistance (Rsp,dark) can be easily determined from dark JV
curve measurements. Therefore, we have plotted the ratio
between the effective efficiency as a function of the Rsp dark
parameter, see Fig. 8. The resulting performances relative to STC
vary between 94% and 102% for the simplified outdoor compared
to 65% and 87% for the simplified indoor irradiation intensity
distribution.

To compile the data points shown, we applied the two-diode
model parameter sets of the 41 cells using the MDPAR method. A
strong correlation between the low light performance of the cells
and Rsp, qark Would make the classification of cells relatively easy,
i.e., sorting of cells not only by different power classes but also
with respect to Rsp, 4ark- As can be seen in Fig. 8, however, cells that
show a low Rsp dare €xhibit only a somewhat lower effective
efficiency. Consequently, a higher Rsp 441« DOt necessarily yields
better effective efficiency, except for the cells from supplier E (see
filled triangles). Although a tendency of correlation is found, we
suggest that the spread in diode currents of the cells is too large to
allow for sorting cells based on their shunt resistance only.

5. Discussion

The obtained modelling results show that quite accurate
predictions of the energy that can be harvested by the commer-
cially available, crystalline silicon solar cells can be made using
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Fig. 8. The effective efficiency normalized to STC efficiency as a function of the dark shunt resistance for two light intensity profiles for crystalline silicon solar cells
provided by different suppliers. A simplified indoor irradiation profile is calculated by attenuating outdoor irradiation (constant DF of 10%). In (a) results for both the
outdoor and the simplified indoor irradiation profile and in (b) only results related to the indoor profile are shown.



1480 N.H. Reich et al. / Solar Energy Materials & Solar Cells 93 (2009) 1471-1481

both the one-diode and the two-diode models. However, several
limitations exist in our approach when calculating the presented
‘effective’ efficiency of the commercial cells. They require further
attention and are briefly discussed in the following.

Furthermore, why thin film solar cells have not yet been
considered will be discussed, and we also discuss how far the
shunt resistance determined from dark JV curve measurements
may help to increase the accuracy in determination of other diode
model parameters.

5.1. Limitations and further modelling requirements

Several effects and parameters have not been considered when
determining ‘effective’ efficiencies: Neither the effect of tempera-
ture on energy yield nor the influence of different spectral
compositions of irradiation have been accounted for, and other
effects on solar cell performance such as incident angle depen-
dency of irradiance and corresponding reflections were omitted.
Moreover, we did not consider cell encapsulation.

However, although the outdoor performance is strongly
affected by ambient and module temperature, this is hardly the
case if low light intensities prevail. Outdoor PV module tempera-
tures lead to a decrease of 10-20% the annual energy yield
compared to the yield estimated at constant temperature 25 °C. In
case of indoor PV, however, the ambient temperature is rather
constant (normally 15-25 °C) and temperature effects will be very
small, as the irradiation is low (e.g., due to window absorption). In
turn, spectral effects gain importance.

Whereas spectral effects are generally much less than
temperature effects for crystalline silicon-based PV systems
operated outdoors, spectral effects on indoor PV performance
should be carefully accounted for. Calculated by measured
spectral response (SR) of the 41 cells, different window glazing
types can cause the short-circuit current to decrease with a 15%
difference for cells of same type but from different manufacturers.

5.2. Required future research on different types of solar cells

Thin film solar cells have not been included in this study, as
more complex physical phenomena would needed to be taken into
account. Due to voltage-dependent photocurrent collection
[11,26] and recombination rate [12] as well as different ideality
factor modelling requirements [45] the superposition principle,
which means that the model elements are completely indepen-
dent, is not necessarily valid. However, Hegedus presented
modelling of a-Si and Si-Ge [11] and recently also cadmium
telluride (CdTe)-based cells [26] accounting for voltage-depen-
dent photocurrent collection. Virtuani et al. [20] already pre-
sented weak light performance effects when annealing CIGS cells.
These findings and results from the VIM method as presented by
Merten et al. [33,34] actually allow modelling of thin film devices
as a function of irradiance intensity. Nonetheless, this modelling is
much more complex, and hence we decided in this article to focus
on crystalline silicon cells exclusively—for which the super-
position principle is well known to hold [46].

Furthermore, crystalline silicon solar cells using different
grades of purity in silicon have been excluded in this study. With
less pure silicon being a promising route to cut costs of crystalline
silicon solar cells, such cells may also be an interesting option
regarding PIPV, particularly from an economical perspective. On
the other hand, the weak light performance of such cells is
supposedly (much) lower, due to the low shunt resistances one
can expect for those solar cells. Reasonable large shunt resis-
tances, however, are a prerequisite for good solar cell perfor-
mances at low light, as presented.

5.3. The unbiased shunt resistance as a low light performance
indicator

The unbiased shunt resistance as a performance indicator at
low light intensities has been evaluated in the Results section.
However, it was shown that shunt resistance effects are super-
imposed by diode current and series resistance effects. None-
theless, especially the 15 cells with a shunt resistance below
10kQ cm? do not perform well (on average ‘effective’ efficiency is
72% on average compared to the STC efficiency) compared to cells
with a shunt resistance larger than 10kQcm? (‘effective’ effi-
ciency being 83% on average compared to STC efficiency).

Particularly for the outdoor irradiation scenario, however, the
correlation between R 441« and the ‘effective’ efficiency is not so
clear, which is due to the fact that in this intensity range the series
resistance effects dominate. Moreover, as the low light perfor-
mance is not determined by shunt resistance alone but by shunt
resistance in combination with specific diode currents, accurate
determination of diode currents is of particular importance.

With series resistance effects superimposing diode character-
istics at irradiance intensities close to STC, required accuracy
levels may not be reached. Hence, although series resistance has
no effect on low light performance, accurate determination of
series resistance would help increasing prediction accuracy of the
low light performance of solar cells, simply because more accurate
determinations of diode currents become possible if the (lumped)
series resistance is known.

An even more promising way to determine diode currents,
however, is to first measure the unbiased shunt resistance
only: if the unbiased shunt resistance is derived first, at dark
conditions, the upper diode current could be determined more
accurately by measuring the increase of open-circuit and max-
imum power point voltages as a function of irradiance intensity.
This approach is quite similar to the VIM method as proposed
by Merten et al. [33], but it would require less measurements,
at a very narrow intensity range, compared to the original VIM
method once Rsp gark iS determined. As in the concerned
irradiance intensity range no series resistance effects occur,
diode currents could be determined more accurately. However,
once Rsy dark has been determined it would have to be stimulated
how voltages are expected to increase with specific diode
currents.

6. Conclusions

The performance of crystalline silicon solar cells in dependence
of irradiance intensity (much) lower than one sun was investi-
gated. This is of special importance for solar cells incorporated
into PV powered products which are used predominantly indoors.

To evaluate the accuracy of four model approaches to predict
the intensity-dependent solar cell performance, we measured the
performance of 41 industrially manufactured cells from eight
suppliers at six different light intensities and one single multi-
crystalline silicon solar cell at many light levels. Based on this
experimental data, the accuracies of the following four modelling
approaches were evaluated: (1) empirical fill factor expressions,
(2) a purely empirical function, (3) the one-diode model and (4)
the two-diode model. The results show that fill factor expressions
and the empirical function fail at low light intensities, but a new
empirical equation could be derived to accurately fit efficiency
also at low light.

Accuracies of both diode models are very high. However, the
accuracy highly depends on the used diode model parameter sets.
Therefore, different methods to determine diode model parameter
sets and the corresponding modelling accuracy that can be
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obtained were compared. The two-diode model is found to be
preferred in principle: particularly its capability in accurately
modelling Voc and not just the efficiency, with one and the same
parameter set, makes the two-diode model superior. Average
fitting errors of only 0.07%4s (for the one diode model) and
0.03%4ps (for the two diode model) were obtained for fitting
measured single-cell performance in an irradiance intensity
decade that covers five orders of magnitude.

The irradiance intensity-dependent performance of the com-
mercial cells was measured and fitted between 3 and 1000 W/m?.
Knowing the low light performance, the so-called ‘effective’
efficiency of these cells was calculated. Two simplified irradiance
intensity distributions were used, disregarding other effects on
performance such as spectra, incident angle of irradiance,
reflection, cell encapsulation and temperature. The resulting
performances relative to STC varied from 94% to 102% for a
simplified outdoor compared to 65% and 87% for a simplified
indoor irradiation intensity distribution. To avoid low-energy
yields of cells used under predominantly low irradiance inten-
sities the results suggest a lower limit of shunt resistance
measured at dark conditions of 10 kQ cm?.
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