
Computers in Human Behavior Reports 14 (2024) 100410

Available online 20 March 2024
2451-9588/© 2024 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Sweeter than honey: Are Gmail accounts associated with greater rewards at 
a higher risk of hijacking? 

Danielle Stibbe a,b, Stijn Ruiter a,b,*, Wouter Steenbeek a, Asier Moneva a,c 

a Netherlands Institute for the Study of Crime and Law Enforcement (NSCR), Netherlands 
b Universiteit Utrecht, Netherlands 
c Center of Expertise Cyber Security, The Hague University of Applied Sciences, Netherlands   

A R T I C L E  I N F O   

Keywords: 
Account hijacking 
Cybercriminal decision-making 
Hacker forums 
Honey accounts 
Personal data theft 
Rational choice perspective 
Target selection 

A B S T R A C T   

Objectives: This study investigates the effect of advertised rewards in credential leaks on the likelihood and speed 
of account hijacking. 
Methods: In an online field experiment, we created 176 honey Gmail accounts and randomly assigned them to 
eight different posts containing account credential leaks. We used a 2 × 2 experimental design, manipulating two 
key variables within the post titles: the number of accounts (5 K or 1.5 M) and the promise of access to additional 
platforms (absent or present). We then monitored the accounts for any subsequent activity. 
Results: Our findings indicate that the promise of access to additional platforms increased the likelihood and 
speed of an attempted access. Only 12 accounts were fully accessed, however, because most hijackers did not 
complete the second-factor authentication (2FA) process required for gaining full access. It seems that the 2FA 
acted as a deterrent to complete Gmail account hijacking. 
Conclusions: The study aligns with the rational choice perspective of crime, showing that the prospect of greater 
rewards leads to more attempted account accesses. 
Pre-registration: https://osf.io/9y26z.   

1. Introduction 

Technological advances have expanded the landscape of criminal 
opportunities (Newman & Clarke, 2013), leading to a surge in the fre-
quency and severity of cybercrime (Maimon & Louderback, 2019). In 
particular, the unauthorized access to personal data, facilitated by the 
digitization of private information (Wheatley et al., 2016), has become a 
growing concern. Estimating the losses from personal data breaches is 
challenging, but reported figures have nearly doubled in the last five 
years, amounting to approximately $520 Million in 2021 alone (Internet 
Crime Complaint Center, 2022). In reality, this number is probably 
much higher, given the substantial underreporting of cybercrime 
(Cheng, Chau, & Chan, 2018; McMurdie, 2016; Sangari et al., 2022). 

One targeted category of personal data that are frequently stolen, 

exploited, and sold is email credentials, consisting of usernames and 
passwords. These credentials can be stolen through various means, such 
as phishing scams (Bursztein et al., 2014; Thomas et al., 2017), malware 
(Stone-Gross et al., 2009), or data breaches (Chen et al., 2021; Thomas 
et al., 2017), sometimes exploiting the widespread habit of password 
reuse (Ives et al., 2004; Missaoui et al., 2018; Poornachandran et al., 
2016). Once stolen, credentials can be exploited or sold. If someone tries 
to exploit the credentials, they can use them to attempt to log in to the 
account. These attempted accesses can either be successful or fail. 
Failures could be due to account protection measures like 2-factor 
authentication (2FA). In this study we distinguish between attempted 
accesses and full accesses. Alternatively, attackers can share its cre-
dentials with others, either for a price or free of charge (Madarie et al., 
2019; Thomas et al., 2017). When shared for free, the credentials are 
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often posted on surface websites like hacker forums or paste sites.1 This 
practice is sometimes executed as a ‘proof of content’ for a much larger 
credential leak, where although a large number of credentials is prom-
ised, only a small portion is immediately presented (Stone-Gross et al., 
2011). 

Information stored in email accounts, such as Gmail, often contains 
details that can be used to access other services. For example, through a 
Gmail account one can access a wide range of services such as Google 
Drive, for storing files on the cloud, and Google Calendar, for scheduling 
appointments, among many others. In addition, some emails contain the 
login details from other platforms, which could range from streaming 
and gaming platforms to online shopping or financial services. There-
fore, once hijackers gain access to a Gmail account, they can take control 
of many of the victim’s assets. Aside from other functionalities, hijackers 
may also use the compromised accounts to send spam messages to third 
parties, search for sensitive information within email correspondences 
(Onaolapo et al., 2016), or assume the account owner’s identity for 
further exploitation (Bursztein et al., 2014). Gmail accounts thus hold 
potential intrinsic value for hijackers. 

In this study, we tested whether an increase in the implied benefits of 
Gmail accounts in a credential leak would increase their likelihood of 
being accessed by hijackers. 

1.1. Theory 

The notion that perceived benefits increase the likelihood of a target 
being chosen for a crime derives from the Rational Choice Perspective, a 
theory rooted in the idea that individuals act in ways that maximize their 
personal benefits while minimizing associated costs (Beccaria, 2009; 
Becker, 1968; Bentham, 1907; Clarke, 1980, 2016; Clarke & Cornish, 
1985; Cornish & Clarke, 2014; Lattimore & Witte, 2017). According to 
the rational choice perspective, criminal behavior is the result of a 
cost-benefit analysis in which benefits, like social status or financial 
gains, are weighed against the costs, like the effort required or the risk 
involved in committing a crime. Importantly, this form of rational 
decision-making is bounded by available resources, including time, 
effort, and available information (Simon, 1990). Situational cues of risks 
and rewards can also influence decision-making (Clarke, 2016; Cornish 
& Clarke, 2014). The rational choice perspective has not only been 
applied to understand why offenders commit crime, but also to criminal 
target selection (Bernasco et al., 2012; Cornish & Clarke, 2014). When 
faced with various potential targets, individuals are likely to choose the 
one they believe will yield the greatest personal gains. The higher the 
perceived reward, the more likely it is to be selected—provided that all 
costs remain constant. Note that the rational choice perspective provides 
a generic framework for understanding offender decision-making (e.g., 
Clarke, 2016). As such, it is not crime type specific and researchers can 
apply it to many different types of crime, including cybercrime such as 
account hijacking. Hence, if a Gmail account is promised to yield 
increased benefits, it becomes more attractive to account hijackers 
compared to an account lacking such promises. 

Similarly, it can be argued that the higher the perceived value of a 
target, the sooner it would be selected for a crime. To illustrate this 
point, consider two shoe stores that are identical in all aspects except for 
the value of shoes that they sell. If both stores open at the same time, it 

seems logical that the store offering more expensive shoes is more likely 
to be selected sooner for shoplifting. Furthermore, it has been argued 
that the perceived attractiveness of a product is influenced by its novelty 
and availability (Felson, 1998; Gould, 1969). If we conceptualize ac-
count credential information as a hot product (Newman & Clarke, 
2013), the more time elapses since it is leaked, the more likely it is to 
have been exploited by other offenders. In such a case, the perceived 
benefits are greater for the most recently posted credentials. 

While there is limited direct empirical evidence on the effect of 
utility calculations on the likelihood of target selection for a crime, 
previous studies provide support for this idea. For instance, Wright and 
Decker (1997) conducted semi-structured interviews with individuals 
actively involved in armed robberies and found that when facing 
financial needs, respondents chose targets perceived as having low risk 
and high reward. Similarly, Beauregard and Leclerc (2007) interviewed 
individuals convicted of sex offenses and found a preference for 
committing crimes in environments with low risk and easily accessible 
targets. Additionally, Copes (2003) found that individuals who engaged 
in auto theft mentioned various motivations, including financial gain 
and hedonism. 

However, these studies have several limitations inherent to the use of 
semi-structured interviews. The interviewed individuals may have been 
susceptible to memory biases. Interview-based studies are also confined 
by their ability to reach individuals willing to be interviewed, and 
limited in their ability to establish causal relationships. To address some 
of these limitations, researchers have used the hypothetical scenario 
method in randomized controlled trials. For example, Decker et al. 
(1993) showed that active residential burglars were more likely to target 
locations that offered higher monetary rewards and a reduced likelihood 
of apprehension. Although studies using hypothetical scenario methods 
can establish causality, they share some of the limitations of interviews, 
such as biases associated with the presence of researchers, artificial 
study conditions, and reliance on self-reports, which may limit their 
generalizability (Delgado-Rodriguez & Llorca, 2004; Exum & Bouffard, 
2010). 

Researchers have also used spatial analyses to investigate the rela-
tionship between crime patterns and the associated costs and benefits. 
For example, Bernasco et al. (2012) analyzed street robberies in Chicago 
by examining the costs and benefits associated with the choice of crime 
location. Their findings revealed that robbers were more likely to 
commit offenses in easily accessible locations near their homes and in 
areas where cash was readily available. Similarly, Townsley et al. (2015) 
found that areas with higher concentration of potential targets were 
more likely to be selected for burglary. While these studies are based on 
objective data and avoid potential biases associated with self-report 
measures, they are observational and therefore limited in their causal 
inference. 

In summary, empirical research supports the hypothesis that the 
benefits of a target correlate positively with its likelihood to be selected 
for a crime. However, many studies have limitations related to external 
validity and/or causal inference. A solution would be to conduct ran-
domized controlled field experiments, but practical and ethical consid-
erations have made these very rare in criminology (Dezember et al., 
2021). 

1.2. Honeypots: a research opportunity 

Technological advances not only expand crime opportunities, but 
also research opportunities. Honeypots are computer systems designed 
to mimic real online targets and detect unauthorized interactions that 
can be used to attract and monitor cybercriminals (Spitzner, 2003). 
Honeypots not only serve as tools for cybersecurity experts to identify 
vulnerabilities in their systems and bolster their defenses, but also as a 
means for researchers to study cybercriminal decision-making in a 
realistic environment while maintaining a relatively low profile to avoid 
detection by the perpetrators. For example, Onaolapo et al. (2016) 

1 Paste sites are platforms for sharing text files and code scripts among 
internet users. They are recognized as a common space for sharing stolen ac-
count credentials, and have been used by researchers in credential theft studies 
(Bermudez Villalva et al., 2018; Bernard-Jones et al., 2018; Bourke & Grzelak, 
2018; Madarie et al., 2019; Onaolapo et al., 2016). By using a designate search 
engine to look for terms related to stolen account credentials, internet users can 
find a list of such posts, and click on their titles to view their content. A dif-
ference between paste sites and hacker forums is that, in the former, there are 
normally no restrictions on viewing posts. 
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created a novel infrastructure of honey Gmail accounts and leaked their 
login credentials online to study cybercriminal behavior. Their findings 
revealed that intruders primarily sought out emails containing financial 
information. 

Honeypots have been used to examine the effect of costs on criminal 
decision-making [for a review on the use of honeypots for cybercrime 
research, see Perkins and Howell (2021)]. For instance, Maimon et al. 
(2014) conducted a study to determine whether displaying a warning 
banner after unauthorized access to a honey computer system had a 
deterrent effect on the intruder. In their study, they presented half of the 
intruders with a risk warning that explicitly stated the prohibition of 
intrusion, the system’s active monitoring, and the potential involvement 
of law enforcement. They found that warning banners significantly 
reduced the duration of intrusions, although they did not affect the 
frequency of intrusions. Additionally, Wilson et al. (2015) found that 
intruders executed fewer commands in honeypots where a warning 
banner was displayed, but only in intrusions lasting longer than 50 s, 
where the text of the banners was more likely to be processed by 
intruders.2 

However, it is essential to acknowledge that these honeypot studies 
come with some limitations. Possibly the most important methodolog-
ical criticism is that the honey computer systems used by the authors 
were incapable of distinguishing between human activity and auto-
mated bot activity, which may have affected the validity of the results 
(Vetterl, 2020). Additionally, it has been argued that sophisticated at-
tackers can differentiate between a genuine target system and a hon-
eypot through various fingerprinting techniques, which raises the 
possibility that intruders engaging with these honeypots are either 
inexperienced attackers or, as mentioned earlier, automated bots (Holt, 
2017). 

In spite of their inherent limitations, and in line with the rational 
choice perspective, honeypot studies support the notion that the impli-
cation of risk can deter criminal behavior. To the best of our knowledge, 
no prior research has examined the effect of manipulating the implica-
tion of rewards on cybercriminal behavior in a randomized controlled 
field experiment. 

1.3. The present study 

In this pre-registered study, we aimed to investigate whether 
advertising a cybercriminal target as being more rewarding would in-
crease criminal activity directed towards that target. To accomplish this, 
we carried out a field experiment where we deliberately leaked the ac-
count credentials of a set of honey Gmail accounts in a series of posts on 
a hacker forum. When leaking the credentials, we systematically altered 
the title of the post advertising the account credentials to manipulate the 
implied reward value of the accompanied Gmail accounts. Subse-
quently, we monitored all activity in these accounts using an adapted 
version of the scripts developed by Onaolapo et al. (2016). This allowed 
us to determine whether our manipulation of rewards influenced the 
unauthorized accesses of our honey Gmail accounts. 

We manipulated the implied rewards of the Gmail accounts in two 
ways. First, we varied the number of accounts linked to each post (”5K” 
or “1.5M”). Second, we manipulated the promise of rewards (“present” or 
“absent”), by explicitly mentioning other online platforms associated 
with the leaked accounts, encompassing services related to gaming, 
streaming, music, and financial activities. These platforms are inher-
ently beneficial to hijackers, as they provide access to a broader range of 
features. When an account is promised to include access to these plat-
forms, it is thus more beneficial than an account without such promise. It 
should be noted that the number of accounts promised in a post con-
stitutes a reward associated with that post, rather than the accounts 

themselves. Nevertheless, it is important to recognize that individual 
accounts may be less likely to be fully exploited by other hijackers in 
larger leaks. In such cases, account owners are also less likely to have 
noticed the credentials were stolen and change their password. This, in 
turn, increases the likelihood that the credentials remain functional. 
Furthermore, certain accounts can possess cumulative value, particu-
larly in terms of financial gain, meaning that more accounts imply more 
reward. 

According to the rational choice perspective, a target is more likely 
to be selected if it has a higher reward value (Clarke & Cornish, 1985; 
Cornish & Clarke, 2014). Therefore, if a target is perceived as more 
attractive, we can expect it to be attacked more often. Consequently, our 
first hypothesis posited that reward implications would increase the 
number of unauthorized accesses to our honey Gmail accounts. Specif-
ically, we expected that. 

H1a. Accounts in the 1.5M condition will receive more unauthorized 
accesses than accounts in the 5K condition. 

H1b. Accounts in posts where a promise of rewards was present would 
experience more unauthorized accesses compared to accounts in posts 
where the promise was absent. 

Additionally, we hypothesized that, holding the exposure time of the 
accounts constant, more attractive targets would be targeted sooner. 
Thus, we expected that. 

H2a. Accounts in the 1.5M condition would be accessed sooner than 
accounts in the 5K condition. 

H2b. Accounts in the reward present condition would be accessed 
sooner than accounts in the reward absent condition. 

2. Method 

We preregistered our research question, hypotheses, method, and 
analysis plan on the Open Science Framework (OSF) before observing 
any data (anonymized). Our goal was to study whether the implication 
of rewards associated with email account credentials affects the likeli-
hood of these accounts being accessed, and the speed with which such 
access occurs. To do this, we created 176 honey Gmail accounts43 and 
adapted the scripts published by Onaolapo et al. (2016) to monitor ac-
count accesses. We then leaked the account credentials on a hacker 
forum, manipulating the implication of rewards in the post advertising 
those leaks. Finally, we monitored the activity in each account for 60 
days, with the data collection period spanning from August 2nd and 
October 10th, 2022. 

2.1. Credential leaks 

We divided the 176 Gmail accounts equally and randomly into four 
conditions in a 2 × 2 design, making 44 accounts in each condition. 
Accounts within each condition were further subdivided in half and 
leaked in two separate posts. Consequently, there was a total of eight 
posts, with each post containing 22 account credentials. For more details 
on account creation, seeAppendix A. 

2.1.1. Experimental manipulations 
To manipulate the implied rewards associated with our accounts, we 

varied the title of the posts in each condition for a total of four conditions 
(Fig. 1). In posts belonging to the promise of rewards present conditions, 
we included a list of other media platforms implied to be linked to our 
accounts. For example, “PAYPAL, BANK LOGIN, NETFLIX, SPOTIFY, 

2 For a review of the current state of criminological theory application in 
cyberspace, see Bossler (2019). 

3 This number was initially chosen based on a power calculation conducted 
for a different analysis, but was retained because it corresponded to the number 
of accounts created by the time the analysis plan was formulated. 
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VALORANT, STEAM, ETC.” To avoid repeating post titles, we randomly 
shuffled the order of platform names between posts. Posts’ content 
repeated the title and included a note indicating that the accounts 
“[work] with any phone number” .4 Finally, to mimic other posts we had 
observed on the hacking forum, we invited users to request access to the 
remaining accounts promised by contacting a username that we created 
specifically for this study on Telegram, but we did not respond to any 
requests. 

2.1.2. Leak platforms 
All posts were published on a hacker forum.5 The hacker forum re-

sembles a conventional forum, featuring tabs that categorize various 
discussion topics and subtopics, many of which pertain to hacking- 
related topics, including the leaking of account credentials. Each sub-
topic presents a list of post titles, along with additional details about 
each post, such as the author’s username and the number of views or 

replies. Any forum member can create a post, while non-members, can 
only view posts. We configured our posts to remain hidden, so that only 
users who had registered on the forum and left a reply, or users who had 
paid to upgrade their user account on the forum to always be able to see 
the hidden content, could access them. This acted as a barrier to entry 
for new forum users, encouraging active participation with our posts 
while helping to filter out bots and spammers. 

2.1.3. Leak schedule 
To maximize the exposure to our posts while avoiding the risk of 

overusing identical post titles in the hacker forum, we divided the cre-
dentials in each condition in two and leaked each part at a different time. 
The first four posts, one of each condition, were randomly assigned to be 
leaked either in the morning or evening of the same day, resulting in two 
posts being published on each time frame. The remaining four posts 
were leaked about a week later, in the opposite time slots they were 
assigned the week before; posts published in the morning were then 
published in the evening, and vice versa. 

2.1.4. Honeypot infrastructure 
The honeypot infrastructure consisted of three components: (1) a 

Google Apps Script (GAS) embedded within a Google account, (2) a 
Python monitoring system, and (3) a sinkhole server. The infrastructure 
can be found on OSF.6 

Fig. 1. Example posts for each condition.  

4 We included this note because while we were pilot testing for this study, 
Google changed its protocol for accessing accounts without recovery phone 
numbers. Currently, to log into such accounts from a new device, SMS verifi-
cation is required, which can be done with any phone number. We incorporated 
this information in the posts because previous studies using the same design or 
infrastructure (Bermudez Villalva et al., 2018; Bernard-Jones et al., 2018; 
Onaolapo et al., 2016) were carried out when Google had not yet implemented 
2FA, resulting in many more account accesses than we observed during our 
pilot tests.  

5 To safeguard the continued use of these platforms for future research, we 
opted to redact the names of these websites. 

6 See https://osf.io/kqtue/?view_only=d80a41f0847b49a39104e74 
f8a5827c9. 

D. Stibbe et al.                                                                                                                                                                                                                                   

https://osf.io/kqtue/?view_only=d80a41f0847b49a39104e74f8a5827c9
https://osf.io/kqtue/?view_only=d80a41f0847b49a39104e74f8a5827c9


Computers in Human Behavior Reports 14 (2024) 100410

5

Google App Script. The GAS allows Google account owners to 
automate actions within their accounts. Using the infrastructure pub-
lished by Onaolapo et al. (2016),7 we embedded such a script into all of 
our honey Google accounts. The script automatically triggered an email 
to a designated third-party email in our control whenever an email was 
opened, sent, drafted or starred in the honey Gmail account’s mailbox. 
Additionally, the GAS sent a daily notice indicating that the honey ac-
count remained useable for the experiment. If the account’s password 
was changed or if someone disabled the GAS, the account was consid-
ered compromised and the notice ceased. Four accounts were compro-
mised in this manner, leading to the suspension of data collection from 
those accounts. However, the accounts were marked as accessed. 

Monitoring system. To track accesses to the accounts, we modified 
the Python scripts written by Onaolapo et al. (2016) to accommodate 
changes in Google Chrome and Python. The scripts autonomously log-
ged into the accounts, recording information on accesses. We also added 
a feature to capture attempted yet incomplete accesses, called “critical 
security alerts”. These alerts were triggered when a user entered correct 
login credentials on an unknown device, but did not complete the SMS 
verification process. 

Sinkhole Server. For ethical reasons described below, we built a 
sinkhole mail server based on Onaolapo et al. (2016). Using a Python 
script, we coded a Simple Mail Transfer Protocol (SMPT) server that acts 
as a sinkhole for incoming emails. The server was designed to reroute all 
outgoing messages from our honey Gmail accounts. Instead of arriving 
at their original destinations, the messages were intercepted and saved 
to disk. This mechanism remained effective even if hijackers disabled 
the GAS, but not if they disabled the rerouting process. 

2.2. Measurements 

2.2.1. Accesses to honey accounts 
Incomplete accesses. Using our monitoring system, we periodically 

collected data on critical security alerts received by our honey Gmail 
accounts, marking the entry of a correct set of credentials without the 
completion of Google’s 2FA. These alerts served as indicators of 
incomplete access to an account the data included a timestamp, a country- 
level location estimation, and the device, operating system (OS), and 
browser used. A maximum of three incomplete accesses could be 
received before Google blocked our accounts and required us to change 
our passwords. 

Full accesses. Our monitoring system also collected data on full 
accesses to our honey accounts. An access, defined as a login event, was 
recorded individually, even if a hijacker logged in multiple times. The 
data included a timestamp and unique cookie information for each ac-
cess, including the Internet Protocol (IP) address, a country-level loca-
tion estimation, and the device, OS, and browser used. This cookie 
information served to distinguish unique account hijackers. Given that 
the accounts were created specifically for this study, any accesses orig-
inating from an IP outside our control were deemed unauthorized. 

One of our honey Gmail accounts indicated its password had been 
changed before any information was collected about an unauthorized 
access to that account, suggesting that a hijacker had changed the ac-
count’s password. We assumed that the account had been accessed at 
least once, and counted the moment we lost access to that account as the 
moment it had been accessed for the first time. 

Attempted accesses. To calculate the number of attempted accesses, 
we combined data about full and incomplete accesses. 

Time to first attempt/access. We used the timestamp data to 
determine the first attempted and full access to each account. Subse-
quently, we calculated the time to first attempt/access, representing the 
number of days between the moment the account credentials were 

leaked and the first attempt/access. 

2.2.2. Number of views 
Each time a forum user visited our post, whether by clicking its title 

or entering its URL manually, contributed to a cumulative count of 
views. Since this metric did not distinguish between unique viewers, the 
volume of views could be inflated, for example due to repeated views or 
automated bots employed by forum users. the total number of views for 
each post was compiled by the end of data collection. 

2.2.3. Replies 
The content of our posts remained hidden for non-paying forum 

members, requiring them to log into their account and reply to the post 
to access its content. Therefore, we assumed that users who replied to a 
post were interested in its content. To gauge this interest, we counted the 
number of replies to each post at the end of data collection. 

2.2.4. Number of requests 
Our post titles promised either five thousand or one-and-a-half 

million accounts, but we only displayed 22. To access more accounts, 
readers were directed to approach a unique Telegram user assigned to 
each post. These Telegram accounts were created specifically for this 
experiment. By counting the contacts made with our Telegram accounts, 
we calculated the number of requests for more accounts. 

2.3. Ethical considerations 

To uphold ethical standards, we sought advice from the (anony-
mized). We only started data collection after receiving no ethical ob-
jections from the committee. We also followed a strict data protocol in 
accordance with the European General Data Protection Regulation 
(GDPR). We took several measures during data collection to address 
ethical concerns. First, by leaking webmail account credentials, we 
risked them being abused by hijackers to harm a third party. We miti-
gated this risk by creating a sinkhole server, to which all outgoing 
messages from the accounts were rerouted. Those messages were then 
saved to disk and prevented from being forwarded to their intended 
destination. Second, by the nature of our study, hijackers were deceived 
to believe that they were interacting with real account credential leaks. 
Any time spent interacting with our honey Gmail accounts, hijackers 
could not spend causing potential harm to the owners of real accounts. 

3. Analysis 

The following section describes the analyses. For each analysis, we 
report whether it was preregistered or additional. For all statistical tests, 
we used an alpha level of 0.05. A complete report of the code used for the 
analysis, assumption checks, and results following the preregistration 
can be found on OSF (footnote 6). A complete account of the results of 
the preregistered analysis, including all model coefficients and the re-
sults of sensitivity analyses, can be found in Appendix B. 

The account credentials leaked in this study were nested within 
posts, with 22 credentials in each post. To assess the potential impact of 
this nesting on the results, we fitted each model with the second level 
variable post. We then tested whether this addition improved model fit, 
and if it did, we analyzed the multilevel model rather than the single- 
level version. 

For each model, we also examined the presence of influential ob-
servations on the estimates by computing DFBETA values for each 
observation, following the method outlined by Belsley et al. (2005). 
Observations with DFBETA values greater than 2̅ ̅̅

N
√ , where N is the 

sample size, were considered influential. To address this, we conducted 
sensitivity analyses by re-running the analyses after sequentially 
excluding each influential observation individually. 

In this study, 48 of our accounts experienced a total of 58 incomplete 
7 The original monitor infrastructure can be found on https://bitbucket.org/ 

gianluca_students/gmail-honeypot/src/master/. 
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accesses and 12 accounts were fully accessed 16 times. In total, 57 ac-
counts had experienced a total of 74 attempted accesses. Table 1 de-
scribes the number of accounts and probability of attempted, 
incomplete, and full access in each condition. 

3.1. Attempted accesses 

The analysis was preregistered. Since the number of incomplete ac-
cesses cannot exceed three before an account is blocked by Google, we 
decided to analyze the probability of an account experiencing an 
attempted access rather than the number of attempted accesses. 

To determine whether reward messages influenced the probability of 
an account experiencing an attempted access, we conducted a logistic 
regression with number of accounts, promise of rewards, and their inter-
action as predictors. Adding post as a random effect did improve the fit of 
the model, χ2(1) = 27.19, p < .001, so we used a multilevel model for 
this analysis. 

3.2. Time to first attempted access 

To test the effect of reward messages on the time to first attempted 
access, we first computed the survival function for each condition. In 
this context, ‘survival’ is defined as the absence of unauthorized 
attempted accesses to an account. While an account survives, it is ‘at 
risk’ of experiencing its first unauthorized attempted access. To predict 
the risk at a specific point in time we used a Cox proportional hazards 
models (CPH; Cox, 1972). 

Using a CPH model, we tested the effect of the reward conditions on 
the time Gmail accounts survived until their first attempted access. Since 
adding post as a second-level factor improved the fit of the model 
[χ2(1) = 48.74, p < .001], we used a multilevel CPH model for this 
analysis. 

3.3. Fully accessed accounts 

In total, 12 accounts were fully accessed, including four that we lost 
access to. Following our preregistration, we conducted a logistic 
regression to test the first two hypotheses. Rather than testing the effect 
of the reward conditions on the number of accesses per account, we 
tested their effect on the probability of an account being accessed. To 
test these hypotheses, we fitted a binomial generalized linear model 
predicting the probability account access from the number of accounts 
(5K vs. 1.5M) associated with its post, the promise of rewards (present vs. 
absent) associated with the accounts, and the interaction between these 
two factors. 

3.4. Time to first full access 

To test our last two hypotheses, predicting that our reward condi-
tions would affect the time to a honey Gmail account’s first access, we 
fitted a CPH model as described above. The model predicted the hazard 
of a full access from our two reward conditions, namely number of ac-
counts and promise of rewards, and their interaction. 

4. Results 

Based on the figures reported by Onaolapo et al. (2016), we expected 
our honey Gmail accounts to experience many more accesses than they 
had. The proportion of accessed accounts in our study (6.8%) was 
notably lower compared to Onaolapo and colleagues’ (2016) study 
(90%). It is important to note that logistic regression analyses can sub-
stantially underestimate the likelihood of a rare event (King & Zeng, 
2001), leading to lower analytical power than initially anticipated. 

This challenge is further illustrated by the sensitivity analyses. Since 
few accounts had been hijacked, all accessed accounts were flagged as 
influential observations. Even when the results of the main analysis 
indicated a statistically significant effect, excluding any influential 
observation (with one exception) rendered the effect no longer statisti-
cally significant. For this reason, the following section focuses on the 
main findings of the analysis, and any results of the sensitivity analyses 
are fully described in Appendix B. 

4.1. Attempted accesses 

Before observing the data, we pre-registered our intent to examine 
the effect of reward implication on the likelihood of attempted access. 

The likelihood of attempted access was positively affected by the 
promise of rewards. When rewards were promised, the odds of an 
attempted access increased almost 137 times (z = 2.21,p .027). In other 
words, accounts advertised to include access to multiple other platforms 
were more likely to receive an attempted access than accounts with no 
such promise. However, excluding one of the influential observations 
rendered this effect no longer statistically significant. 

4.2. Time to first attempted access 

While not pre-registered, for comprehensive analysis, we decided to 
conduct an additional CPH analysis, predicting the time until the first 
attempted access based on our reward conditions. 

As shown in Fig. 2, the hazard of a honey account receiving an 
attempted access was positively affected by the presence of promised 
rewards. When rewards were present (median survival time = 5 days), 
the hazard of account access was more than 40 times greater (z = 2.01,
p = .045) than when rewards were not promised (median survival time 
= 60 days). In other words, accounts promised to be associated with 
multiple other online platforms received attempted accesses sooner than 
accounts advertised with on such promise. 

4.3. Accessed accounts 

The following two pre-registered analyses aimed to test whether a 
higher number of accounts and the presence of promised rewards would 
increase the likelihood of an account being accessed, and reduce the 
time required for the first account access. 

Table 1 shows the number of honey accounts accessed in each con-
dition. The results of the logistic regression can be found in Table B1 in 
Appendix B. Since no statistically significant effect was found, the null 
hypothesis in H1a and H2b could not be rejected. Thus, we did not find 
evidence supporting the notion that a higher number of accounts or a 
promise of reward lead to an increased likelihood of accessing accounts. 

Table 1 
Descriptive statistics of Accesses, incomplete access and total attempted accesses 
to honey Gmail accounts.  

Condition Full accesses Incomplete accesses Attempted accesses 

Number 
of 
accounts 

Prob. 
of 
event 

Number 
of 
accounts 

Prob. 
of 
event 

Number 
of 
accounts 

Prob. 
of 
event 

5 K accounts 
Promise 
absent 

0 0.00 1 0.02 1 0.02 

Promise 
present 

5 0.11 23 0.52 25 0.57 

1.5 M accounts 
Promise 
absent 

5 0.11 3 0.03 8 0.18 

Promise 
present 

2 0.05 21 0.48 23 0.52 

Note. The total number of accounts per condition was 44. 
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4.4. Time to first access 

Fig. 3 illustrates the survival probability of a honey account not being 
fully accessed. Since most accounts were not accessed, the median sur-
vival time across all conditions was 60 days, corresponding to the data 
collection period. Similar to the previous analysis, no statistically sig-
nificant effect was identified. Thus, we did not find evidence to suggest 
support for hypotheses H2a and H2b. 

4.4.1. Views, replies, and requests 
Regarding the interaction of users with our posts, Table 2 outlines 

the number of views, replies, and Telegram requests for more accounts 
that each post received. Note that two of our posts (one from the 1.5M- 
absent condition and the other from the 1.5M-present condition) were 
removed from the forum at an unknown date. As this information was 
collected at the end of data collection, we lack details on the views and 
replies associated with those two posts, or the duration they were 
accessible to forum readers. 

Although we are unable to statistically analyze the difference be-
tween conditions in terms of views and replies, posts that promised re-
wards had more interactions than posts that did not (197–295 vs. 
55–118 views and 14–37 vs. 4–9 replies, accordingly). Notably, the 
replies-to-views ratio remained constant across all conditions, and the 
number of requests on Telegram remained close to zero. 

5. Discussion 

This study examined whether the advertised reward value in posts 
containing Google account credentials increased their likelihood and 
speed of access. We experimentally varied the accounts’ reward value in 
the accompanying post titles through two factors: the number of ac-
counts leaked (5K vs. 1.5M) and the promise that the accounts were 
associated with multiple other platforms (absent vs. present). Our find-
ings reveal that honey accounts with a promise of rewards were more 

Fig. 2. The survival probability of unauthorized attempted accesses to honey Gmail accounts in each condition as a function of time. The lines symbolize the mean 
survival probability while the lighter borders illustrate the standard deviation of survival probability within each condition. Fig. 2A represents all conditions, while 
Fig. 2B represents the different conditions for better visualization. 

Fig. 3. The survival probability of unauthorized full accesses to honey Gmail accounts in each condition as a function of time. The lines symbolize the mean survival 
probability while the lighter borders illustrate the standard deviation of survival probability within each condition. Fig. 3A represents all conditions, while Fig. 3B 
represents the different conditions for better visualization. 

Table 2 
The number of views, replies, and requests on Telegram to receive more account 
credentials associated with each post.  

Condition Post number Views Replies Requests 

5 K accounts 
Promise absent 3 55 4 0 

5 74 4 0 
Promise present 1 232 19 0 

7 295 37 2 
1.5 M accounts 

Promise absent 2 118 9 0 
8 Unknown Unknown 0 

Promise present 4 197 14 1 
6 Unknown Unknown 0  
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prone to attempted accesses and experienced them sooner, even though 
we saw very few access attempts getting past Google’s second factor 
authentication process (2FA). This supports the notion that the 
increased effort demanded by 2FA dissuaded potential hijackers from 
completing unauthorized accesses, as the promise of rewards associated 
with the accounts was no longer sufficient to outweigh the added effort. 
This finding highlights the effectiveness of 2FA as a preventive measure 
against account hijacking. In a similar finding, Google reported that the 
introduction of 2FA blocked 76% of targeted attacks (Thomas & 
Moscicki, 2019). While promising for cybersecurity, this posed a chal-
lenge in our study, leading to low statistical power to test our 
hypotheses. 

Our accounts received very few full accesses, much fewer than in 
prior research that used the same design but at a time Google had not yet 
implemented 2FA (Bermudez Villalva et al., 2018; Bernard-Jones et al., 
2018; Onaolapo et al., 2016). We observed only 7% access rate (16 ac-
cesses to 12 accounts and another 58 incomplete accesses to 48 ac-
counts), while Onaolapo et al. (2016), for example, recorded a 90% 
access rate for their accounts. 

The target hardening effect of 2FA may explain the overall low 
likelihood of accessing our honey accounts. The reputation of the 2FA 
policy among hijacking communities may have dissuaded forum users 
from attempting to access our accounts. But there are other possible 
explanations for this low likelihood. Firstly, we only provided a fraction 
of the promised accounts, a strategy based on actual credential leaks 
found on a paste site, which may not have been as effective on the hacker 
forum. Although we observed posts offering a list of free accounts with a 
link to a Telegram account, we did not encounter the strategy of offering 
a few accounts while guaranteeing more on another platform. This 
approach might have been effective with a higher reputation on the 
forum but could have raised suspicion when originating from novice 
forum accounts. Indeed, research indicates that the social reputation of 
vendors on stolen data markets plays a significant role in establishing 
trust among users (e.g. Décary-Hétu & Laferrière, 2015; Holt, 2013; Holt 
et al., 2016). The limited exposure of our posts and the removal of two of 
them could also have contributed to the low access likelihood. Finally, 
publishing many account credentials together may have led to 
cross-contamination in the forum users’ perception, who may have 
believed them similar in security measures. Although we used a multi-
level regression model to examine this, it did not significantly improve 
the single-level model fit, likely due to the low likelihood of accesses to 
all our accounts, resulting in limited statistical power. Therefore, this 
explanation remains plausible. Regularly scraping information from the 
posts and posting fewer accounts in more posts could address these is-
sues in future studies. 

We found that the number of accounts advertised in the post title did 
not affect the likelihood or speed of attempted or fully accessing the 
accounts within that post. Several factors may contribute to this lack of 
effect. Firstly, users may have harbored suspicions regarding the 
discrepancy between the advertised and presented account numbers, 
potentially interpreting it as a scam. If this were the sole reason, we 
would expect a higher number of views for posts advertising a larger 
number of accounts, but that was not the case. Alternatively, the 
removal of two posts (presumably by forum administrators), both 
belonging to the 1.5M accounts condition, could explain the lack of ef-
fect. This could have been resolved had we identified the removal during 
data collection, and published new sets of credentials instead. Future 
studies should consider periodic scraping of forum posts to mitigate such 
issues. Lastly, it is possible that our manipulation of the number of ac-
counts did not sufficiently influence the perceived reward value of the 
account credentials. We posited that a larger pool of accounts would be 
more valuable, as it would be less prone to full exploitation or detection 
by others. Additionally, we assumed that a higher reward, regardless of 
its type, would be more enticing. Despite our choice of disparate values 
for advertised account credentials, forum users might have perceived 
both 5000 and 1,500,000 as high enough. It is therefore possible that 

they did not subjectively differentiate the reward value of those 
numbers. 

Though the promise of rewards increased the likelihood and speed of 
attempted access to our honey Gmail accounts, it did not for full access. 
A plausible explanation mentioned above relates to a change in Google’s 
security policy. The mandatory implementation of 2FA a few months 
prior to the experiment (Kudikala, 2021) made our honey Gmail ac-
counts less accessible and potentially less appealing to unauthorized 
parties. The requirement for supplying a phone number and SMS veri-
fication may have dissuaded forum users from completing the access. 
This change aligns with target hardening techniques in situational crime 
prevention (Clarke, 1980; Cornish & Clarke, 2014; Ho et al., 2022). 
Although we informed forum users that they could use any phone 
number for 2FA, distrust or concern about tracking by Google or au-
thorities might have influenced their behavior. Alternatively, forum 
users may have misunderstood how the credentials are used, and 
attempted to use them on the platforms advertised in the post titles 
instead of to access the Gmail accounts. The advertised platforms may 
not have been appealing to forum users. Future studies could explore 
alternative rewards, such as financial value or rich personal information, 
which were identified by Onaolapo et al. (2016) as the goal of some 
Gmail hijackers. In this study, we chose the manipulation based on 
actual forum posts, in order to align with existing content and not raise 
suspicion. 

Our findings raise questions about the target selection strategies 
employed by potential hijackers when confronted with a list of accounts. 
One might expect that accounts appearing at the top would be accessed 
more often than accounts further down the list. However, this was not 
the case in our sample. Future research could investigate this matter by 
exploring how the order of appearance in a credential leak affects the 
likelihood of a compromised account being targeted for hijacking. 

Despite the unexpected results, this study provides insights into the 
crime script of Gmail account hijacking through credential acquisition 
on the hacker forum. The process involves multiple steps, including 
visiting the hacker forum, registering or logging in, selecting a post of-
fering account credentials, replying to the post to view its content 
(paying members can skip this step), selecting an account to hijack, 
dealing with Google’s 2FA, and finally accessing and exploiting the 
account. While this study manipulated post titles at the post selection 
step, it did not measure their effect until the last two stages. We observed 
an effect on attempted accesses, but not on actual accesses. This means 
that rewards had a greater impact on earlier stages in criminal decision- 
making compared to later ones. This aligns with the rational choice 
perspective, which suggests that increasing the effort, like with the in-
clusion of 2FA, reduces the likelihood of a crime. Future studies exam-
ining the effect of rewards on account hijacking in platforms with 2FA 
should focus on early manipulations and assess if the effect extends 
beyond the 2FA stage. Questions also arise regarding the decision- 
making of paying and non-paying members: Do paying members 
exhibit different tendencies when attempting or completing an access? If 
the requirement to reply before accessing content is removed, would 
users invest more effort in the 2FA stage to fully access an account? 
Addressing these questions would require researchers to access the full 
server log of the forum to analyze unique interactions and member 
statuses, which was beyond the scope of this experiment. 

5.1. Limitations 

In addition to the above, this study has some limitations that should 
be mentioned. Firstly, the low number of accesses across all conditions 
led to low statistical power, which prevented a robust statistical analysis 
of the effect of our reward manipulations on the likelihood and speed of 
accesses to our honey accounts. This was, however, mainly a result of the 
study rather than a study design issue. We believe this finding is related 
to Google’s new 2FA policy. Even though we informed forum users 
about the requirement for a phone number, the 2FA may have still 
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dissuaded potential hijackers. Future studies could consider using 
alternative platforms or collaborating with Google to exempt the ac-
counts from the 2FA mandate, thus overcoming this barrier. 

Furthermore, the activity observed in the study may have involved 
automated bots in addition to human interaction. Although the forum’s 
security measures make this scenario unlikely due to extensive use of 
human verification, sophisticated users or bypass techniques could have 
allowed bots to alter the forum metrics. However, it is less likely that 
bots exploited the account lists, as Google’s 2FA likely hindered bot 
attacks (they reported 100% success at preventing those attacks; 
Thomas & Moscicki, 2019). This offers another explanation for the 
higher number of attempted accesses compared to completed accesses. 
Nonetheless, accounts associated with promised rewards experienced a 
higher number of attempted accesses, indicating a preference for Gmail 
accounts linked to other platforms regardless of bot involvement. It 
should be noted that there were suspiciously regular intervals between 
accesses to one of our accounts on Google’s records, suggesting auto-
mated activity, but these repetitive accesses only accounted for 
approximately half of the total accesses to that account. In conclusion, it 
is possible that accesses had been attempted using bot activity, but those 
attempts were blocked by Google’s 2FA. Nevertheless, the preference for 
accounts with promised rewards over accounts with no such promise is 
apparent at the attempt stage, suggesting that rewards influence target 
selection at least at an early stage. 

Regarding the generalizability of the results, it should be noted that 
since the accounts from which the account credentials were leaked were 
new, the results only generalize to account credential leaks by new 
forum users. Future work could explore whether the results change 
when the accounts that leak credentials have higher levels of trust. The 
study also faced limitations in drawing conclusions about the popularity 
of the posts publishing our honey account credentials. While we could 
rely on usernames to distinguish between those who reply to posts and 
those who request credentials via Telegram, we could not distinguish 
those who viewed the posts. We were not able to link views, replies, 
requests, and incomplete accesses to hijackers who completed their 
access either, as cookie information was only recorded in the latter case. 

These limitations highlight the challenges of conducting field ex-
periments online. Future researchers should strive for larger sample 
sizes with higher statistical power than what is typically recommended 

by a power analysis to accommodate any potential challenges that may 
arise during data collection. Given enough time and perhaps collabo-
ration with the account platform itself (for example, to obtain exemption 
from the 2FA stage), researchers could improve the study design by 
including more posts and accounts, allowing for a comprehensive ex-
amination of the effect of reward implications on different stages of the 
crime script. 
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Appendix A. Account creation 

For the purpose of this study, we created 176 Gmail accounts. To create these accounts, Google required us to provide certain information in a 
profile, including a first name, a last name, a password, a username, and a date of birth. To ensure diversity in these accounts, we leveraged the API of a 
random user generator (RandomAPI, 2017). For the sake of consistency, the profiles were constrained by an age restriction ranging from 18 to 64, and 
they featured US-based names. Since the passwords generated by the RandomAPI seemed suspiciously similar, we decided to use the leaked password 
database RockYou instead, which contains over 14 million unique passwords (Mutalik et al., 2021). We filtered passwords to meet the length re-
quirements (a minimum of 8 and a maximum of 16 characters), and randomly sampled 176 passwords using R (R Core Team, 2021). If Google rejected 
the password, typically because it was easy to guess (e.g., ‘12,345,678’), we replaced it with a new password. 

To ensure that the accounts did not appear empty upon access, we took four steps. First, each profile was assigned three interests appropriate to 
their age and gender, using stratified randomization. For example, a male born in 1986 could be assigned interests like cooking, sports, and media [a 
comprehensive list of categories by gender and age group is available in the Supplementary Materials (footnote 6)]. Second, we used Google’s search 
engine to identify 100 US-based newsletters and mailing lists within each of the specified interest categories. Third, we randomly selected 50 
newsletters and mailing lists for each profile. And fourth, we subscribed each account was subscribed to those services. 

Appendix B. Full statistical analysis as pre-registered 

B1. Pre-registered hypothesis testing 

B1.2. Accessed accounts 
To assess the effect of our manipulations on the likelihood of an account to be accessed, we fitted a logistic regression model. The full model 

estimates and those from the corresponding sensitivity analyses are described in Table B1. We found no statistically significant effect of number of 
accounts or promise of rewards on the number of accessed accounts, nor was the effect of their interaction statistically significant. We therefore could 
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not reject the null hypotheses or find evidence supporting H1a and H1b in our study.  

Table B1 
The effect of reward implication (promise of rewards, number of accounts) on full accesses to honey Gmail accounts.   

Model parameters of full sample Model parameter ranges sequentially removing 12 influential observations 

B (SE) Odds Ratio [95% 
CI] 

p B (SE) Odds Ratio p 

Min Max Min Max Min Max 

Intercept − 19.57 
(1621.23) 

0 [0, inf] 0.990 − 19.57 
(1621.23) 

− 19.57 
(1621.23) 

0 0 0.990 0.990 

PRewards (present) 17.51 (1621.23) 4.03e+07 [0, inf] 0.992 17.29 (1621.23) 17.51 (1621.23) 3.23e+07 4.02e+07 0.990 0.991 
NAccounts (1.5 M) 17.51 (1621.23) 4.03e+07 [0, inf] 0.992 17.29 (1621.23) 17.51 (1621.23) 3.23e+07 4.02e+07 0.990 0.991 
PRewards (present) * NAccounts 

(1.5 M) 
− 18.50 
(1621.23) 

0 [0, inf] 0.991 − 19.20 
(1621.23) 

− 18.28 
(1621.23) 

0 0 0.991 0.991 

Note. The analysis was performed using generalized linear logistic regression model using a binomial distribution. 
Naccounts = number of accounts implied in the title. PRewards = promise of rewards associated with accounts. CI = confidence interval. SE = standard error. Min =
minimum. Max = maximum. 

Sensitivity analysis. We identified 12 influential observations [i.e. with a DFBETA for at least one parameter larger than 2/ √N]. Subsequently, 
we repeated the above analysis 12 times, excluding these influential observations sequentially. The results of the analysis were largely consistent, with 
the parameter estimates remaining high (see Table B1). Each of those twelve cases represented an accessed account, highlighting the issue of low 
power in this study. The low number of accounts accessed in this study was so low that each accessed account was identified by DFBETA as an 
influential case. 

B1.3. Time to first access 
We fitted a Cox Proportional Hazard (CPH) model to predict the hazard function of an account being accessed from our two reward factors (promise 

of rewards, number of accounts) and their interaction. The results of this model are described in Table B2. Neither effect in the model was statistically 
significant. The average time to first access did not statistically differ between conditions. We could thus not reject the null hypotheses and collect 
evidence to support hypotheses H2a and H2b. 

Sensitivity analysis. We identified two influential observations. The results of the CPH model excluding each of those two influential observations 
are described in Table B2. Though this exclusion affected the model’s coefficients, the p-values remain the same and the conclusion of no statistically 
significant effects is unchanged. 

B2. Preregistered exploratory analysis  

Table B2 
The effect of reward implication (promise of rewards, number of accounts) on the hazard function of full accesses to honey Gmail accounts.   

Model parameters of full sample Model parameter ranges sequentially removing 2 influential observations 

B (SE) Hazard Ratio [95% 
CI] 

p B (SE) Hazard Ratio [95% CI] p 

Min Max Min Max Min Max 

PRewards (present) 19.81 (8719.32) 4.03e+08 [0, ∞] 0.998 19.99 (9486.73) 19.99 (9486.73) 4.80e+08 4.80e+08 0.998 0.998 
NAccounts (1.5 M) 19.80 (8719.32) 3.95e+08 [0, ∞] 0.998 19.97 (9486.73) 19.97 (9486.73) 4.71e+08 4.71e+08 0.998 0.998 
PRewards (present) * NAccounts 

(1.5 M) 
− 20.74 
(8719.32) 

0 [0, ∞] 0.998 − 21.60 
(9486.73) 

− 21.60 
(9486.73) 

0 0 0.998 0.998 

Note. The analysis was performed using a Cox Proportional Hazards model. 
Naccounts = number of accounts implied in the title. PRewards = promise of rewards associated with accounts. Min = minimum. Max = maximum.  

B2.2. Attempted accesses 
To test whether there was an effect of the reward condition (number of accounts, promise of rewards) on the probability of an account to experience 

an attempted access, we fitted a logistic general multilevel model. The results of this analysis are presented in Table B3 When a post included a promise 
of rewards, the odds of attempted accesses to honey Gmail accounts in this post were nearly 137 times higher, p = 0.027. In contrast, the effect of the 
number of accounts associated with the post was not statistically significant, nor was its interaction with the promise of rewards.  

Table B3 
The effect of reward implication (promise of rewards, number of accounts) on the probability of attempted accesses to honey Gmail accounts.   

Model parameters of full sample Model parameter ranges sequentially removing 4 influential observations 

B (SE) Odds Ratio [95% CI] p B (SE) Odds Ratio p 

Min Max Min Max Min Max 

Intercept − 4.60 
(1.80) 

0.01 [0, 0.34] 0.011 * − 20.68 
(1.92) 

− 4.70 
(332.23) 

0 0.01 0.014 * 0.950 

PRewards (present) 4.92 (2.22) 136.96 [1.75, 
10735.05] 

0.027 * 5.02 (2.39) 21 (332.25) 151.14 1.32e+09 0.035 * 0.950 

NAccounts (1.5 M) 2.12 (2.29) 8.35 [0.09, 743.31] 0.354 2.11 (2.45) 18.09 (332.24) 8.25 7.18e+07 0.390 0.957 
PRewards (present) * NAccounts (1.5 M) − 2.15 

(2.97) 
0.12 [0, 39.64] 0.470 − 18.09 

(3.22) 
− 1.46 
(332.26) 

0.02 0.23 0.454 0.957 
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Note. The analysis was performed using logistic generalized linear multilevel model using a binomial distribution. Naccounts = number of accounts implied in the title. 
PRewards = promise of rewards associated with accounts. SE = standard error. Min = minimum. Max = maximum. 
*p < 0.05. 
**p < 0.01. 
***p < 0.001. 

Sensitivity analysis. We identified 4 influential observations. The results of the analyses excluding each observation are also presented in 
Table B3. For two of the four influential observations, the exclusion had a substantial impact, entirely altering the results and rendering the effect of 
promise of reward no longer statistically significant. 
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