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A B S T R A C T

We present a novel methodology for integrating high resolution longitudinal data with the dynamic prediction
capabilities of survival models. The aim is two-fold: to improve the predictive power while maintaining
the interpretability of the models. To go beyond the black box paradigm of artificial neural networks, we
propose a parsimonious and robust semi-parametric approach (i.e., a landmarking competing risks model)
that combines routinely collected low-resolution data with predictive features extracted from a convolutional
neural network, that was trained on high resolution time-dependent information. We then use saliency maps
to analyze and explain the extra predictive power of this model. To illustrate our methodology, we focus on
healthcare-associated infections in patients admitted to an intensive care unit.
1. Introduction

Artificial Neural Networks (ANNs) are very accurate predicting tools
when compared to more conventional survival models [1–3]. However,
they are often seen as black boxes, since often it is not possible to
express the connection between ANN predictions and input data in a
closed form. ANN models are indeed complicated to interpret and it is
challenging to identify which predictors are the most relevant [4]. In
contrast, semi-parametric hazard-based survival models [5] are exam-
ples of interpretable models, whose hazards can measure (directly or
indirectly) the effect of each covariate on the outcome of interest.

In order to properly model the temporal evolution of the survival
process, including longitudinal information (e.g., biomarkers, health
status, clinical measurements) as time-dependent covariates is often
informative. These covariates are usually internal and they require
extra modeling to predict survival functions accurately [6]. The use of
Joint Modeling (JM), which attempts to jointly model the longitudinal
covariates and the event time, might be then a natural choice [7–9].
Although JMs can efficiently estimate the underlying parameters when
the model is correctly specified, they are sensitive to misspecification
of the longitudinal trajectory [10] and they are complex to estimate.

For these reasons, we consider a Landmarking (LM) approach for the
dynamic prediction of the outcome of interest (e.g., intensive care unit
acquired infections). LM is indeed a pragmatic approach that avoids
specifying a model for the longitudinal covariates and it is robust under
misspecification of the longitudinal processes [11,12]. The main idea
behind LM is to select a point in time 𝑠 known as a landmark. By
selecting subjects at risk at 𝑠 (i.e., left-truncation at time 𝑠) and by
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imposing administrative right-censoring at time 𝑠 + 𝑤 (horizon time),
a landmark dataset is then constructed. Thus, for a time-dependent
covariate 𝑍(𝑡), only the value 𝑍(𝑠) at 𝑠 is considered so that the
resulting LM dataset can be analyzed by using standard methods: 𝑍(𝑠)
is indeed treated as a time constant covariate. In case of competing
events, the LM approach can be generalized to the Competing Risks
model (LM-CR), see [13].

The novelty of the manuscript is the inclusion in the LM-CR model
of time-dependent information coming from high-resolution Electronic
Health Record (EHR) data: vital signals recorded in the Intensive Care
Unit (ICU) monitors and sampled every minute (i.e., heart rate, mean
arterial blood pressure, pulse pressure, arterial oxygen saturation, and
respiratory rate). A type of deep neural network, a Convolutional
Neural Network (CNN), that looks for predicting patterns present in
the signals prior to the landmark time 𝑠, is used as a features’ extractor
to be included in the main LM-CR model. We hypothesize indeed that
these patterns represent additional information, not contained in the
lower-resolution covariates.

Although the LM-CR is in itself an interpretable model, we would
like to interpret the additional predicting power of the CNN score in
terms of the medical conditions of the patients. Thus, we studied the
pattern recognition performed by the CNN and made it interpretable
via a Saliency Map Order Equivalent (SMOE) scale [14]; an algorithm
that describes the statistics of the activated feature maps of the hidden
layers of the network. By the SMOE scale, we could visualize the
regions of the input data with the highest saliency for the prediction.
Hence, we extracted subsets of the signal with the highest cumulative
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saliency, to perform a data-driven clustering of patients who are more
likely to experience the outcome in the fore-coming prediction window.
This approach represents a proof of concept for future applications of
our method.

In order to illustrate the methodology, we focused on healthcare-
associated infections in patients admitted to an ICU, where they were a
major cause of morbidity and mortality [15–18]. Therefore, early iden-
tification of infectious events could help physicians in the prevention
and management of infectious complications in the ICU [19,20]. More-
over, the dynamic prediction of nosocomial infections is a modeling
challenging task. The establishment of the presence of infection is not
straightforward, and the exact time of infection onset cannot be directly
observed. Hence, a method that can predict an approaching infection,
might give the partitioners valuable lead time to intervene.

The structure of the paper is the following. In Section 2 we describe
the data and define the outcome we want to predict; in Section 3 we
introduce the two-step modeling approach; in Section 4 we explain
the design of the CNN, its training, and the risk score’s extraction. In
Section 5 we define and fit the LM-CR model with the inclusion of
the risk score extracted by the CNN. Finally, in Section 6 we perform
a data-driven clustering based on the SMOE scale analysis of the EHR
instances. The Supplementary material file contains further information
about the data, the selection of the design of the CNN, and a more
detailed explanation of the SMOE scale used in the paper.

2. The data

We analyzed data from the Molecular Diagnosis and Risk Stratifi-
cation of Sepsis (MARS)-cohort [21]. We selected patients >18 years
of age having a length of stay >48 h, who had been admitted to the
ICU of one of the participating study centers between 2011 and 2018.
In addition, we also used high-resolution data streams from vital signs
monitors which had been recorded in the hospital information system
at a 1-min resolution.

As the outcome parameter for our primary modeling attempt, we
used the onset of the first occurrence of a suspected Intensive Care
Unit Acquired Infection (ICU-AI) within a 24-h time window prior to
the moment of prediction. The time of infection onset was determined
by either the start of new empirical antimicrobial treatment or the
sampling of blood culture (subsequently also followed by antibiotic
therapy), whichever occurred first. The dataset thus consisted of 5075
ICU admissions in which 871 first cases of ICU-AIs occurred. Impor-
tantly, the incidence of ICU-AI remained relatively constant across ICU
stay at a mean rate of 0.04 (SE 0.01) events per day during the first
10 days in ICU. Median time of onset was 5.25 (IQR 3.80–9.45) days
following admission.

We selected candidate predictors among several variables based
on literature review, a priori consensus of clinical importance, and
prevalence in the study population. These covariates include both time-
fixed variables reflecting the baseline risk of infection, as well as
time-dependent data representing the dynamics of the clinical evolution
of patients over time, e.g., laboratory values and physiological response
and organ function parameters; see Table 1 and Table 2 in Section 1 of
the Supplementary Material.

. Two-step modeling strategy

This section offers a concise introduction to the methodology we
ave proposed. To take advantage of all longitudinal clinical data
nd to include observations with different temporal resolutions, we
esigned our model by means of a two-step modeling approach. Specif-

ically:
2

Step 1: We utilize a CNN to investigate the longitudinal evolution of
EHR data. The specific EHR data under examination are the
high-frequency vital signs recorded by the monitors in the ICU.
These vital signs are sampled at a frequency of 1 min. The
CNN is finalized to provide a risk score of infection (or more
simply the risk score or CNN score). The risk score of infection
is designed to prospect the occurrence of an infectious episode
at any time during the therapy, given the EHR. The higher the
risk score, the more the clinical risk of an infectious episode to
occur in the near future. For ease of use, the risk score ranges
from 0 to 1. Despite achieving values from 0 to 1, the risk score
does not represent the probability of infection. From a theo-
retical perspective, the CNN output is not a probability. More
details about this step are discussed throughout Section 4.

Step 2: The LM-CR model is fitted, including all explanatory vari-
ables, i.e., baseline covariates (e.g., sex, age, ICU admission
type, and admission comorbidities), the low-frequency predic-
tors (e.g., consciousness score, laboratory measurements, and
bacterial colonization) and the risk score derived in Step 1.
This model combines two models: the Landmark approach and
the Competing Risk model. The Landmark model allows us
to predict the onset of a suspected infectious episode at any
moment of the therapy, based on the data at one previous
moment of the ICU stay. The Competing Risk is based on
the implementation of a Cox proportional hazard model with
two failure causes: the onset of an acquired infection and the
occurrence of one of two exclusive events, namely patient
death or discharge from the ICU. Additional mathematical
details and further insight into this step are elaborated in
Section 5.

In summary, we trained the CNN using EHR data and evaluated
the risk score of infection throughout each patient’s ICU stay. As we
will discuss in Section 4, we evaluated the risk score for each patient
at 8-h intervals starting from ICU admission. The evaluation of the
risk score at some generic time, provided information regarding the
chance of an infectious episode in the forthcoming 24 h. Subsequently,
the risk scores were integrated with both the low-frequency and the
baseline predictors. This comprehensive and massive set of predictors
was then employed to train the LM-CR model, serving as the primary
tool for making dynamic predictions concerning the onset of infectious
episodes.

4. Step 1: CNN at work

This section gives insight into the CNN model, including its struc-
ture, the data it uses, and how it was trained and tested. It also explains
how the CNN model has generated the risks scored.

4.1. Selection of high-frequency instances and imputation

With the term high-frequency covariates, we refer to the five high-
frequency vital signs available to us, namely Heart Rate (HR), mean
Arterial Blood Pressure (ABP), pulse pressure (PP), functional oxygen
saturation (SaO2), and Respiratory Rate (RR). As mentioned, these
predictors are sampled with a sampling frequency equal to one minute.
These data were arranged in various 24-h time series (i.e., each time
series contains 1440 records, one record per minute).

Thus, we selected and extracted the time series instances as follows:

1. We excluded the final 24 h of data for patients who passed
away during their ICU stay. These time windows might indeed
contain unrepresentative information. In fact, medical decisions
to withhold treatment in the last 24 h before death could result
in extreme or abnormal records. Hence, the use of these records
could affect the learning phase of CNN.
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2. Starting from admission time 𝜏𝑖0 of the 𝑖th patient, we partitioned
all physiological vital signs into time windows of width 𝑤 = 24 h
until achieving the final time 𝑇 𝑖

𝓁 of the patient record (defined as
in point 1 for the patients who died during the stay). Therefore,
we obtained the set of intervals  𝑖 for the patient 𝑖:

𝑖 ∶=
⋃

𝑘≥1

{

[𝜏 𝑖0 + (𝑘 − 1)𝑤,min(𝜏 𝑖0 + 𝑘𝑤, 𝑇 𝑖
𝓁)]

}

Likewise, we defined the set of time windows shifted by 𝛿 as:

𝛿
𝑖 ∶=

⋃

𝑘≥1

{

[𝜏 𝑖0 + 𝛿 + (𝑘 − 1)𝑤,min(𝜏 𝑖0 + 𝛿 + 𝑘𝑤, 𝑇 𝑖
𝓁)]

}

,

provided that 𝑇 𝑖
𝓁 ≥ 𝜏 𝑖0 + 𝛿. Hence, the time windows selected

for the patient 𝑖 are the ones belonging to the set  total
𝑖 ∶=

𝑖 ∪ 8 h
𝑖 ∪ 16 h

𝑖 ; see Fig. 1. The collection of the time windows
in  total

𝑖 (i.e., consecutive windows of 24 h and their translations
of 8 and 16 h), allows chunk the longitudinal evolution of the
signals coherently with the way we extracted the low-frequency
time-dependent covariates of Step 2. We shall refer to the portion
of the five vital signs signals corresponding to an interval in
 total
𝑖 with the term time series instance.

3. Per each patient 𝑖 who has acquired no infection during his/her
stay in the ICU, we termed his/her time series instances as the
not-infected instances. For such a patient we considered all time
series instances whose time windows are in  total

𝑖 .
4. For each patient 𝑖 who acquired an infection during the stay in

the ICU, we first divided his/her ICU stay as in point 2 ( total
𝑖 ).

We then labeled as an event all the time windows where an ICU-
AI event has occurred (i.e., those time windows including the
time-stamp at which the ICU-AI episode was recorded). Likewise,
we also labeled all the time windows preceding the time window
containing the onset of an ICU-AI event as outcome events. By
doing this, we tagged as an event those time series instances
anticipating at the most the 24 h prior to the moment when
the ICU-AI episode was reported. This choice comes naturally
with the necessity of modeling the high volatility of the outcome
variable under the exam. Unlike other events, such as death in
the ICU, the onset of acquired infections cannot be detected at
one precise moment unless the worsening of clinical conditions
has become overt. All remaining time windows associated with
no infectious episode, are therefore treated as not-infected.

5. We considered the first ICU-AI episode while discarding all the
other recurrent episodes from the same patient. More precisely,
all the instances following the first infection were discarded.

6. We equipped each time series instance with an extra time series
monitoring the presence of missing values: This strategy allowed
us to track the percentage of missing records at each time stamp.

Hence, each time series instance was described by a 6 × 1440 matrix,
whose rows represent the type of time series features (i.e., HR, ABP,
pulse pressure, SaO2, BR and missing records) and the columns the time
domain (note that 1440 corresponds to the total number of records in a
day; calculated as 24 h multiplied by 60 min per hour). The illustration
of one sample time series instance is shown in Fig. 2.

Missing values of EHR have been imputed by using a zero-order
spline, i.e., the Last Occurrence Carried Forward (LOCF) method. De-
spite being a very simplistic approach, we noted that it has already
been applied in some other similar contexts; for example [22,23].
In our case, however, the simplicity of this imputation method is
mitigated by the inclusion, per each time series instance, of an extra
time series reporting the intervals and the number of vital signs that
were missing. This strategy helps the CNN model to better recognize
the correct informativeness of patterns, that are transmitted through
the first layers. By construction, when the first convolutional layer
processes the features of complete vital signs, the extra time series of
3

missing values is not involved in the convolutional operator, assuming
ero values. However, when vital signs are not complete, the processing
f ancillary time series works as an additional term, readjusting the
rgument of the activation function. This adjustment is modulated by
pecific weights that are refined during the learning phase.

In addition to theoretical considerations, the choice of the LOCF
mputation method was also motivated by a comparative analysis in-
olving two alternative methods. The first method was the multivariate
NN (k-Nearest Neighbours) [24]. The second one was constructed
o better align with the inherent nature of missing values in the ICU
ontext. We referred to such a strategy as ICUAI-Imputation method. In
ssence, missing intervals with an amplitude exceeding 4 h were sub-
tituted with a constant out-of-range value (e.g., 100), while intervals
horter than 4 h were imputed with a null constant value. The ratio-
ale behind the ICUAI-imputation method drew inspiration from the
ractical medical perspective in managing Electronic Health Records
EHR). Intervals of approximately 4 h or longer typically correspond
o the duration of surgical operations. Shorter intervals were often
ssociated with the temporary interruption of ICU monitoring, resulting
rom the unintentional detachment of devices, either by a patient
r due to device malpositioning. With this imputation strategy, we
ystematically filled specific types of missing intervals with designated
laceholder values; this way, the imputed patterns of missing intervals
ould also distinguish clinical events of interest occurring during the
CU stay. A comparison between all these imputation methods revealed
hat the LOCF ensures the highest performance for the CNN model.
eeper insights into this are available in Section 2 of the Supplementary
aterial.

Before feeding the vital signs into the CNN model, we preprocessed
he vital signs. In particular, we applied a single linear transformation
o all time-series features to map them into the range [−1, 1]. We
evised and applied a linear transformation to all the time series
eatures of the same kind. Thus, considering the overall statistics of
vailable vital signs, we crafted linear mappings for each time-series
eature to rescale them within the [−1, 1] domain. More insight into the

pre-processing is available in Section 2 of the Supplementary Material.
We remark that in order to illustrate our methodology, we opted to

concentrate on a 24-h time window primarily. For completeness, the
analysis was also repeated with a 48-h window, as reported in Section
2 of the Supplementary material.

4.2. Design of the CNN

The last decade has shown how the predicting skill of CNN turned
out to be highly successful in solving various tasks in many different
contexts, e.g. image recognition [25–28], anomaly detection [29–31],
and time series forecasting [32–35] among others. In fact, this class
of Artificial Neural Networks (ANNs) is specifically designed to work
with grid-structured data. Its great ability in processing complex multi-
level data is mostly due to the combination of both convolutional
and max-pooling operators which enable the encoding of sequential
patterns along the multi-dimensional domains of input data. In order
to derive the risk score of infection from the EHR, we have therefore
chosen to utilize a convolutional network: its architecture is composed
of convolutional, pooling, and dense layers only. Such a choice seems
natural since the CNN is translational invariant; this allows us to search
for relevant clinical patterns that might be informative about the early
occurrence of the first acquired infection.

In order to give quantitative grounds to this choice, we compared
CNN’s accuracy with other traditional Machine Learning and ANN-
based models, namely the Logistic Regression (LR), the linear Sup-
ported Vector Machine (SVM), the Multi-Layer Perceptron (MLP), and
the CNN-LSTM networks (where LSTM stands for Long Short-Term
Memory). Thus, we trained, validated, and compared the predictive
power of the mentioned models over a fine grid of hyperparameters.
We introduce here that the performances of the models were evalu-

ated using the area Under the Receiver Operating Characteristic curve
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Fig. 1. Example of time windows selected for one patient. 𝜏0 denotes the admission time of the patient, while 𝑤 the amplitude of the prediction window. The set with all these
prediction windows is denoted with  . The picture below shows the selection of windows shifted by a quantity 𝛿; the set of windows is denoted with 𝛿 . Similarly, the selection
of windows shifted by a quantity 2𝛿 is also shown.
Fig. 2. Example of time series instance. x-axis: time-domain (24 h). y-axis: the values taken by each time series feature. In specific, HR in blue, ABP in orange, Pulse Pressure in
green, SaO2 in red, BR in purple, and the auxiliary time series (with the missing values incidence) in brown. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
(AUROC), or more simply AUROC score. The AUROC score of each
model has been listed in Table 1. In order to ensure that the candidate
models were able to investigate longitudinal evolution across different
time scales of interest, we examined their performance using both
4

24-h and 48-h prediction windows (i.e., the 24-h instance and 48-h
instance models of Table 1). We stress that the selection of the 48-
h instances was made by readapting the strategy of Section 4.1. The
results of Table 1 revealed that the 24-h CNN model did not emerge
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Fig. 3. Schematic illustration of the CNN model. The input signal is processed by a
convolutional layer (128 filters of size 3). The ReLU function is applied before a max-
pooling operator which reduces the size of the features. After each max-pooling layer
follows a dropout layer whose dropout rate is 0.25. This sequence of hidden layers is
repeated five times. The feature maps are then flattened into an array (flatten layer) and
then propagated through a fully-connected layer (dense layer) with a sigmoid activation
function.

Table 1
Model selection summary: The highest performance achieved during the validation
phase, measured by AUROC, is reported for each investigated model. The columns
displaying AUROC scores represent either the 24-h instance model or the 48-h instance
model. AUROC scores have been rounded to the nearest second decimal. Errors were
assessed using the Standard Error Mean, and if too short, they were substituted with
the minimum error, i.e., 0.01.

Model AUROC (24-h model) AUROC (48-h model)

LR 0.59 ± 0.01 0.59 ± 0.01
SVM 0.57 ± 0.01 0.57 ±0.01
MLP 0.63 ± 0.01 0.61 ± 0.01
CNN 0.72 ± 0.01 0.68 ± 0.02
CNN-LSTM 0.74 ± 0.01 0.59 ± 0.01

as the absolute top performer. It achieved an AUC of 0.72, while the
24-h CNN-LSTM got an AUC of 0.74. However, we were motivated to
select the CNN model because of its skill in modeling the risk score of
infection when considering both the 24-h and 48-h instances. In fact,
the 48-h CNN-LSTM showed a decrease in its predictive power, yielding
an AUC of 0.59, whereas the 48-h CNN achieved an AUC of 0.68. The
CNN model demonstrated a more robust skill in capturing relevant
patterns with both time scales. Also, we opted for a CNN design, due
to the benefit of explaining its pattern recognition activity thought the
saliency map analysis, as will be presented in Section 6. Further details
regarding the model selection strategy are available in Section 2 of the
Supplementary Material.
5

The final architecture chosen for the CNN is the following:

1. Convolutional Layers: The number of filters on each layer is 128,
and each filter has a size of 3 (pixels). We call a feature map the
output of a filter applied to the previous layer.

2. Activation Layer : The ReLU function (i.e. ReLU(𝑥) ∶= max(0, 𝑥))
is applied after each convolution operator. This application of a
non-linear activation function on the feature maps gives rise to
the activated feature maps.

3. Max-pooling layer : The activated feature maps are resampled via
a max-pooling operator with a pooling size of 2 (sub-sampling).

Also, a dropout layer with a dropout rate of 0.25 is included after
each max-pooling layer. This sequence of hidden layers is repeated
five times. The last feature map is flattened into an array and then
propagated into a fully-connected layer (dense layer) with a sigmoid
activation function. The activation function returns a positive output
between 0 and 1, that is, the risk score. The architecture of the chosen
CNN is sketched out in Fig. 3.

4.3. Training and overall evaluation of the CNN

Before training the model with the EHR data, we made a selec-
tion among the time series instances available to us. Specifically, we
opted for under-sampling the total amount of time series instances.
This choice has a double reason. Firstly, we aimed to ensure that
the risk score which will be employed in the Landmark model was
evaluated from time series instances not previously processed by the
CNN during the training or validation phase. The finality of this step
was to incorporate into the Landmark model a risk score that originated
from time series instances that were never propagated through the
CNN before. Secondly, we aimed to address the inherent challenge of
training CNNs effectively on very imbalanced datasets. The number of
time series instances in the case group (i.e., those instances representing
the ICU-AI episodes) was less than one-twentieth of the total amount
of time series instances in the control group (i.e., those instances not
representing the ICU-AI episodes). Thus, we opted for fitting the CNN
model on a population of time series instances with a control-case ratio
of 8:1 (i.e., the number of time series instances in the control group is 8
times larger than the case group). It is important to remark we applied
a random under-sampling on the control group only.

The fit of the model was designed to optimize the binary cross-
entropy loss function through the ADAM algorithm [36]. Therefore,
we trained the CNN to solve a binary classification task. We anticipate
that the difference of AUROC between the Deep-LM-CR and the LM-CR
model (i.e., both Landmark models with and without the CNN score,
respectively; see Section 5.2) was employed to evaluate the relative
goodness between the two models. Moreover, we considered the Brier
score [37] as an alternative metric for assessing the prediction power
of the models. The Brier Skill [38] was utilized to assess the relative
increase in predictive performance of Deep-LM-CR with respect to the
LM-CR.

Although our main interest is not in the prediction formulated by
the CNN itself, we also needed to guarantee that the CNN model was
able to classify the time series instances. Internal validation was per-
formed using the 5-fold cross-validationmethod. During the validation of
the CNN model as a binary classifier, the data were split into 5 different
folds; one at a time each fold was employed to validate the model, while
the remaining data were utilized during the training phase. The overall
AUROC is then the average over the 5 folds. We recall that the search
for the optimal configuration was conducted through the validation of
the models over a fine grid of hyperparameters. Additional details are
available in Section 2 of Supplementary Material in which we delved into
the CNN model’s AUROC behavior for three key hyperparameters
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Fig. 4. Schematic representation of the inclusion of the CNN-based risk score
𝑍CNN(𝑡𝐿𝑀 ) in the ICU cohort data.

4.4. CNN risk score

The extraction of the CNN score and its inclusion in the LM-CR
model represent the novel ideas of the manuscript. The risk score of
infection is evaluated by means of the CNN, whose architecture was
discussed in Section 4.2 together with its training phase in Section 4.3.

The procedure we designed for evaluating the risk score is the
following:

1. Consider the vital signs of patient 𝑖 (HR, ABP, pulse pressure,
SaO2, and RR) and the time series flagging the missing records.

2. Starting from the ICU admission time, extract the 24-h time
series instances by means of an 8-h sliding time window (see
Section 4.1), corresponding to the intervals in 𝑖.

3. Propagate the time series instances through the hidden layers of
the fitted CNN model and evaluate the risk score.

4. Assign the risk score to the corresponding time-stamp (i.e., day-
month-hour-minute).

A scheme of how we incorporated the risk score into the ICU predictors
is illustrated in Fig. 4: for each patient, the risk score was calculated for
a set of subsequent times, named Landmark Times (LM) and denoted
with 𝑡𝐿𝑀 . Also, at each 𝑡𝐿𝑀 the values of other time-dependent co-
variates are reported as well (e.g., CRP, FiO2, creatinine level, mean
blood pressure, mean heart rate). Incidentally, 𝑡𝐿𝑀 denotes the generic
LM time; the LM times represent the ensemble of times at which the
Landmark model was fitted, as we shall discuss in Section 5.

5. Step 2: Deep LM-CR model

5.1. Notations and LM-CR model

In this Section, we shall present the LM model following the nota-
tion used in [13].

We consider a cohort consisting of 𝑁 subjects, and we denote with
�̃� the time of failure, 𝐶 the censoring time, 𝐷 the cause of failure,
and 𝐙(⋅) and an array of covariates. In a general framework, a subject
can only experience one of 𝐽 mutually excluding competing causes of
failure; when it occurs 𝐷 takes a value in {1, . . . , J} corresponding
to the cause under the exam. Alternatively, when no cause has been
experienced yet, 𝐷 always takes value 0. For the 𝑖th subject, the tuple
(𝑇𝑖, 𝛥𝑖,𝐙𝑖(⋅)) represents respectively the observed time 𝑇𝑖 = min (�̃�𝑖, 𝐶𝑖)
(i.e., the earliest of failure and censoring time), the cause of failure
𝛥 = 𝟏(�̃� < 𝐶 )𝐷 (with 𝟏(⋅) the indicator function), and 𝐙 (⋅) the
6

𝑖 𝑖 𝑖 𝑖 𝑖
covariates up to time 𝑇𝑖. Note that 𝛥𝑖 = 0 denotes that the patient has
experienced no failing causes; its clinical history has been censored. We
shall adopt the subscript 𝑗 to refer to the competing causes of failure,
with 𝑗 ∈ {1,… , 𝐽}.

We would like to derive a dynamic prediction of the probability
distribution function of the failure time of cause 𝑗 at some time hori-
zon (𝑡ℎ𝑜𝑟), conditional on surviving event-free and on the information
available at a fixed time 𝑡𝐿𝑀 (landmark time). In other words, given
a prediction window 𝑤 (such that 𝑡ℎ𝑜𝑟 = 𝑡𝐿𝑀 + 𝑤), we would like
to estimate the survival probability and the Cumulative Incidence
Function (CIF) of cause 𝑗, namely

𝑆𝐿𝑀 (𝑡ℎ𝑜𝑟|𝐙(𝑡𝐿𝑀 ), 𝑡𝐿𝑀 ) ∶= P(𝑇 > 𝑡ℎ𝑜𝑟|𝐙(𝑡𝐿𝑀 ), 𝑡𝐿𝑀 ), (1)

𝐹𝑗,𝐿𝑀 (𝑡ℎ𝑜𝑟|𝐙(𝑡𝐿𝑀 ), 𝑡𝐿𝑀 ) ∶= P(𝑇 ≤ 𝑡ℎ𝑜𝑟, 𝛥 = 𝑗|𝐙(𝑡𝐿𝑀 ), 𝑡𝐿𝑀 ). (2)

Thus, the LM approach consists of two steps:

1. We first divide the time domain of our observations [𝑠0, 𝑠1] into
𝑛 equi-spaced landmark points denoted with {𝑡𝑘𝐿𝑀}𝑛𝑘=1, where
𝑡1𝐿𝑀 ≡ 𝑠0 and 𝑡𝑛𝐿𝑀 ≡ 𝑠1. We fix the width of the prediction
window 𝑤 (i.e., the lead time), and then for each LM time 𝑡𝑘𝐿𝑀
we create a dataset by selecting all the subjects at risk at time
𝑡𝑘𝐿𝑀 and by imposing administrative right-censoring at the time
𝑡𝑘𝐿𝑀 + 𝑤 (horizon time). Thus, for a vector of time-dependent
covariates 𝐙(𝑡), only the values 𝐙(𝑡𝑘𝐿𝑀 ) at 𝑡𝑘𝐿𝑀 are considered
in the 𝑘th dataset. Finally, we create an extensive dataset by
stacking all the datasets extracted at each landmark time 𝑡𝑘𝐿𝑀
(LM super-dateset).

2. The second step consist of fitting the LM-CR super-model on the
stacked LM super-dateset [13]. Since at each 𝑡𝑘𝐿𝑀 , the vector
𝐙(𝑡𝑘𝐿𝑀 ) is treated as a time constant vector of covariates, the
dataset can be analyzed by using standard survival analysis
methods.

In the LM-CR super-model we fit indeed a Cox proportional hazard
model for the cause-specific hazard 𝜆𝑗 :

𝜆𝑗 (𝑡|𝑡𝐿𝑀 ,𝐙(𝑡𝐿𝑀 )) = 𝜆0𝑗 (𝑡|𝑡𝐿𝑀 ) exp [𝛽𝑇𝑗 (𝑡𝐿𝑀 )𝐙(𝑡𝐿𝑀 )], (3)

where 𝜆0𝑗 (𝑡|𝑡𝐿𝑀 ) denotes the (unspecified) baseline hazards and 𝛽𝑗 (𝑡𝐿𝑀 )
the set of regressors specific for the 𝑗th cause in within the interval
[𝑡𝐿𝑀 , 𝑡𝐿𝑀 + 𝑤]. We assume that the coefficients 𝛽 depend on 𝑡𝐿𝑀 in a
smooth way, i.e., 𝛽𝑗 (𝑡𝐿𝑀 ) = 𝑓𝑗 (𝑡𝐿𝑀 , 𝛽(0)𝑗 ) with 𝛽(0)𝑗 a vector of regression
parameter and 𝑓𝛽 (⋅) a parametric function on time, e.g., a spline. Our
choice has been a quadratic function:

𝛽𝑗 (𝑡𝐿𝑀 ) ∶= 𝛽(0)𝑗 + 𝛽(1)𝑗 𝑡𝐿𝑀 + 𝛽(2)𝑗 𝑡2𝐿𝑀 .

The estimation of 𝜆0𝑗 (𝑡|𝑡𝐿𝑀 ) can be made through Breslow-type estima-
tor; we can model such a dependence as

𝜆(𝑡|𝑡𝐿𝑀 )0𝑗 = 𝜆0𝑗 (𝑡) exp(𝛾𝑗 (𝑡𝐿𝑀 )). (4)

As for the coefficients 𝛽, we assume the coefficients 𝛾 of (4) to be
parametrically dependent on the landmark times, e.g. by means of a
quadratic spline

𝛾𝑗 (𝑡𝐿𝑀 ) ∶= 𝛾 (0)𝑗 + 𝛾 (1)𝑗 𝑡𝐿𝑀 + 𝛾 (2)𝑗 𝑡2𝐿𝑀 .

Fitting this model with the Breslow partial likelihood for tied obser-
vations is equivalent to maximizing the pseudo-partial log-likelihood,
as shown in [13]. The landmark supermodel can be then fitted directly
by applying a simple Cox model to the stacked data set. Hence, after
estimating the coefficients and the baseline cause-specific hazards, we
get the plug-in estimators for the survival probabilities (i.e., �̂�𝐿𝑀 (𝑡ℎ𝑜𝑟|
𝒁(𝑡𝐿𝑀 ), 𝑡𝐿𝑀 )) and of the CIF of cause 𝑗 (i.e., 𝐹𝑗,𝐿𝑀 (𝑡ℎ𝑜𝑟|𝒁(𝑡𝐿𝑀 ), 𝑡𝐿𝑀 )).
The explicit form of these estimators is the following:

�̂� (𝑡 |𝒁(𝑡 ), 𝑡 )
𝐿𝑀 ℎ𝑜𝑟 𝐿𝑀 𝐿𝑀
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Fig. 5. Competing risks model for ICU-AI.

= exp

(

−
𝐽
∑

𝑗=1
exp (𝒁(𝑡𝐿𝑀 )𝛽𝑗 (𝑡𝐿𝑀 ) + �̂�𝑗 (𝑡𝐿𝑀 ))

[

�̂�0𝑗 (𝑡ℎ𝑜𝑟) − �̂�0𝑗 (𝑡𝐿𝑀 )
]

)

,

(5)

and

𝐹𝑗,𝐿𝑀 (𝑡ℎ𝑜𝑟|𝑍(𝑡𝐿𝑀 ), 𝑡𝐿𝑀 )

=
∑

𝑡𝐿𝑀<𝑡𝑖≤𝑡ℎ𝑜𝑟

�̂�0𝑗 (𝑡𝑖|𝒁(𝑡𝐿𝑀 ))�̂�𝐿𝑀 (𝑡ℎ𝑜𝑟|𝒁(𝑡𝐿𝑀 ), 𝑡𝐿𝑀 ). (6)

The estimated cause-specific baseline of (6) is given by

�̂�0𝑗 (𝑡𝑖)

=
#(𝑡𝐿𝑀 ≤ 𝑡𝑖 ≤ 𝑡ℎ𝑜𝑟, 𝛥𝑖 = 𝑗)

∑

𝑡𝐿𝑀 ∶𝑡𝐿𝑀≤𝑡𝑖≤𝑡ℎ𝑜𝑟
∑

𝑡𝑘∶𝑡𝐿𝑀≤𝑡𝑖≤𝑡𝑘≤𝑡ℎ𝑜𝑟 exp [𝒁𝑘(𝑡𝐿𝑀 )𝑇 𝛽𝑗 (𝑡𝐿𝑀 ) + 𝛾𝑗 (𝑡𝐿𝑀 )]
,

(7)

while the estimated cause-specific cumulative baseline is simply

�̂�0𝑗 (𝑡) =
∑

𝑡𝑖≤𝑡
�̂�0𝑗 (𝑡𝑖).

5.2. LM-CR for ICU-AI

In the context of dynamic predictions for ICU-AIs, we adopted a CR
model and considered three causes of failure: ICU-AI, death in the ICU
and discharge; see Fig. 5. No right censoring is present in the data, since
no patient left the ICU before discharge or death.

Following the notation used in Section 5.1, we denote with �̃� the
time of failure, 𝐷 the cause of failure (i.e., 𝐷 = 1 denotes an ICU-AI,
while 𝐷 = 2 discharge or death), and 𝐙(⋅) the array of covariates. For
the 𝑖th subject the triple (𝑇𝑖, 𝛥𝑖,𝐙𝑖(⋅)) denotes the observed time 𝑇𝑖 ≡ �̃�𝑖,
he cause of failure 𝛥𝑖 ≡ 𝐷𝑖, and 𝐙𝑖(⋅) the vector of covariates.

In this article, we consider the prediction window was set to 𝑤 = 24
. The time domain is [𝑠0, 𝑠1], with 𝑠0 = 48 h and 𝑠1 = 240 h, and we

consider 𝑛 = 25 LM times 𝑡𝐿𝑀 , i.e., two subsequent LM times are at a
istance of 8 h.

If we denote with 𝑍CNN(𝑡) the CNN risk score at time 𝑡 (see Fig. 4)
nd with 𝐙(𝑡) the vector of all the other covariates in the LM-CR model
t time 𝑡, we are interested at the dynamic predictions of the following
wo models:

1. 𝜋1 ∶= 𝐹1,𝐿𝑀 (𝑡ℎ𝑜𝑟|𝐙(𝑡𝐿𝑀 ), 𝑡𝐿𝑀 ): i.e., the CIF of infection condi-
tioned on the survival up to time 𝑡𝐿𝑀 and on the low frequency
covariates (LM-CR model);

2. 𝜋2 ∶= 𝐹1,𝐿𝑀 (𝑡ℎ𝑜𝑟|𝐙(𝑡𝐿𝑀 ), 𝑍CNN(𝑡𝐿𝑀 ), 𝑡𝐿𝑀 ): the CIF of infection
conditioned on the survival up to time 𝑡𝐿𝑀 on both the low
frequency covariates and 𝑍CNN (Deep-LM-CR model).

By comparing the accuracies of 𝜋1 and 𝜋2, we can measure the
added predictive power of the CNN score. We shall refer to the first
model as the LM-CR and the second as the Deep-LM-CR.

5.3. Evaluation of LM-CR model

We utilized the AUROC metric to evaluate the prediction made at
7

each single landmark time. When considering an overall measure, the (
evaluation of a global AUROC needed to consider the time-dependent
character of the dynamic. Similarly to the estimator of the prediction
error proposed in [39], we evaluated the overall AUROC by taking into
account the change in time of the size of the risk-set. The absence
of censoring allowed us to estimate the overall AUROC score simply
through

AUROCglobal =
∑𝑛

𝑘=1 𝑅(𝑡
𝑘
𝐿𝑀 ) AUROC(𝑡𝑘𝐿𝑀 )

∑𝑛
𝑘=1 𝑅(𝑡

𝑘
𝐿𝑀 )

, (8)

with 𝑡𝑘𝐿𝑀 the 𝑘th landmark time, 𝑛 the total number of landmark times,
and 𝑅(𝑡𝑘𝐿𝑀 ) the size of the risk-set at time 𝑡𝑘𝐿𝑀 . Likewise, we estimated
the overall Brier score as

BSglobal =
∑𝑛

𝑘=1 𝑅(𝑡
𝑘
𝐿𝑀 ) BS(𝑡𝑘𝐿𝑀 )

∑𝑛
𝑙=1 𝑅(𝑡

𝑙
𝐿𝑀 )

. (9)

The individual impact of predictors in formulating the final pre-
diction has been visualized through heat maps. We also looked at the
relative variation of the overall AUROC between the model including
all predictors and the one where one single predictor is removed. Thus,
we summarized the results with a heat map to illustrate the relative
change in AUROC resulting from the removal of a single predictor at
specific landmarking times.

Finally, we remark that internal validation was performed using
a 10-fold cross-validation method. The overall AUROCglobal and the
AUROC(𝑡𝑘𝐿𝑀 ), evaluated at each time 𝑡𝑘𝐿𝑀 , were obtained by taking the
verage over the 10 folds. For both CR-LM and Deep-CR-LM models,
e reported 95% bootstrap confidence intervals.

.4. Results

In this Section we shall illustrate how the CNN risk score 𝑍CNN adds
extra predictive information to the model, not present in the standard
covariates.

In Fig. 6 we plotted the empirical distribution of 𝑍CNN(𝑡𝐿𝑀 ) for
three landmark points (i.e., 𝑡𝐿𝑀 ∈ {3, 6, 8}) and stratified by the cause
of failure. As expected, the distribution of 𝑍CNN for infected patients is
more skewed on the right: while on day three this phenomenon is mild,
on days 6 and 8 the skewness of the density distribution is much more
evident.

In Fig. 7, we reported the Pearson correlations between the CNN
risk score and the vital signals averaged per 24-h time windows prior to
the landmark time (i.e., the time-dependent covariates included in the
LM-CR). Although the risk score is evaluated relative to these signals,
only mild correlations are present. Our main hypothesis is indeed that
𝑍𝐶𝑁𝑁 (𝑡𝐿𝑀 ) has added predictive information, not contained in the
other covariates 𝐙(𝑡𝐿𝑀 ).

Moreover, with regards to the cause-specific hazards for infection,
the CNN risk score turned out to be the most important predictor:
𝛽(0)1;CNN = 4.8 (95%CI 3.05–6.72). A complete list with all cause-specific
hazards for ICU-AI is reported in Table 3 of the Supplementary Material.

The LM approach provides a plug-in estimator for the dynamic
prediction (2) of the CIFs of ICU-AI. To give an example of the dynamic
prediction allowed by the model, we reported in Fig. 8 the CIFs for the
LM-CR and the Deep-LM-CR models as a function of both the landmark
time and the quantile groups of the fitted linear predictors. Given
the value of the covariates at the landmark time 𝑡𝐿𝑀 , the CIF at any
𝑠, with 𝑠 ∈ [𝑡𝑇𝑀 , 𝑡𝐿𝑀 + 𝑤] is given indeed by the plug-in estimator
𝐹1,𝐿𝑀 (𝑠|𝒁(𝑡𝐿𝑀 ), 𝑡𝐿𝑀 ) of (2).

The dashed red line in Fig. 8 denotes an arbitrary warning level for
he CIF of infection (e.g., 8%). We can see that, for the fourth quantile
4 and at LM time 𝑡𝐿𝑀 = 4 days, the Deep-LM-CR model has a lead

time of circa 3 h in reaching the warning threshold before the LM-CR
model.

The overall measure for the LM-CR model is AUROCglobal = 0.69
(95%CI 0.68–0.70), while for the Deep-LM-CR is AUROCglobal = 0.75

𝑘
95%CI 0.73–0.76). The AUROC(𝑡𝐿𝑀 ) scores evaluated at each time
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Fig. 6. Distribution of the CNN risk score at three different landmark points (𝑡𝑘𝐿𝑀 ∈ {3, 6, 8} days), stratified for the cause of failure.
Fig. 7. Correlation plot: CNN risk score vs. the vital signals (averaged in the 24 h before the landmark).
𝑡𝑘𝐿𝑀 , with 𝑘 ∈ {1,… , 𝑛} are shown in Fig. 9. The LM-CR model always
shows lower predictive performance than the Deep-LM-CR. We noticed
that at the early stage of the ICU stay (e.g., days 3.66) and around day
7, the CNN can improve the prediction of the traditional ICU clinical
covariates of about 8−9%, see Fig. 10.

The evaluation of the Brier Score revealed, for the LM-CR model, an
overall measure BS𝑔𝑙𝑜𝑏𝑎𝑙 = 0.037 (95% CI 0.036–0.039), while for the
Deep-LM-CR we had BS𝑔𝑙𝑜𝑏𝑎𝑙 = 0.036 (95% CI 0.035–0.037). The scores
BS(𝑡𝑘𝐿𝑀 ) of each landmark time, are shown in Fig. 11. For the majority
of landmark times, we observed that the Deep-LM-CR was slightly more
accurate than the other one; in contrast, the LM-CR turned out to be
somewhat more precise in a few landmark times on days 2 and 4 and
around days 9 and 10. Such a result is also reported in Fig. 12; where
the Brier Skill is shown. In the end, we observed an overall Brier Skill
of 0.03 with 95% CI equal to (0.01, 0.07). The evaluation of all CI was
accomplished via bootstrap resampling (bootstrap population equal to
1000 samples).

The impact of each explanatory variable 𝑍𝑗 involved in the Deep-
LM-CR model is shown in Fig. 13, in which we reported the heat-map of
8

the relative increase in AUROC between the Deep-LM-CR without the
covariate 𝑍𝑗 and the full model (with 𝐙(𝑡𝐿𝑀 ) and 𝑍𝐶𝑁𝑁 (𝑡𝐿𝑀 )). When
𝑍𝑗 = 𝑍𝐶𝑁𝑁 , we see that we observe a relative increase in AUROC of
at least 4%.

In conclusion, an examination of the global performance of both
the LM-CR and Deep-LM-CR models was also conducted, taking into
account larger amplitude sliding windows of 16 and 24 h. In the case
of the 16-h sliding window, it was observed that the LM-CR exhib-
ited an overall AUROCglobal of 0.70 (95% CI 0.69–0.71), whereas the
Deep-LM-CR demonstrated a higher AUROCglobal of 0.73 (95% CI 0.72–
0.74). Similarly, for the 24-h sliding window, the LM-CR displayed an
overall AUROCglobal of 0.69 (95% CI 0.68–0.70), while the Deep-LM-
CR exhibited a comparable AUROCglobal of 0.73 (95% CI 0.72–0.74).
A comparison between these findings and those obtained for models
employing an 8-h sliding window suggests a preference for the latter,
as it attains the highest AUC when integrating the risk scores. It is
noteworthy that the 8-h sampling frequency stands as the maximum
among low-frequency ICU covariates. Consequently, this analysis was
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Fig. 8. Comparison of the CIFs at different landmark times (i.e., 𝑡𝑘𝐿𝑀 ∈ {2, 4, 6, 8} days) of the models LM-CR and Deep-LM-CR.
Fig. 9. AUROC score (y-axis) as a function of the landmark times(x-axis). The two
curves represent the predictive performance of the basic CR-LM model (orange) and
the Deep-CR-LM model (blue). The error bars denote the 95% bootstrap confidence
intervals. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)

constrained to datasets with sampling periods equal to or larger than
8 h.

Summing up, we have shown that the two-step modeling can effec-
tively lead to an increase in the accuracy of the predictions. The extra
predicting power comes from the inclusion of the CNN-based risk score,
9

Fig. 10. Overall relative increase of AUROC score (y-axis) as a function of the landmark
times (x-axis) when including CNN-based risk score. The 95% CI is represented as the
light gray area.

which is a summary measure of the predicting patterns found by the

CNN model trained on only five vital signs signals (sample frequency

of 1 min).
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Fig. 11. Brier score (y-axis) as a function of the landmark times (x-axis). In orange,
the predictive power of the CR-LM model is shown, while the Deep-CR-LM is in blue.
The error bars represent the 95% bootstrap confidence interval. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version
of this article.)

Fig. 12. Brier skill (y-axis) as a function of the landmark times (x-axis). The 95% CI
s represented as the light gray area.

We remark that in our analysis we did not consider recurrent
nfections, but we limited the attention to the first episode of ICU-AI.

.5. Comparison with a full ANN-model

For the sake of completeness, we would like to compare the pre-
ictions from our two-step modeling strategy with a full-ANN model.
ore specifically, we considered a Two-Branch Artificial Neural Net-
ork (TB-ANN) in order to process simultaneously high-frequency,

ow-frequency, and fixed-time covariates within a unique ANN model.
he TB-ANN consists of two distinct branches; the first has the scope
f analyzing the high-frequency data only, while the other analyses
ow-frequency and fixed covariates simultaneously. The two branches
re then connected and propagated through a prediction layer (i.e., a
ense layer with a sigmoid activation function) returning an output
core similar to the CNN risk score. More details about the TB-ANN’s
rchitecture are discussed in the Supplementary Material. Therefore,
10

e are interested in comparing a model based on the estimation of
interpretable quantities as hazard ratios (i.e., Deep LM-CR) and a com-
pletely ANN-based model (i.e., TB-ANN) for predicting first infectious
episodes.

Similarly to the Deep LM-CR, we have trained the TB-ANN at
equi-spaced landmarking times within the time domain [𝑠0, 𝑠1], with
𝑠0 and 𝑠1 equal to 48 and 240, respectively; two generic subsequent
landmarking times are 8-h distant. When training the TB-ANN models,
we only considered the data available at each landmarking time to
forecast the presence of an infectious episode in the next 24 h. To assess
the TB-ANN predictive skill we primarily referred to the AUROC metric;
we observed an overall AUROC (in the sense of Section 5.3) equal to
0.72 (95% CI 0.55–0.9). As a secondary metric, we also considered the
Brier Score; we obtained an overall Brier Score of 0.08 (95% CI 0.06–
0.11). The average values of AUROC and BS at each landmark time are
reported, respectively, in Figs. 14 and 15. Error bars denote the 95%
confidence intervals

For most landmark times, we see that the TB-ANN’s AUROC scores
lay around values 0.7 and 0.8. However, large fluctuations are present
on days 2.67, 5, 8.33, and 10. Especially for the last two mentioned,
we have to remark that the reduction of the number of events at late
landmark days might overestimate the AUROC scores. For the Brier
Score, we observed different profiles at both early and late landmark
days. In fact, in the region 2–6 days the Brier Score presented important
fluctuations around the global value of 0.08. In particular, on days 3.33
and 3.66, we observed a score of 0.03, while higher scores larger than
0.10 were observed on days 2.66, and 4.66. In contrast with this, the
region 6–10 days appeared more stable, with much lower fluctuations,
around the value of 0.10.

The Deep LM-CR revealed a more stable prediction than the TB-
ANN, while the accuracy was similar. However, our two-step strategy
allows an immediate interpretation of the impact of each low-frequency
covariate on the prediction and offers the possibility of using methods
for interpreting the activity of the CNN, as explained in Section 6.

6. Explainability of CNN-based prediction of ICU-AI

In this section, we present our attempt to make interpretable the
activity of the CNN. As shown in Section 5.4, the CNN-based risk score
has added predicting power to the LM-CR model. However, for the
moment, we do not have any information about the saliency of the
vital signs selected by CNN during the training. This knowledge might
be crucial for shedding some light on the relation between the activity
of pattern recognition of the network and the medical conditions of a
patient when an ICU-AI is approaching.

To investigate which characteristics of the pattern selected by
the CNN, we use the so-called Explainable Artificial Intelligence (XAI),
namely a class of methods designed to understand the decisions and
the predictions formulated by ANN techniques [40–42]. In the last
decade, XAI has turned out a fundamental tool to make various ANN
applications more reliable and transparent [43–48]. The scope of XAI
is to contrast indeed the widespread black box attitude that many users
have when applying ANN techniques.

6.1. Explainability via SMOE scale

In the context of ANN, a saliency map is a technique to delve into
the activated features of the hidden layers with the scope of revealing
which parts of the input domain are most captured for formulating the
network’s decisions.

The Saliency Map Order Equivalent scale (SMOE) used in the
present paper is based on the algorithm developed by [14]: an effi-
cient and non-gradient method based on the statistical analysis of the
activated feature maps. For a more detailed description of the SMOE
scale, we refer the reader to Section 3 of the Supplementary Material.

We would like to use the saliency maps for selecting, in the original
24-h time series, the most relevant 8-h patterns. We stress that the
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Fig. 13. AUC heat-maps evaluating the impact of each predictor in the Deep-LM-CR model when predicting ICU-AI. The color of each pixel denotes the magnitude of the impact
(relative AUROC increase) of one covariate (y-axis) for the LM time (x-axis). (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
Fig. 14. Mean value of AUROC of the TB-ANN at each landmark time. Error bars are
the 95% CI.

choice of an 8-h pattern was purposefully made to provide readers
with a clear illustration of the method. As shown in the previous
section, the time scale of 8 h turned out to be suitable to investigate
the clinical dynamics of patients. Such a choice therefore aims for
maximum alignment with the results demonstrated for the Deep LR-CR
model.

Thus, the approach we proposed is the following:

1. We fit three different CNNs, one for each of 𝑡𝑘𝐿𝑀 ∈ {3, 7, 10}.
We consider three distinct CNNs because the predicting patterns
11
Fig. 15. Mean value of Brier Score of the TB-ANN at each landmark time. Error bars
are the 95% CI.

found by the network might differ among different periods of the
ICU stay (see for instance the discussion in Section 6.3). The LM
point 3 days is a proxy for an early time of the stay, 7 days for an
intermediate time, and finally 10 days for a later moment. The
design of the networks is the same as described in Section 4.2.
All these models are validated via 5-fold cross-validation.

2. We study the pattern recognition performed by the hidden layer,
and we make it interpretable via the SMOE scale. Through this
method, we can visualize the regions of the input data with the
highest saliency. Specifically, for each model developed at every
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Fig. 16. Schematic visualization of the 8-h most salient patterns within a 24-h time series sample. Starting from the top and descending, the first signals represent the vital signs
considered. The cyan line represents the corresponding SMOE map. In black, the 8-h chunk with the highest averaged SMOE value is outlined. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)
LM time 𝑡𝑘𝐿𝑀 , we construct and visualize the saliency maps of
the test set only. We repeat this action for each test set of each
cross-validation fold.

3. From each saliency map, we extract the 8-h interval with the
highest cumulative saliency value. After having extracted the most
relevant 8-h patterns from each time series instance, we can focus
on their interpretation and their clustering. An example of the
extraction of the 8-h most salient pattern is shown in Fig. 16.

6.2. Data-driven clustering of salient patterns

We focus now our attention on the clustering of the most salient
patterns extracted in Section 6.1. We would like indeed to answer the
question: how can we link the activity of pattern recognition to some med-
ical conditions, appearing when an ICU-AI is approaching? Our strategy
for answering the question is the following:

1. We collect the set of the most predictive patterns with an am-
plitude of 8 h, obtained by applying the SMOE scale to the time
series instances, as explained in Section 6.1.

2. We consider four clinical critical conditions, i.e., tachycardia, hy-
potension, desaturation, and hyperventilation (see Table 2), which
could predict the approaching of one ICU-AI episode. These
medical conditions reflect the main symptoms of the Systemic
Inflammatory Response Syndrome (SIRS), see [49]. Tachycardia,
hypotension, and hyperventilation are quite spread in the ICU,
12
Table 2
Critical conditions and their criteria.

Critical condition Criterion

Tachycardia Hearth rate ≥ 90 beats per minute
Hypotension Arterial blood pressure (mean) ≤ 80 mmHg
Desaturation SaO2 ≤ 95%
Hyperventilation Breath rate ≥ 24 breaths per minute

and they are usually mentioned in general guidelines for the
ascertainment of SIRS [50]. For the criteria reported in Table 2
we refer to [50]; in specific for Desaturation, we refer to [51].

3. We evaluate the mean values of HR, ABP, SaO2 and BR for each
of the most salient 8-h pattern extracted via the SMOE scale.
Depending on the values obtained (see the criteria in Table 2),
we check the presence of the four clinical critical conditions.
Thus, the combination of these conditions produces 16 different
possible clinical situations of interest, as shown in Table 3: they
represent the classes of the proposed data-driven clustering. In
Fig. 17 the 16 distinct classes are represented as nodes of a graph
(i.e., a four-dimensional hypercube (4)).

6.3. Results of the data-driven clustering

Histograms with the relative frequencies of the 16 data-driven
clusters are shown in Fig. 18. For day 3 (see Fig. 18(a) and (b)),
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Table 3
List of the 16 clinical conditions (classes of the clustering).

Class Data driven cluster (Clinical conditions)

0 None
1 Tachycardia
2 Hypotension
3 Hypotension, tachycardia
4 Desaturation
5 Desaturation, tachycardia
6 Desaturation, hypotension
7 Desaturation, hypotension, tachycardia
8 Hyperventilation
9 Hyperventilation, tachycardia
10 Hyperventilation, hypotension
11 Hyperventilation, hypotension, tachycardia
12 Hyperventilation, desaturation
13 Hyperventilation, desaturation, tachycardia
14 Hyperventilation, desaturation, hypotension
15 Hyperventilation, desaturation, hypotension, tachycardia

Fig. 17. Illustration of the hypercube graph (4) with the 16 classes of the clustering.
The numbers on the nodes denote the classes as stated in Table 3. The coloring of each
node reflects the gravity of each clinical condition; (blue) No criticality, (green) one
critical condition, (yellow) two critical conditions, (orange) three critical conditions,
and (red) all four critical conditions. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

two-sample Kolmogorov–Smirnov test [52] reveals that the sample dis-
tributions of the classes between not-infected and infected instances are
ot significantly different (p-value = 0.21). However, we can observe a
ompletely different scenario on both days 7 and 10 (see Fig. 18(d)–(f)),
here the null hypothesis of the two-samples Kolmorogov-Smirnov test

s rejected (p-value = 0.0003 and p-value = 10−10 respectively). Hence,
this analysis shows that different clinical conditions could represent an
essential feature of the patterns that the CNN model captures during
the learning phase. For instance, for infected instances, at day 10, the
prevalence of at least one of these 16 conditions is around 94%, while
79% at day 7; see Fig. 18(d)–(f). Precisely, on day 10, events with
hyperventilation correspond at 70% of samples, and in combination
with tachycardia 23%. While a day 7 tachycardia is much more relevant
and occurs in 50% of infectious samples. Therefore, the most salient 8-h
subinterval of our time series instance can be linked to precise medical
conditions, which are known to be related to the presence of an ICU-AI.

7. Conclusions

We have shown that the proposed two-step modeling of ICU-AI is
simultaneously an accurate predicting tool and an interpretable model.
As we have discussed, predicting an infection with our adopted defini-
tion is a challenging problem: the time to infection is determined by the
13
start of an antibiotic treatment. Hence, the impossibility of determining
the actual time of infection represents an intrinsic obstacle to building
a performative prediction model based on high-frequency data.

However, the CNN can capture potentially predicting patterns by
analyzing the time series of five vital sign signals. These patterns con-
tain extra predictive information and they are only mildly correlated
with the averaged quantities of the vital signals, routinely included in
the traditional survival models. Moreover, we have shown as well that
the SMOE scale might help physicians in clustering patients with an
approaching infection.

In this work, we have considered a survival model without censor-
ing, since ICU patients are fully monitored during their stay. However,
methods based on the pseudo-observations [53] represent a solid strat-
egy to contrast the biasing of the desired dynamic prediction due
to the censoring data. In the context of LM-based survival dynamic
predictions, such an approach has already been proposed; e.g., the
work of [13], and in a similar way [54], presents a well-founded
generalization of landmark models able to estimate how baseline and
covariate effects lead to the desired dynamic predictions with left and
right censoring. Likewise, a first attempt to conjugate ANN and survival
predictions have recently been proposed by [55]. Despite considering
only a simple MLP architecture to solve a generalized model with a logit
link, this work represents a promising approach for developing new
methodologies for increasing the accuracy of the survival predictions
obtained by a multiplex ANN architecture fed with censored data. In
comparison with the TB-ANN, we showed that an LM approach can
lead to slightly more accurate and well-calibrated predictions. Despite
showing almost the same overall accuracy level, the TB-ANN predic-
tions tend to be much more sensitive on different landmark days. To our
knowledge, this fact reflects the intrinsic difficulty of well-calibrating
an ANN classifier when analyzing a vast amount of information coming
from different data structures.

We have illustrated the methodology in a competing risks frame-
work. However, the LM approach has recently been extended to multi-
state models, even without the Markov assumption [56,57]. Therefore,
as a further extension, we could model recurrent infections as new
states in a non-Markov multi-state model, with transition hazards that
might depend on the previous infections’ sequence. Moreover, another
future challenging direction of investigation is a sort of inversion of the
CNN, in order to identify and classify the patterns in the signal with
higher predicting power. This analysis might help in performing a more
precise clustering of the patients with fore-coming ICU-AI.
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Fig. 18. Histograms the data-driven clustering approach. Bins on the 𝑥-axis represent the 16 classes. Blue histograms concern the non-infected instances, whereas the red ones the
infected instances. CNN trained on day 3 is described by (a) and (b), on day 7 by (c) and (d), and on day 10 by (e) and (f). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
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