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ABSTRACT 
Acquiring early-stage investments for the purpose of developing 
a business is a fundamental aspect of the entrepreneurial process, 
which regularly entails pitching the business proposal to potential 
investors. Previous research suggests that business viability data 
and the perception of the entrepreneur play an important role in 
the investment decision-making process. This perception of the 
entrepreneur is shaped by verbal and non-verbal behavioral cues 
produced in investor-entrepreneur interactions. This study explores 
the impact of such cues on decisions that involve investing in a 
startup on the basis of a pitch. A multimodal approach is devel-
oped in which acoustic and linguistic features are extracted from 
recordings of entrepreneurial pitches to predict the likelihood of 
investment. The acoustic and linguistic modalities are represented 
using both hand-crafted and deep features. The capabilities of deep 
learning models are exploited to capture the temporal dynamics of 
the inputs. The fndings show promising results for the prediction 
of the likelihood of investment using a multimodal architecture 
consisting of acoustic and linguistic features. Models based on deep 
features generally outperform hand-crafted representations. Ex-
periments with an explainable model provide insights about the 
important features. The most predictive model is found to be a 
multimodal one that combines deep acoustic and linguistic features 
using an early fusion strategy and achieves an MAE of 13.91. 
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1 INTRODUCTION 
Delivering a successful elevator pitch on a business proposal in front 
of investors is an intimidating challenge for many entrepreneurs. 
Convincing investors of the potential of a business plan and raising 
funds to realize the plan are critical parts of the entrepreneurial 
process. We are only beginning to understand how investors make 
decisions regarding investments [5]. 

Decision-making, the process of determining the most appropri-
ate course of action based on available information, in the feld of 
entrepreneurship is characterized by high levels of uncertainty [25]. 
Berner et al. [2] claim that the main premise of entrepreneurship is 
to accept high levels of risk while investing or producing a good. 
Decision makers in entrepreneurial contexts usually have to rely 
on heuristics as factual information is often lacking or limited [13]. 
The high levels of uncertainty and the use of heuristics make it 
difcult to analyze the decision-making process, and due to its com-
plexity, this process has attracted a lot of academic research (e.g. 
[25, 29]). It is especially interesting to study decisions that involve 
social interactions, since due to the lack of factual information, this 
social interaction itself can infuence the decision. 

The interaction between a pitching entrepreneur and an eval-
uating investor is such an entrepreneurial setting based on social 
relationships that is marked by high uncertainty. The investor has 
to make an assessment of the feasibility of a project based on the 
content of the pitch and fnancial data. However, research suggests 
that investors also rely on subtle social cues that they extract from 
the pitch. Huang and Pierce [13] have found that investors both 
rely on intuition and formal analysis when making this decision. 
Furthermore, they indicate that this intuition is for a large share 
based on the perception of the founding entrepreneur. Multiple 
studies have shown that this perception of the entrepreneur is 
shaped by verbal and non-verbal cues in the pitch. For example, 
the use of language and storytelling was found to play a key role 
in entrepreneur-investor interactions [20], non-verbal behavior 
cues have been found to infuence the perceived passion of an en-
trepreneur [4], and the use of a combination of verbal cues and hand 
gestures was shown to have a strong positive efect on funding
decisions [5]. 
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Processing the verbal and non-verbal cues emitted by pitchers 
could open up a valuable source of information for research into 
investors’ decision-making. To unlock the potential of these signals, 
natural language processing can be used to analyze the cues in 
the use of language in the pitch, while the social signal processing 
domain provides the tools to automatically code nonverbal signals, 
resulting in a more accurate and efcient analysis [16]. However, 
as noted by [5], the efect of verbal and non-verbal communication 
strategies are often studied in isolation (e.g., [10]). Since social inter-
actions are the interplay of verbal and non-verbal cues, integrating 
them in a single analysis could provide interesting new insights. 
Vocal behavior has been identifed as a potential important driver 
for investments in entrepreneurial pitches [5, 13], but has not been 
studied in a combined model with verbal cues yet. This is a current 
gap in existing literature which will be explored in this study. 

Extracting informative features from the raw data is one of the 
main challenges when using acoustic and linguistic data. Tradition-
ally, both of these modalities have been studied using hand-crafted 
feature sets. For the acoustic features of speech, features such as 
pitch and loudness can directly be extracted from the audio signal 
and used to make predictions such as emotion classifcation (e.g., 
[18, 19]. For language, a Bag-of-Words (BoW) model can be used 
to create a vector that represents the input text. Despite the fact 
that hand-crafted feature sets have been successfully applied on a 
number of tasks, there are some limitations regarding this approach, 
such as modeling the context of a text. The development of deep 
learning enabled the creation of models that can learn to extract fea-
ture representations themselves. Furthermore, in combination with 
deep feature embeddings, deep encoders can capture the temporal 
dynamics of the signals, leading to better performance [30]. Cur-
rently, these deep learning based feature extractors have become 
state-of-the-art in audio and language research. However, this does 
not imply that hand-crafted feature sets are not useful anymore 
(e.g., see [10]). Elbanna et al. [7] and Johnson and Marcellino [14] 
argue that using an ensemble of hand-crafted and deep feature 
sets can lead to an increase in performance and interpretability 
of a model. To properly analyze the role of vocal and verbal cues 
in decision-making in entrepreneurial contexts, both have to be 
considered in a single model, resulting in a multimodal approach. 
In a multimodal model, diferent unimodal models are combined 
and thus it captures a wider range of behavior. Diferent techniques 
exist to fuse unimodal models into a multimodal model, such as 
early and late fusion [22]. 

In this work, we propose a multimodal approach that combines 
both acoustic and linguistic features to predict the likelihood of 
investment of entrepreneurial pitches. Hand-crafted acoustic fea-
tures are exacted using openSMILE [9] and deep acoustic features 
using the VGGish convolutional neural network [12]. As Gated 
Recurrent Unit (GRU) contains less parameters compared to Long 
Short-Term Memory network (LSTM), and generally performs well 
on limited training data, we fed these representations into a GRU 
that learns temporal dynamics from the audio signal. In addition, 
hand-crafted linguistic features are extracted using Linguistic In-
quiry and Word Count (LIWC) [3] and deep linguistic features using 
Longformer [1]. Performance of early and late fusion approaches 
are compared by either frst combining the diferent feature sets or 
combining the models’ predictions, respectively. Our results show 

that a multimodal approach that combines the best performing 
features for each modality using an early fusion strategy yields 
the best performance. We also train an explainable multimodal 
model to provide insights into feature importance, that was found 
to perform slightly worse that the ones trained with deep represen-
tations. By performing cross-domain experiments, we show that 
our multimodal model developed for in-person pitches can general-
ize well to a diferent context consisting of online recordings. Our 
fndings could provide insights for investors and researchers into 
the decision-making process and help entrepreneurs enhance their 
pitching performance. 

Overall, this study contributes to existing literature in three 
ways: 

• We propose the frst multimodal approach that aims to model 
verbal and nonverbal behavior during social interactions 
in an entrepreneurial context to predict the probability of 
investment. 

• We developed an explainable multimodal model and show 
that despite a slight reduction in the performance, it enables 
us to investigate the features that play an important role in 
determining the probability of investment 

• We perform cross-domain experiments to show that our mod-
els that are trained using in-person recordings generalize 
reasonably well to online settings. 

2 METHODS 

2.1 Entrepreneurial pitch data-set 
In this study we used the Entrepreneurial Pitch dataset containing 
video recordings from entrepreneurial pitch competitions [17]. The 
dataset includes video recordings of entrepreneurial pitches by 
university students with accompanying Q&A sessions, as well as 
survey data from investor judges. The data set consists of 42 pitches 
recorded from 2018 to 2021. The survey data contains the individual 
assessments of the members of the investor panel, including the 
probability that they would invest in the pitched business idea on a 
scale from 0-100. The data collection and management process has 
been approved by the university’s ethics board. Informed consent 
was obtained from the pitchers and investors for their data to be 
used for research. 

Due to the COVID-19 pandemic starting within this period, pitch 
sessions were conducted both in-person (� = 25) and online (� = 17). 
We use in-person recordings to perform within-domain experi-
ments. Kuhn and Sarfati [15] found that the move to online set-
tings may have afected investors’ perception of social signals, with 
acoustic features playing a more substantial role in online settings. 
To investigate how our models generalize to online settings, we 
perform cross-domain experiments and use online recordings as 
test set. 

2.2 Data pre-processing 
Several data pre-processing steps were completed before feature 
extraction and training of the models: (i) extracting audio from 
video data, (ii) trimming the audio data, (iii) splitting the audio data 
in chunks, (iv) converting speech to text and (v) creating a single 
score for likelihood to invest. 
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Figure 1: Multimodal method to predict the probability of investment. The inputs from diferent modalities are passed through 
specifc data representation modules, in this case, openSMILE and VGGish for the acoustic, and LIWC and Longformer for the 
linguistic modality. Then the output representations of these modules are passed through either a GRU (acoustic features) or 
fully-connected (linguistic features) layer. Finally, the representations are selected, fused, and the probability of investment is 
predicted. 

2.2.1 Extracting audio from video data. In this study, only acoustic 
and linguistic features are considered, thus the videos are frst 
converted into audio fles. The use of WAV format has been chosen 
due to its uncompressed nature, which allows for the preservation 
of more information for feature extraction using the openSMILE 
and VGGish packages. 

2.2.2 Trimming the audio data. In order to accurately analyze the 
pitches, it is necessary to trim the audio fles to only include the 
pitch segment itself and exclude the Q&A session. We have manu-
ally extracted the pitch portion of the audio from the full video, as 
the pitch may not always begin at the start of the video or end at 
the three-minute mark. 

2.2.3 Spliting the audio data in chunks. VGGish provides a feature 
embedding for every 0.96 seconds of audio data converted to a log-
mel-scale spectrogram. To have a fair comparison, we aim to have 
hand-crafted openSMILE features to represent same duration. We 
split all the audio data in non-overlapping chunks of 0.96 seconds 
to avoid repetitive information. 

2.2.4 Converting speech to text data. Before linguistic features can 
be extracted, the audio fles have to be transcribed to text data. This 
is done by using Google’s Speech-to-Text API, which has state-of-
the-art accuracy on automatic speech recognition tasks. 

2.2.5 Creating a single score for likelihood to invest. Every pitch 
in the data set is evaluated by several judges, resulting in multiple 
scores per pitch. To train the model, we choose the highest score 
given by any judge as the output label. Our motivation is that a pitch 
that excites one investor, even if not others, is likely to be successful 
in raising money. Additionally, investors may lack expertise in the 
presented industry and their low score may not refect the pitch’s 
true quality. 

2.3 Feature Extraction 
2.3.1 Acoustic features. For the acoustic modality, we extracted 
two categories of feature sets: explainable, hand-crafted features 
extracted using openSMILE and deep features extracted using VG-
Gish. 
OpenSMILE: Out of the openSMILE kit [9] we specifcally use the 
extended Geneva Minimalistic Acoustic Parameter Set (eGeMAPSv02) 
feature set [8]. This is a basic standard acoustic parameter set in-
tended to provide a common baseline for research. It consists of 88 
features, including Low Level Descriptors (LLDs) and functionals, 
which are extracted from the 0.96 second chunks of audio created 
in the pre-processing. These features are organized into a � × 88 
dimensional matrix for each pitch, where � represents the number 
of 0.96 second chunks that ft into the length of the pitch. As au-
dio features will be fed into a GRU which requires all inputs to be 
the same size, we ensure that all pitches have fxed-length feature 
vectors. We fx the length of all pitches based on the size of the 
second longest pitch (� = 330). This allows for the incorporation 
of as much audio information as possible while accounting for the 
longest pitch (09:25 minutes), which may be considered an out-
lier. To create equal length feature vectors, shorter pitches are zero 
padded and the longer pitch is trimmed. This is a standard method 
to create equal length features (e.g., [11]) in the audio modality. In 
addition, a “static" openSMILE representation is obtained for the 
entire audio recording for training the explainable model, that is 
not fed into GRU for learning the temporal dynamics of the audio 
signal. We extract the eGeMAPSv02 (Eyben et al., [8]) features over 
the whole pitch at once. Consequently, a one-dimensional vector 
of length 88 is obtained for the entire pitch. 
VGGish: VGGish converts every 0.96 seconds of audio input into 
a semantically meaningful 128-D embedding [12]. When feeding 
the pitches into the VGGish framework this results in a � × 128 
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embedding for every pitch, where � is the number of chunks. Here, 
the same procedure has been applied to fx the length, by zero 
padding and trimming all videos to a size 330 × 128, resulting in 
deep representations of the audio chunks that are fed into the GRU. 

2.3.2 Linguistic features. For the linguistic modality, hand-crafted 
features are obtained using LIWC while the deep features are ob-
tained using Longformer. 
LIWC: LIWC is a text analysis tool that determines the percentage 
of words in a text that fall into one or more linguistic, psychological 
and topical categories. The core of the tool is a dictionary containing 
words that belong to these categories. The most recent version, 
LIWC-22, is used to extract 116 features for each pitch [3]. These 
features are also used to train an explainable model, which enables 
us to draw conclusions on what word “categories" play a role in 
the investment decision-making process. 
Longformer: Most transformer based models cannot be used to 
provide representations for long text sequences. When the textual 
representation of an entire pitch is desired, models such as BERT are 
not feasible as they provide representations for much shorter text 
(e.g., up to 512 words). For this reason, we used Longformer, which 
has a linear (instead of a quadratic) attention mechanism, allowing 
much longer input texts [1]. Using the output of the pooled layer of 
the Longformer model, a 768-dimensional embedding is obtained 
for the text of every pitch. Given the large number of features in the 
Longformer model compared to the LIWC model, we apply prin-
cipal component analysis (PCA) to reduce the number of features. 
For every fold in the training process, principal components are 
obtained only using the training set, then the coefcients are used 
to also transform the test set. 

2.4 Proposed multimodal approach 
We propose a multimodal approach that fuses acoustic and linguis-
tic information to predict probability of investment (see Figure 1). 
In this pipeline acoustic features are extracted using openSMILE 
and VGGish for a sequence of chunks. Then, they are fed into GRU 
to model the temporal dynamics of acoustic behavior. Linguistic 
features that are extracted using LIWC and Longformer for the 
whole text are fed into a fully connected layer with ReLU activation. 
By performing unimodal experiments we identify the best acous-
tic (openSMILE or VGGish) and linguistic (LIWC or Longformer) 
features. Finally, we concatenate the best performing acoustic and 
linguistic features and feed them into a fnal fully-connected layer 
to predict investment. 

3 EXPERIMENTS 

3.1 Ablation studies 
In order to evaluate the performance of individual components and 
alternative design choices, we perform an ablation study. In the frst 
set of ablation experiments, we investigate the performance of using 
individual feature sets represented in four individual branches in 
Figure 1. We perform experiments with individual types of features 
(openSMILE, VGGish, LIWC, and Longformer). Acoustic features 
are fed into GRU and then to the output layer. Linguistic features 
are frst fed into a fully connected layer and then to the output 
layer. 

In the second set of ablation experiments, we investigate the im-
pact of combining hand-crafted and deep features within a modality. 
We perform experiments with early and late fusion strategies. For 
the early fusion of acoustic modality, we concatenate the represen-
tations obtained from openSMILE and VGGish and then feed them 
into a single GRU. For the late fusion, we fuse the decisions of the 
regressors trained only with openSMILE and only with VGGish 
features by taking their average. For the linguistic modality we con-
catenate representations obtained from LIWC and Longformer for 
the early fusion whereas in late fusion we take the average of the 
predictions of regressors trained with LIWC and Longformer sepa-
rately. Note that these experiments provide unimodal performances 
considering either acoustic or linguistic features. 

In the third set of ablation experiments, we combine multimodal 
features in two ways: (1) combine the best performing features for 
each modality, and (2) combine all features (all of the four branches). 
We perform experiments with early and late fusion strategies. While 
computing late fusion results, decisions of regressors trained with 
individual sets of features are fused by taking their average for all 
test instances during inference. 

3.2 Explainable multimodal model 
To achieve an explainable model, we combine static openSMILE 
and LIWC features. The eGeMAPSv02 feature set is used to extract 
an 88-dimensional acoustic feature vector for the entire pitch. 116-
dimensional linguistic feature vectors are obtained for each pitch 
using LIWC. The fnal multimodal vector is derived by concate-
nating these feature vectors, resulting in a 204-dimensional vector. 
We use Xgboost Regressor as our model. We have performed grid 
search over the number of instances, maximum depth, and learning 
rate. We use the SHAP (SHapley Additive exPlanations) framework 
to estimate Shapley values [24], which were introduced in game 
theory to gauge each player’s participation in cooperative games. 
These values are used to gain insights into which features played 
an important role in predicting the likelihood of investment, and to 
analyze the impact of acoustic and linguistic features on investment 
likelihood. 

3.3 Cross-domain experiments 
Models that perform well when trained and tested within the same 
domain may not generalize well to unseen domains. To evaluate the 
generalizability of our models that are trained on in-person videos, 
we evaluate the best performing ones on the 17 pitches recorded in 
the online setting. We refer to the online setting as cross-domain 
as nonverbal communication is limited and eye-to-eye contact is 
missing. We extract acoustic and linguistic features from the online 
videos following the same procedure as in the initial experiments. 
We evaluate performance of the best performing acoustic, linguistic, 
and multimodal models on all instances of the online dataset. 

3.4 Training and evaluation 
The 25 in-person recorded pitches included in this study were 
recorded over four distinct sessions, each with diferent pitchers 
and investors. The pitches are divided into four folds, with each 
fold consisting of all the pitches from a single session, in order to 
ensure that each fold or test set can be considered representative 
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of an actual session. Hyper-parameter tuning is conducted using 
a grid search with 5-fold cross-validation for number of instances, 
learning rate, and maximum depth when Xgboost Regressor is used. 
Deep learning models are trained using a grid search to optimize 
the hyperparameters namely number of units in the GRU layer, 
learning rate, and dropout. We used Adam optimizer and early 
stopping is applied using a validation split of 0.2. Batch size is set 
at 5 for all models. Performance of the models is evaluated using 
the Mean Absolute Error (MAE) and feature importance is based 
on SHAP scores. 

4 RESULTS 
Table 1 shows the performances of the proposed multimodal ap-
proach and its individual unimodal components. The table includes 
the Mean Absolute Error (MAE) for each individual fold, as well as 
the average MAE across all folds. 

4.1 Unimodal models 
The results show that among acoustic features, VGGish outperforms 
openSMILE yielding an average MAE of 15.41. For the linguistic 
features, LIWC and Longformer perform similarly but Longformer 
slightly outperforms LIWC with an average MAE of 15.60. The 
best performing acoustic model outperforms the linguistic models, 
with the VGGish model yielding the best results overall. For both 
modalities the models that use deep representations outperform 
the hand-crafted interpretable feature sets. 

Combining deep and hand-crafted acoustic features with an early 
fusion strategy (14.82 MAE) yields better performance compared 
to their late fusion (MAE = 16.16). On the contrary, combining 
deep and hand-crafted linguistic features with a late fusion strategy 
(MAE = 14.85) outperforms early fusion (MAE = 18.44). When 
we compare these results with individual feature sets, we can see 
that combining deep and hand-crafted features outperform models 
using only deep or only hand-crafted features for both acoustic and 
linguistic modalities. Overall, the best performing unimodal model 
is obtained when VGGish and openSMILE features are combined 
with an early fusion strategy, yielding an MAE of 14.82. 

4.2 Multimodal models 
We present the results of experiments with multimodal models 
and diferent fusion strategies. The best performing set of features 
of each modality are combined, namely VGGish for the acoustic 
modality and Longformer for the linguistic modality using either 
early or late fusion strategies. The lowest MAE (13.91) is obtained 
using early fusion. Model performance was also evaluated for the 
combination of all four feature sets. Results show that combining 
all features decreased performance (MAE = 15.22) compared to only 
combining the best performing feature sets of each modality. 

4.3 Explainable multimodal model 
The results show that the explainable multimodal model, that com-
bines the hand-crafted acoustic (openSMILE) and linguistic (LIWC) 
features performs worse (MAE = 15.59) than the multimodal models 
that combine either the best performing feature sets or all features. 
However, we note that the improvement of this model in terms 

of explainability, compared to the models containing deep repre-
sentations, is obtained at a relatively small cost in terms of model 
performance. The diference between the performance of the best 
performing model (early fusion of the VGGish and Longformer rep-
resentations) and the explainable model is rather limited (average 
MAE of 13.91 versus 15.59). At the cost of this slight decrease in 
performance, we do gain a lot of interesting insights by looking at 
the SHAP feature importance plots of these models. 

It is most interesting to examine the distributions of the feature 
categories (acoustic or linguistic) over the feature importance plots 
obtained for the 4 diferent folds (see Figure 2). Across all the 4 
diferent models both acoustic and linguistic are found amongst 
the most predictive features. Looking at the overall distribution, 
we fnd this is skewed to the linguistic features, since 60 out of 
the 80 most important features across the four models are of the 
linguistic category. However, when only considering the top 5 
features of the 4 models, the number of acoustic and linguistic 
features is very similar (11 versus 9). Furthermore, in 3 models, the 
strongest feature is an acoustic one. This fnding demonstrates that 
when developing a multimodal model consisting out of acoustic 
and linguistic features, important features used by the model to 
make predictions originate from both modalities. 

We also identify the explainable features that appear in the top 
20 of feature importance for at least three out of the four folds. The 
6 common features consist of 4 linguistic (Clout, Conversation, Word 
Count, and Number) and 2 acoustic features (F0semitoneFrom27.5Hz 
pctlrange0-2 and F2frequency amean). 

The linguistic feature Clout is defned as the “language of lead-
ership” [3]. A higher number for the Clout score indicates that the 
presenter is speaking from a perspective of high expertise and is 
confdent, on the other hand, lower scores suggest a more tentative 
or humble speaking style [21]. For this feature, the SHAP plots 
for three of the four models indicate that a higher value for this 
feature would lower the output of the model. This would mean that 
when the presenter seems to be highly confdent, this has a negative 
impact on getting an investment in the pitch setting studied here. 

The acoustic feature F0semitoneFrom27.5Hz pctlrange0-2 is a mea-
sure for the distribution of the fundamental frequency over the 
audio signal and is useful to identify extremes [6]. In folds 2, 3, 
and 4, a lower value of this feature has a positive impact on the 
investment probability. 

We also fnd the acoustic feature F2frequency amean in the list 
of common important features. The second formant (F2) frequency 
is related to the vowel sounds of speech. It shows up as the most 
predictive feature in one of the models and is found important in 
three out of four folds. Higher values of this feature have a positive 
impact on the probability of investment score. 

The linguistic feature Word Count (WC) represents the number 
of words used during the pitch. It is found in the top-20 features 
of all four models. However, based on the fndings it is difcult to 
infer the impact of word count on the probability of investment. 

For the linguistic feature Conversation, higher values of this fea-
ture are observed to have a substantial negative impact on the 
investment score. Even though the pitch setting only involves a 
single speaker rather than a bidirectional interaction, this category 
involves non-fuent speech such as: ‘oh’, ‘um’ and ‘uh’, and also 
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Model Features MAE 1 MAE 2 MAE 3 MAE 4 Average MAE 
Acoustic openSMILE 18.54 15.23 13.44 20.92 17.03 
Acoustic VGGish 15.48 12.42 11.53 22.19 15.41 
Linguistic LIWC 17.20 16.17 11.13 18.01 15.63 
Linguistic Longformer 16.03 12.25 10.94 23.21 15.60 

Acoustic (EF) VGGish + openSMILE 14.22 17.53 10.38 17.13 14.82 
Acoustic (LF) VGGish + openSMILE 16.80 13.98 12.48 21.39 16.16 
Linguistic (EF) LIWC + Longformer 14.49 19.56 15.02 24.70 18.44 
Linguistic (LF) LIWC + Longformer 16.62 12.61 9.56 20.61 14.85 

Multimodal (EF) VGGish + Longformer 17.17 13.51 5.47 19.47 13.91 
Multimodal (LF) VGGish + Longformer 15.11 11.73 10.47 22.47 14.95 
Multimodal (EF) All 16.48 15.21 9.17 20.52 15.35 
Multimodal (LF) All 16.49 12.94 10.76 20.70 15.22 

Multimodal (EF) Explainable: 
openSMILE + LIWC 

13.92 13.54 12.56 22.36 15.59 

Table 1: Regression results evaluated using mean absolute error (MAE) to predict probability of investment using diferent 
feature sets. Feature sets are combined using either early fusion (EF) or late fusion (LF) strategies. MAE 1 to 4 indicate the 
results for the model evaluated on hold-out pitch sessions 1 to 4 respectively. 

[1] [2]

[3] [4]

Figure 2: SHAP summary plots for the multimodal models, one for each training fold. The summary plot combines feature 
importance with feature efects. Features are ordered according to their importance on the y-axis and the position on the x-axis 
is determined by the Shapley value. The color represents the value of the feature from low to high. 

contains fller words. Therefore, the SHAP values for the Conver- of investment. This indicates that in the pitch setting studied here, 
sation feature indicate that when a pitcher presents with a lack of using a lot of numbers during the pitch could have a decreasing 
fuency, for example caused by stammering or usage of fller words, efect on the probability of investment. 
this has a negative impact on the likelihood of investment. 

The linguistic feature Number represents a count of the use of 
numbers in the text. SHAP values in Figure 2 suggest that a lower 
value of the feature Number has a positive impact on the probability 
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Modality Model MAE 1 MAE 2 MAE 3 MAE 4 Average MAE 
Acoustic VGGish + openSMILE (EF) 16.51 15.91 19.05 21.21 18.17 
Linguistic LIWC + Longformer (LF) 19.15 19.50 21.65 19.62 19.98 
Multimodal VGGish + Longformer (EF) 18.59 16.22 16.91 16.84 17.14 

Table 2: Cross-domain results of models trained on the in-person pitches and evaluated on the online pitches 

4.4 Cross-domain experiment 
Comparing the result of the cross-domain experiments to those of 
the within-domain experiments suggests that the models generalize 
to an online pitch settings to a certain extent (see Table 2). While a 
slight decrease in performance across all three models is observed, 
the size of this decrease is relatively small and the models continue 
to exhibit an adequate performance. Notably, some of the patterns 
observed in the previous experiments recur in the cross-domain 
experiment. Firstly, when comparing the unimodal acoustic and lin-
guistic models, the acoustic model is again found to be superior. The 
diference in performance is more pronounced in this cross-domain 
experiment than in the within-domain experiment, where these 
particular acoustic and linguistic models show relatively similar 
scores. Therefore, we observe that the features representing the 
acoustic modality generalize better to the online setting than the 
linguistic features. Secondly, like in the within-domain experiments, 
the multimodal model was found to outperform the individual uni-
modal models. The relative increase in performance compared to 
the acoustic model consisting of concatenated features fed into a 
single GRU is comparable to the in-person context results, namely 
a decrease in MAE score of around 1.0. 

5 DISCUSSION AND LIMITATIONS 

5.1 Discussion of the results 
The aim of this study was to examine the decision-making processes 
of investors during entrepreneurial pitch interactions by analyzing 
the acoustic and linguistic characteristics of these pitches. Previous 
work has shown that early-stage investors rely on two main com-
ponents when making decisions: factual data on the viability of the 
project and perceptions of the founding entrepreneur [13]. Given 
the scarcity of factual data in this area, the resulting decisions are 
often characterized by a high degree of uncertainty. Therefore, the 
perception of the entrepreneur, for a large part based on the social 
interaction between the investor and entrepreneur, forms a vital 
part of the decision-making process. 

As an ablation study, we studied a set of unimodal models, some 
consisting of a single feature set and others consisting of a combina-
tion of feature sets. Across all the unimodal acoustic and linguistic 
models, we note that the best performing acoustic model is the one 
that combines VGGish and openSMILE feature representations and 
feeds them into a GRU. Similarly, the best performing linguistic 
model is identifed as the one that combines LIWC and Longformer 
models by averaging the output of the predictions of individual 
models. These fndings suggest that, in both cases, a combined set 
of hand-crafted and deep features forms the optimal representation 
of a modality. The acoustic model slightly outperforms the linguis-
tic model (MAE of 14.82 compared to 14.85), but this diference is 
negligible. 

The experiments on multimodal models provide three notable 
insights. Firstly, comparing a multimodal model using all features 
to a model using only the best performing features showed that 
the latter approach performs better in both early and late fusion 
architectures. In a multimodal context the combination of both 
hand-crafted and deep features outperformed models based on only 
one of the feature sets. This fnding is not consistently replicated in 
the multimodal scenario but is consistent with the previous work 
[26, 28] on multimodal architectures. 

The second insight concerns the comparison between early fu-
sion and late fusion models. When using the best features only, the 
early fusion model outperforms the late fusion model. However, 
when all feature sets are used, the late fusion model is superior. 
There is no clear consensus on the optimal fusion strategy, as pre-
vious work has yielded mixed results [22]. Therefore, it is recom-
mended to experiment with both early and late fusion strategies 
to assess their impact on performance. The early fusion approach 
learns a comprehensive feature space, while the late fusion ap-
proach is straightforward to implement and applicable in a broader 
range of contexts. 

Thirdly, multimodal models have been compared to unimodal 
models to analyze if they outperform them. One non-explainable 
multimodal model, which used early fusion of VGGish and Long-
former features, was found to be superior to the best performing 
unimodal models. This suggests that a multimodal approach is a 
viable methodology for studying investment decision-making based 
on pitches, and highlights the added value of studying diferent 
modalities in conjunction. 

Explainable models have been developed in order to examine 
what features play an important role when the models predict 
the likelihood of investment. For these models, openSMILE and 
LIWC features are used. First we look at the model performance of 
these explainable models. Compared to the best performing non-
explainable models, we observe a slight decrease in performance. 
The acoustic explainable model (MAE of 16.82) performs worse than 
the acoustic model were a GRU is used to model the openSMILE 
and VGGish features at once. Similarly, the explainable multimodal 
model is outperformed by all the four other multimodal models. 
However, we observe that this decrease in performance is rather 
limited and at the cost of this decrease we do gain a lot in terms of 
explainability. Furthermore, we again observe that the multimodal 
model outperforms the unimodal models indicating that also in the 
context of explainable models, a multimodal architecture is most 
suitable to predict the likelihood of investment. 

Shap feature importance values were obtained to identify the 
most discriminating features and to study correlations between 
feature values and model predictions. Overall, a relatively large 
overlap was found between the most important features across 
multiple models. LIWC measures four broader “summary" variables 
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and two of these, Clout and Analytic, were found to be common 
important features across the four linguistic models. In the analysis 
of the openSMILE features, 3 diferent functionals over the funda-
mental frequency were common important features. In addition, 
both the mean and the normalized standard deviation of the loud-
ness were also frequent relevant features. For the SHAP plots of 
the multimodal models, the primary focus was on examining the 
distribution of modality categories across the feature importance 
plots. The results of the analysis demonstrate that both acoustic 
and linguistic features play an important role in determining the 
model output. This fnding further supports the argument that the 
combination of verbal and non-verbal behavioral cues captures a 
more comprehensive range of behavior and subsequently yields 
stronger predictors. 

We can also compare our results to previous work reporting 
the performance of regression models developed based on the in-
person recordings available in this data set [23, 27]. These authors 
also used the probability of investment score as a target variable 
and used diferent feature sets of nonverbal behavioral cues from 
several modalities such as facial expressions, head movement and 
vocal expressions. The best performing model by [23] was trained 
on a combination of action unit features and deep facial expression 
representations and yielded an average MAE of 17.80 whereas [27] 
achieved an average MAE of 16.47 with their model trained on head 
movement features. Our strongest model achieves a state-of-the-art 
performance of 13.91, yielding an improvement over previous work. 

5.2 Limitations 
Although the presented fndings show promising results for the 
prediction of investor’s likelihood of investment, some limitations 
and context need to be considered. 

A possible confounding factor is that the analyzed pitches were 
given by university students as part of their university program. 
Even though the pitches were judged by a panel of professional 
investors, the investors would not invest actual money. Also, the 
evaluating investors had limited information on the economic vi-
ability of the pitches, which is an important factor in investment 
decisions. As a result, this could have increased the impact of the 
pitch delivery on the investment probability. Thus, our models 
may be less generalizable to more realistic entrepreneurial contexts. 
Moreover, due to the relatively small dataset of 25 in-person pitches 
(and 17 cross-domain test pitches), the presented models were based 
on 18 to 20 training instances, possibly afecting the models’ gen-
eralizability. Fortunately, the dataset will be expanded as yearly 
pitch sessions are organized in the context of university courses 
on data science startups, allowing to train more robust models. 
Additionally, pitch data will be collected from students enrolled in 
a graduate program specifcally aimed at entrepreneurship, hereby 
increasingly mimicking a professional entrepreneurial context. 

Moreover, it should be noted that our models have been trained 
on the audio recordings of the pitches whereas the question and an-
swering (Q&A) sessions with investors afterwards might have also 
infuenced the investors’ decision. Future work could analyze the 
Q&A session to develop a more comprehensive model. Additionally, 
in real-world entrepreneurial settings, social interactions between 
entrepreneurs and investors can be more extensive and involve 

multiple meetings, hereby broadening the scope of the interaction 
beyond what was captured in this study. 

Finally, some considerations should be noted regarding the ex-
plainable models and the efect of common important features on 
the outcome of the models. SHAP can enhance predictive models 
by revealing associations between features and outcomes. However, 
interpreting the values as specifc features that can be manipulated 
to change predictions is often misleading as correlation does not 
imply causation. While the SHAP tool provides a method to create 
transparency regarding correlations, it does not indicate causation. 
Therefore, if the goal is to create guidelines for entrepreneurs to 
enhance their pitching skills, it is essential to exercise caution when 
interpreting feature importance plots in this context and it would 
be necessary to conduct additional causal analyses. 

6 CONCLUSION AND FUTURE WORK 
In this work, we propose a multimodal approach that combines 
acoustic and linguistic features extracted from recordings of en-
trepreneurial pitches to predict the likelihood of investment. Both 
modalities are represented using hand-crafted and deep features. 
GRU, a deep learning model has been used to model the temporal 
dynamics of the inputs. The acoustic and linguistic models have 
been combined in a single multimodal pipeline by applying early 
and late fusion of the feature representations. Moreover, explain-
able models trained on the hand-crafted features were developed 
to identify and interpret important features. 

Our fndings show promising results for the prediction of in-
vestor’s likelihood of investment of entrepreneurial pitches using 
acoustic and linguistic features. State-of-the-art performance has 
been achieved on this dataset using a multimodal model where 
the best performing features of each modality are integrated using 
an early fusion strategy. In the experiments, deep features gener-
ally outperform hand-crafted ones. Further fndings suggest that 
when developing a unimodal model, it is benefcial to represent 
this modality using both hand-crafted and deep feature sets. It was 
found that early fusion outperforms late fusion. Across multiple 
explainable models, consistent features were found to be important 
predictors. A cross-domain experiment demonstrated that the de-
veloped models for in-person pitches generalize to an online setting 
to some extent. 

In conclusion, this study has demonstrated that using a mul-
timodal analysis approach is a promising direction for studying 
decision-making in the context of entrepreneurial pitches. Based 
on this, future research in this area could continue to build upon 
the proposed methodology to address some of its limitations. An 
alternative direction for future research could involve expanding 
the methodology used in this study. For instance, it would be of 
interest to incorporate the visual modality, which includes features 
such as facial expressions, gestures, and head movement into the 
multimodal analysis. 
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