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Summary

Understanding subsurface processes is essential for resource management, hazard
mitigation, and environmental protection. Passive seismic methods using ambi-
ent seismic noise have emerged as a promising tool for subsurface monitoring and
imaging. These methods offer non-invasive, large-scale, and continuous measure-
ments, providing valuable insights into geological structures, geophysical proper-
ties, and subsurface processes. However, these methods are often based on em-
pirical relationships between seismic velocity variations and dynamic subsurface
properties, and the physical mechanisms underlying these relationships have not
yet been fully exploited.

This doctoral research contributes to advancing the understanding of seismic
velocity changes and leverages this knowledge to enhance the monitoring of sub-
surface dynamics. It addresses the physical mechanisms behind seismic velocity
variations, offering a fundamental understanding that goes beyond empirical rela-
tionships. Physics-based approaches allow for more accurate and comprehensive
interpretations, predictive modeling, and technological advancements in subsur-
face monitoring and imaging.

The research begins by constructing a physics-based model that connects seis-
mic velocity changes to variations in pore pressure and vertical stress, related to
fluctuations in groundwater level. The model utilizes established relationships be-
tween seismic velocities and induced stress, coupled with wave propagation theory,
basic hydrology and geomechanics, to establish direct links between seismic veloc-
ity variations and specific dynamic subsurface properties, namely fluctuations in
pore pressure and vertical compressional stress. For pore pressure fluctuations, the
model’s validity is confirmed using passive image interferometry on seismic am-
bient noise data from Groningen, the Netherlands, demonstrating its ability to ex-
plain surface-wave phase-velocity variations caused by pore pressure fluctuations.

The direct link between seismic velocity variations and pore pressure is subse-
quently exploited for four-dimensional space-time pore pressure monitoring using
surface-wave phase-velocity changes. As such, I introduce pore pressure sensitivity
kernels as a direct connection between depth-dependent pore pressure variations
and frequency-dependent changes in surface-wave phase velocities, showcasing
their utility in inferring pore pressure variations in the Groningen subsurface. The
inferred pore pressure models align closely with independent pressure head mea-
surements, highlighting the potential for quantitative pore pressure inferences. The
sensitivity of surface-wave phase velocities to pore pressure changes was found to
decrease much faster with depth than the sensitivity to changes in elastic parame-
ters, limiting the monitoring approach in the Groningen subsurface to the shallow-
est 200 m for natural pore pressure variations.
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Summary

In contrast, pore pressure variations caused by human activities are signifi-
cantly larger. Therefore, this research continues with a feasibility assessment of
utilizing surface-wave phase-velocity changes to monitor anthropogenic pore pres-
sure developments in deeper reservoirs, particularly in the Harlingen and Gronin-
gen gas reservoirs. It expands pore pressure sensitivity kernels to deeper depths and
models surface-wave phase-velocity changes in response to hypothetical produc-
tion scenarios. While monitoring the shallow (∼ 1 km) Harlingen reservoir appears
feasible, monitoring the deeper (∼ 3 km) Groningen reservoir presents substantial
challenges, as the existing measurement uncertainties for velocity changes must be
significantly reduced.

Finally, the research delves into the physics of temperature-induced seismic ve-
locity changes in the shallow unconsolidated subsurface. It reconciles field and
laboratory experiments by considering intrinsic temperature dependencies, ther-
mally induced stress, and thermally induced strain. The study predicts seasonal
temperature-induced seismic velocity variations and their implications for site am-
plification. The site-specific material properties determine whether site amplifica-
tion is more pronounced during summer or winter.

Overall, this research enhances our understanding of seismic velocity changes
and benefits their utility in subsurface monitoring, thereby contributing to resource
management, hazard assessment, and a sustainable environment. The physics-
based approach facilitates a more comprehensive understanding of subsurface dy-
namics and supports the development of innovative monitoring and imaging tech-
niques.
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Samenvatting

Het begrijpen van processen in de ondergrond is van essentieel belang voor de
winning en het beheer van grondstoffen, de beperking van gevaren en de bescher-
ming van het milieu. Passieve seismische methoden die gebruik maken van achter-
grondruis zijn veelbelovend voor monitoring en beeldvorming van de ondergrond.
Deze methoden bieden de mogelijkheid van niet-invasieve en continue metingen,
en kunnen waardevolle inzichten opleveren in geologische structuren, geofysische
eigenschappen en ondergrondse processen. Meestal zijn deze methoden echter
gebaseerd op empirische relaties tussen seismische snelheden en dynamische ei-
genschappen van de ondergrond. De fysische mechanismen die aan deze relaties
ten grondslag liggen zijn nog niet volledig begrepen en benut.

Dit proefschrift draagt bij aan de kennis van de natuurkunde achter seismische
snelheidsveranderingen en gebruikt deze bij het monitoren van fysische proces-
sen in de ondergrond. Het behandelt fysische mechanismen achter seismische
snelheidsveranderingen en biedt een fundamenteel begrip dat empirische relaties
overstijgt. De op natuurkunde gebaseerde aanpak maakt nauwkeurigere en uit-
gebreidere interpretaties mogelijk, en voorspellende modellen en technologische
ontwikkeling op het gebied van ondergrondse monitoring en beeldvorming.

Het onderzoek begint met de ontwikkeling van een model dat veranderingen in
seismische snelheid koppelt aan variaties in poriëndruk en verticale spanning door
veranderingen in de grondwaterspiegel. Het model is gebaseerd op reeds bekende
relaties tussen seismische snelheden en spanningen, in combinatie met golfvoort-
plantingstheorie, hydrologie en geomechanica. Dit resulteert in directe verbanden
tussen de seismische snelheid en specifieke dynamische eigenschappen van de on-
dergrond, namelijk poriëndruk en verticale spanning. Het model is voor fluctua-
ties in poriëndruk gevalideerd met metingen van seismische achtergrondruis in de
provincie Groningen. Door hier herhaaldelijk seismische interferometrie op toe te
passen en tijdsverschillen van aankomsten te detecteren zijn veranderingen in de
voortplantingssnelheid van seismische golven gemeten. De snelheidsveranderin-
gen van oppervlaktegolven kunnen in Groningen worden verklaard door fluctuaties
in poriëndruk.

Het directe verband tussen poriëndruk en de seismische snelheid wordt hierna
benut voor vierdimensionale monitoring van poriëndruk met behulp van opper-
vlaktegolven. Hiervoor introduceer ik poriëndrukgevoeligheidskernels als directe
verbinding tussen diepteafhankelijke variaties in poriëndruk en frequentieafhan-
kelijke veranderingen in fasesnelheden van oppervlaktegolven. Deze gevoelig-
heidskernels worden vervolgens gebruikt voor het afleiden van poriëndrukveran-
deringen in de Groningse ondergrond. De afgeleide poriëndrukmodellen komen
goed overeen met onafhankelijke stijghoogtemetingen. Dit demonstreert het po-
tentieel voor kwantitatieve afleidingen van poriëndruk. Het is opmerkelijk dat de
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Samenvatting

gevoeligheid van oppervlaktegolfsnelheden voor veranderingen in poriëndruk veel
sneller afneemt met diepte dan de gevoeligheid voor veranderingen in elastische
parameters. Daardoor is de methode alleen toepasbaar in de bovenste 200 m van
de Groningse ondergrond voor natuurlijke variaties in poriëndruk.

Door de mens veroorzaakte veranderingen in poriëndruk kunnen echter vele
malen groter zijn. Daarom gaat het onderzoek verder met een haalbaarheidsstudie
voor het gebruik van oppervlaktegolven voor het monitoren van antropogene fluc-
tuaties in poriëndruk in diepere reservoirs, specifiek in de Harlingen en Groningen
gasreservoirs. Ik breid de poriëndrukgevoeligheidskernels uit naar grotere diepten
en modelleer snelheidsveranderingen van oppervlaktegolven ten gevolge van rea-
listische productiescenario’s. Terwijl monitoring in het ondiepe (∼ 1 km) Harlingen
reservoir haalbaar lijkt, brengt monitoring in het diepere (∼ 3 km) Groningen reser-
voir grote uitdagingen met zich mee, aangezien de bestaande meetonzekerheden
voor snelheidsveranderingen aanzienlijk moeten worden verminderd.

Tot slot duik ik in dit onderzoek in de natuurkunde achter seismische snel-
heidsveranderingen gerelateerd aan temperatuurveranderingen in de ondiepe on-
dergrond van ongeconsolideerde sedimenten. Schijnbare tegenstrijdigheden tus-
sen veld- en laboratoriumexperimenten worden verklaard door meerdere mecha-
nismen te overwegen: intrinsieke temperatuurafhankelijkheden, thermisch geïn-
duceerde spanning en thermisch geïnduceerde vervorming. De studie voorspelt
seizoensafhankelijke, door temperatuurschommelingen veroorzaakte seismische
snelheidsveranderingen en kwantificeert hun uitwerking op het opslingereffect. De
lokale materiaaleigenschappen van de ondiepe ondergrond bepalen of het opslin-
gereffect groter is tijdens de zomer of tijdens de winter.

Dit onderzoek draagt bij aan het begrip van seismische snelheidsveranderingen
en vergroot de bruikbaarheid van passieve seismische methoden bij het monitoren
van ondergrondse processen. Op deze manier kan het een bijdrage leveren aan
grondstofbeheer, gevaarbeperking en een duurzaam milieu. De op natuurkunde
gebaseerde benadering leidt tot een nieuw begrip van ondergrondse dynamica en
ondersteunt de ontwikkeling van innovatieve monitoring- en beeldvormingstech-
nieken.

xii
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1. Introduction

1.1. The Importance of Passive Subsurface
Measurements

Understanding subsurface processes is of utmost importance for a safe living envi-
ronment. The interior of the Earth holds valuable resources such as groundwater,
geothermal energy and hydrocarbons. Knowledge of reservoir properties and sub-
surface dynamics is essential for efficient resource exploitation and environmental
management. Furthermore, subsurface processes directly impact human safety via
potential geological hazards manifested in earthquakes, landslides, and volcanic
eruptions. By comprehending such processes, we can improve hazard forecasting
and mitigation strategies, ultimately saving lives and minimizing economic losses.

However, directly measuring most relevant subsurface properties presents sig-
nificant difficulties. Direct measurements are challenging due to the subsur-
face’s relative inaccessibility, depth, and spatial heterogeneity. Traditional sub-
surface measurement techniques, involving drilling, can be expensive and time-
consuming, and can only provide localized information. This makes it difficult
to gain a comprehensive understanding of subsurface processes at larger scales.
Moreover, these methods require physical alteration of the subsurface, which can
be impractical or undesirable.

Active seismic surveys use controlled seismic sources, such as explosions or
airguns, to image the subsurface. By recording and analyzing the reflections of
seismic waves propagating through the medium, one can assess the subsurface
without drilling (e.g., Angelov, 2009; Landrø & Stammeijer, 2004). Active seismic
surveys have been successful especially in providing insights into geological struc-
tures and hydrocarbon reservoirs. However, these surveys require significant plan-
ning, resources, and logistical arrangements, they can be disruptive to the environ-
ment (e.g., Nowacek et al., 2015) and they are often limited by safety regulations in
densely populated areas.

Passive seismic methods (e.g., Clarke et al., 2011; Curtis et al., 2006; James et
al., 2017; Lobkis & Weaver, 2003; Mao et al., 2020; Mikesell et al., 2015; Snieder et
al., 2002; Stehly et al., 2008; Wapenaar et al., 2010a) have emerged as a promising
solution to complement active seismic surveys (e.g., Maxwell & Urbancic, 2005).
Instead of active sources, they use the ambient seismic wave field, originating from
sources as ocean waves and human activities (e.g., Brenguier et al., 2019; Cessaro,
1994; Díaz et al., 2017; Kimman et al., 2012; Lecocq et al., 2020; Nakata et al., 2011).
By analysing the subtle variations in the seismic wave field over time, we can infer
valuable information about geological structures (e.g., Brenguier et al., 2007; Mor-
dret et al., 2013; Toledo et al., 2022), geophysical properties (e.g., Hofman et al.,
2017; Martins et al., 2020; van Ginkel et al., 2020; Zhou & Paulssen, 2017, 2020),
and subsurface processes (e.g., Bièvre et al., 2018; Brenguier et al., 2008a; Brenguier
et al., 2008b; Colombero et al., 2018; James et al., 2019; Planès et al., 2017; Wegler
et al., 2009; Wegler & Sens-Schönfelder, 2007; Zhou & Paulssen, 2022).

Passive seismic methods offer several advantages over active surveys. First, they
are non-invasive and do not require artificial seismic sources. This reduces the

1
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1.2. Seismic Velocity Measurements as Indicators of Subsurface Processes

environmental impact drastically. Second, passive seismic methods enable large-
scale continuous measurements over extended periods. This facilitates the detec-
tion of subtle variations in subsurface properties. Passive image interferometry
(Sens-Schönfelder & Wegler, 2006) is such a technique to utilize passive seismic
measurements. It allows us to estimate seismic velocity variations using recordings
of seismic ambient noise. By studying seismic velocity variations, we can gain a
deeper understanding of geological, hydrological, and geophysical processes, ulti-
mately contributing to our understanding of natural hazards, and the sustainable
management of subsurface resources.

1.2. Seismic Velocity Measurements as Indicators of
Subsurface Processes

Seismic velocity variations enable us, amongst others, to monitor groundwater lev-
els (e.g., Andajani et al., 2020; Clements & Denolle, 2023; Clements & Denolle, 2018;
Mao et al., 2022; Roumelioti et al., 2020; Sens-Schönfelder & Wegler, 2006, 2011;
Yang et al., 2018) and temperature variations (e.g., Colombero et al., 2018; Richter et
al., 2014; Sánchez-Pastor et al., 2021; Sánchez-Pastor et al., 2019), examine tailing-
dam stabilities (e.g., Olivier et al., 2017; Ouellet et al., 2022), study earthquake stress
releases (e.g., Brenguier et al., 2008a; Madley et al., 2022; Minato et al., 2012; Wang
et al., 2019; Wegler et al., 2009), investigate volcanic activity (e.g., Brenguier et al.,
2011; Brenguier et al., 2008b; Duputel et al., 2009; Makus et al., 2023; Mordret et al.,
2010; Obermann et al., 2013a; Olivier et al., 2019; Ratdomopurbo & Poupinet, 1995;
Rivet et al., 2015; Sánchez-Pastor et al., 2018; Yates et al., 2019), track fluid migra-
tion over time (e.g., Illien et al., 2022; Li et al., 2022; Wang et al., 2021), monitor
landslides (e.g., Bièvre et al., 2018; Hussain et al., 2019; Mainsant et al., 2012; Voisin
et al., 2016) and analyse thawing of the permafrost (e.g., James et al., 2019; Lindner
et al., 2021). However, most of the above mentioned studies are based on empirical
relationships, and the physical mechanisms underlying these relationships have
not yet been fully exploited.

One such relationship is the correlation between the seismic velocity and the
groundwater level. By monitoring seismic velocity variations and correlating them
with fluctuations in the groundwater level, we can study the dynamics of subsur-
face water storage and movement. However, such empirical relationships can-
not be generalised, since some studies have found a positive correlation between
groundwater fluctuations and velocity changes (Liu et al., 2020; Voisin et al., 2017),
while others have found an anti-correlation (Clements & Denolle, 2018; Hillers et
al., 2014; Nakata & Snieder, 2012; Sens-Schönfelder & Wegler, 2006; Tsai, 2011). Fur-
thermore, without a physical theory, correlations cannot provide understanding on
how seismic velocity changes are produced.

Similarly, seismic velocities have been found to correlate with temperature vari-
ations in the subsurface. Temperature influences the elastic properties of rocks,
which, in turn, affect seismic velocities. Variations in subsurface temperature can
arise due to various processes, including geothermal activity and seasonal changes.

1
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1. Introduction

By measuring seismic velocities and analyzing their relationship with temperature
variations, we can infer information about geothermal resources and subsurface
thermal processes. However, field and laboratory experiments have seemingly pro-
vided contradictory results. Most field studies have reported positive correlations
between temperature and seismic velocities (e.g., Ermert et al., 2023; Lecocq et al.,
2017; Richter et al., 2014; Sleeman & de Zeeuw-van Dalfsen, 2020), while most lab-
oratory experiments have shown anti-correlations (e.g., Birch, 1943; Christensen,
1979; Jaya et al., 2010; Kern, 1978; Kohnen, 1974). Laboratory experiments have
thus not yet captured the complicated field response of seismic velocities to tem-
perature variations. Likely, not all mechanisms for temperature-induced velocity
change have been considered together.

Despite the observed empirical relationships between seismic velocities and
subsurface processes, a complete physical understanding of these relationships
is still missing. While empirical correlations provide valuable insights and prac-
tical applications, they lack a detailed understanding of the underlying mecha-
nisms. The complex interplay of various geophysical processes contributes to the
observed correlations but requires further investigation for a comprehensive un-
derstanding.

1.3. Motivation
The purpose of my doctoral research is to gain a deeper understanding on the
physics behind seismic velocity changes and their applications. The physical ar-
gument is crucial, as it provides a fundamental understanding of the underlying
processes governing subsurface dynamics. Moreover, by unraveling the physical
mechanisms driving seismic velocity variations, one can exploit seismic velocity
measurements to their fullest extent and achieve quantitative inferences without
relying on empirical relationships.

Quantitative inferences offer several advantages compared to empirical studies.
First, they provide a deeper level of insight into subsurface processes, as empirical
relationships often lack the ability to fully capture the underlying mechanisms. Sec-
ond, by establishing a physics-based understanding, we can directly relate seismic
velocity variations to specific subsurface properties and processes, leading to more
accurate and comprehensive interpretations.

A physics-based approach also allows for the development of predictive mod-
els that can be used to simulate seismic velocity changes under different subsur-
face conditions. These models provide a powerful tool for exploring hypothetical
scenarios.

Furthermore, a physics-based understanding of seismic velocity changes pro-
motes technological advancements in data acquisition and processing. By leverag-
ing the knowledge of underlying physical mechanisms, we can develop innovative
measurement techniques and processing algorithms, opening up new possibilities
for improved subsurface imaging and monitoring.

1
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1.4. Outline

1.4. Outline
The objectives of this study cover multiple aspects of seismic velocity variations,
including the acquisition and interpretation of passive seismic velocity measure-
ments, as well as physics-based velocity modeling and the exploitation of velocity
data. In this section, I provide an overview of the different chapters that contribute
to the research objectives of this doctoral work.

Chapter 2 relates seismic velocity changes through effective stress to fluctua-
tions in the pore pressure and vertical compressional stress. By combining the the-
oretical relation between induced stress and velocity change derived by Tromp and
Trampert (2018) with wave propagation theory, basic hydrology and geomechanics,
I develop a physics-based model for seismic velocity change. Using data collected
in Groningen, the Netherlands, I validate this model, and show that it enables us
to explain surface-wave phase-velocity variations by fluctuations in pore pressure.
The derived relationships form the basis for physics-based pore pressure monitor-
ing using passive image interferometry.

Chapter 3 shows that measured velocity changes can be inverted for pore pres-
sure variations as a function of time and space. I introduce pore pressure sensitivity
kernels for surface-wave phase-velocity changes, and compute velocity variations
by applying passive image interferometry to seismic ambient noise measurements
in Groningen, the Netherlands. An inversion of these velocity changes results in
models of pore pressure variation as a function of time, depth and region. Differ-
ent regions of Groningen show a different temporal behavior that coincide with
the jurisdictions of two independent water boards and corresponds with existing
piezometric measurements. Pore pressure sensitivity kernels were found to de-
crease rapidly with depth, limiting this approach to the depth range of 0-200 m
for hydrological pore pressure variations.

Chapter 4 assesses the feasibility of using surface-wave phase-velocity changes
for pore pressure monitoring in deeper reservoirs. I expand the pore pressure sensi-
tivity kernels to include the depth range of the Harlingen and Groningen gas reser-
voirs, and develop forward models of surface-wave velocity variations for hypothet-
ical production scenarios. For the Groningen reservoir, the pore pressure sensitivity
decreased to the extent that the resulting surface-wave velocity changes lie within
the range of measurement uncertainty. Pore pressure monitoring in the Groningen
gas reservoir is therefore not feasible using surface-wave velocity changes. For the
Harlingen reservoir, the modeled surface-wave velocity variations are larger than
the measurement uncertainty. To assess the feasibility of pore pressure monitor-
ing related to production, I perturb the forward model by shallow-origin velocity
variations observed in Groningen, and invert for pore pressure variations in the gas
reservoir. The decreasing pore pressure sensitivity with depth increases the un-
certainties of the inferred pore pressure models to 0.2 MPa at the reservoir depth,
which is nevertheless sufficiently small to be able to capture production-related
pore pressure developments.

Chapter 5 explores the physics connecting temperature and seismic proper-
ties. To reconcile seemingly contradictory field and laboratory experiments, I ex-

1
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1. Introduction

amine three mechanisms for temperature-induced seismic velocity change: (1) the
intrinsic temperature dependency of the elastic constants, (2) thermally induced
stress, and (3) thermally induced strain. A series of physics-based models reveals
that thermal strain is negligible, while the other mechanisms compete. I predict
seasonal temperature-induced changes in body-wave velocities up to 8%, surface-
wave phase-velocity variations of 1−2%, and changes in site amplification of about
4%. The competition between the two dominant mechanisms for velocity change
determines whether site amplification is more pronounced during summer or win-
ter.

Throughout this study, I consider various physical properties and employ multiple mathematical def-
initions. To ensure clarity and for convenience, I present in the Glossary all the notations and mathe-
matical symbols used in this study. Given the numerous parameters involved, it is important to note
that symbols may differ from those used in the published articles upon which the chapters of this study
are based.

1
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2
Physics-Based Relationship for
Pore Pressure and Vertical
Stress Monitoring Using
Seismic Velocity Variations

Abstract
Previous studies examining the relationship between the groundwater table and seismic velocities have

been guided by empirical relationships only. Here, we develop a physics-based model relating fluc-

tuations in groundwater table and pore pressure with seismic velocity variations through changes in

effective stress. This model justifies the use of seismic velocity variations for monitoring of the pore

pressure. Using a subset of the Groningen seismic network, near-surface velocity changes are estimated

over a four-year period, using passive image interferometry. The same velocity changes are predicted

by applying the newly derived theory to pressure-head recordings. It is demonstrated that the theory

provides a close match of the observed seismic velocity changes.

The content of this chapter was published as: Fokker, E., Ruigrok, E., Hawkins, R., & Trampert, J. (2021).
Physics-based relationship for pore pressure and vertical stress monitoring using seismic velocity vari-
ations. Remote Sensing, 13(14), 2684.
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2. Physics-Based Relationship for Pore Pressure and Vertical Stress Monitoring

2.1. Introduction
Seismic waves contain information about the subsurface; for instance, subsurface
seismic properties such as shear modulus and density can be derived from obser-
vations of wave propagation. In Earth sciences, seismic data are therefore an im-
portant source of information. Relevant physical and chemical information can be
found in seismic properties and especially in their variations. We distinguish two
types of variations: spatial and time-lapse ones. Spatial variations in seismic ve-
locity can indicate layer boundaries, faults or more subtle subsurface heterogene-
ity (e.g., Rawlinson et al., 2014). Time-lapse variations in seismic velocity can be
caused by changes in stress, temperature or composition.

A technique to retrieve time-lapse velocity variations is passive image interfer-
ometry (Sens-Schönfelder & Wegler, 2006). This technique consists of two steps.
First, the Green’s function is estimated using cross-correlations of seismic noise
recorded at two receivers. Secondly, the cross-correlation result using, e.g., a day’s
worth of data, is compared with a reference Green’s function to obtain the relative
change in seismic velocity. This technique has been applied to find volcanic precur-
sors (Brenguier et al., 2008b), to monitor stress changes (Wegler et al., 2009), ensure
the safety of civil structures (Salvermoser et al., 2015), and to monitor groundwater
tables (Voisin et al., 2017).

A groundwater table is the depth in the subsurface where the soil or rock is fully
saturated with water. It is the border between the unsaturated upper part (vadose
zone) and the lower phreatic zone. Over the seasons, the soil moisture in the vadose
zone varies due to precipitation and evaporation. At the same time, the groundwa-
ter table fluctuates due to drainage and inundation. Changes in both zones affect
the loading and pore pressure of the deeper subsurface. Locally, the pore pressure
at depth can be measured with a piezometric well. For measurement over a larger
region and depth range, recent developments in seismic methods are promising.

In many monitoring studies, the seismic velocity change is empirically linked
to other observations, for which the velocity change is used as a measurement. For
instance, Clements and Denolle (2018) fitted seismic velocity changes linearly to
changes in the groundwater table. This is also the case for other groundwater and
pore pressure monitoring studies (Andajani et al., 2020; Clements & Denolle, 2018;
Liu et al., 2020; Nakata & Snieder, 2012; Rivet et al., 2015; Sens-Schönfelder & We-
gler, 2006; Voisin et al., 2017; Wang et al., 2017). An empirical relationship between
seismic velocity and the groundwater table or pore pressure can be useful, but with-
out theory it cannot provide understanding on how seismic velocity changes are
caused.

The Groningen region in the Netherlands has been a test bed for monitoring
studies, both due to presence of a large seismic network (Dost et al., 2017) and pro-
nounced changes in the subsurface due to gas extraction (van Eijs & van der Wal,
2017) and a thick layer of unconsolidated sediments (van Ginkel et al., 2020). The
large azimuthal coverage of the network was used to test different quality parame-
ters for passive image interferometry (Fokker & Ruigrok, 2019). Moreover, seismic
interferometry was applied to a string of geophones in the reservoir to measure
compaction (Zhou & Paulssen, 2020). In another study, a dense surface network of
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stations was used to detect velocity changes in refracted waves over a one-month
period (Brenguier et al., 2020). Using the same dense array of 417 stations, a novel
implementation of passive image interferometry was tested (Mordret et al., 2020).
Following heavy rain, they found a velocity reduction that propagates downward
with time. This they explained with effective-pressure diffusion.

This study provides a physics-based model connecting fluctuations in the pore
pres-sure and vertical compressional stress to seismic velocity variations through
changes in effective stress. We combine the relationship between induced stress
and velocity change, derived from first principles byT Tromp and Trampert (2018),
with wave propagation theory, basic hydrology and geomechanics to relate veloc-
ity change directly to fluctuations in the pore pressure and vertical compressional
stress. Using data collected in Groningen, the Netherlands, we validate this re-
lationship, and show that it enables us to monitor near surface (i.e., top 500 m)
changes in pore pressure using passive image interferometry.

2.2. Theory
We derive a physics-based relationship between shear-wave velocity change and
fluctuations in the groundwater table and pore pressure. First, we rewrite the exist-
ing relationship between seismic velocity and induced stress by Tromp and Tram-
pert (2018). Then, we use basic hydrology and geomechanics to model the induced
stress. Last, we study the relative contribution of different terms in the final equa-
tion. A similar derivation for compressional-wave velocity change can be found in
Appendix 2.A.

2.2.1. Velocity Change Due to Induced Stress

Relationships between seismic velocity and induced stress were derived from first
principles by Tromp and Trampert (2018, Equation 38). They showed that for an
induced stress dσ (defined negative for compression), written in terms of an in-
duced pressure d p = − 1

3 tr (dσ) and a symmetric trace-free induced deviatoric
stress dτ= dσ− 1

3 tr (dσ) I , the shear-wave velocity can be written as

ρṽ2
s =

(
µ+µ′

p d p
)

+ 1

2

(
1−µ′

p

)
k̂ ·dτ · k̂

− 1

2

(
1+µ′

p

)
â ·dτ · â, (2.1)

with mass density ρ, shear-wave velocity vs =
√
µ/ρ without induced stress, its per-

turbation d vs = ṽs −vs due to induced stress, shear modulus µ, its pressure deriva-
tive µ′

p = ∂µ/∂p, direction of propagation k̂ , and direction of motion â. We rewrite

this equation to find relative velocity change d vs /vs by subtracting µ = ρv2
s from

both sides of the equation,
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ρ
(
(vs +d vs )2 − v2

s

)=µ′
p d p + 1

2

(
1−µ′

p

)
k̂ ·dτ · k̂

− 1

2

(
1+µ′

p

)
â ·dτ · â, (2.2)

and dividing by µ:

d vs

vs

(
2+ d vs

vs

)
=
µ′

p d p

µ
+

1−µ′
p

2µ
k̂ ·dτ · k̂

−
1+µ′

p

2µ
â ·dτ · â. (2.3)

Since velocity changes are usually small
(∣∣∣ d vs

vs

∣∣∣≪ 2
)
, this relationship can be

approximated as

d vs

vs
=
µ′

p d p

2µ
+

1−µ′
p

4µ
k̂ ·dτ · k̂ −

1+µ′
p

4µ
â ·dτ · â. (2.4)

2.2.2. Velocity Change Due to Surface Load and Pore Pressure
Wherever pore pressure plays a role, poroelastic theory states that deformation is
proportional to the effective stress, defined by σ̃=σ+αB uI (Fjær et al., 2008, p. 32),
where αB represents the Biot constant and u is the pore pressure. The solid frame-
work carries the part σ̃ of the total external stressσ, while the remaining part, αB u,
is carried by the fluid. An increase in pore pressure essentially reduces the forces
on the contact surfaces between the grains (i.e., σ̃ becomes less negative, since (ef-
fective) stress is defined negative for compression). The remaining pore pressure,
(1−αB )u, is counteracted by internal stresses in the solid. In unconsolidated or
weak material, αB is close to 1. We therefore need to formulate Equations 2.1–2.4
in terms of the effective stresses and the pore pressures that affect them.

We examine changes in effective stress that are induced by (near) surface pro-
cesses such as fluctuation of the groundwater table or the atmospheric pressure.
Such processes cause almost instant changes in the stress, while pore pressure dif-
fusion is highly dependent on the permeability of the layers and viscosity of water.
Therefore, we assume induced stress dσ (t ) from surface processes to be indepen-
dent of depth, while we allow induced pore pressure du (z, t ) to vary with depth.
In a one-dimensional model, this automatically satisfies the zero divergence con-
dition ∇·dσ= 0. For the loading effect, we only consider changes in vertical stress
dσzz (t ).

We write the induced effective stress as

dσ̃= dσ+duI =
du 0 0

0 du 0
0 0 du +dσzz

 , (2.5)
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with corresponding induced effective pressure

d p̃ =−1

3
tr (dσ̃) =−du − 1

3
dσzz , (2.6)

and induced effective deviatoric stress

d τ̃= dσ̃− 1

3
tr (dσ̃) I =−1

3
dσzz

1 0 0
0 1 0
0 0 −2

 . (2.7)

We combine Equations 2.4, 2.6 and 2.7 to write the velocity change as

d vs

vs
=

µ′
p

2µ

(
−du − 1

3
dσzz

)
− 1

3

1−µ′
p

4µ
dσzz

(
k̂2

x + k̂2
y −2k̂2

z

)
+ 1

3

1+µ′
p

4µ
dσzz

(
â2

x + â2
y −2â2

z

)
. (2.8)

We distinguish three types of shear-waves: shear-waves with vertical propa-
gation and horizontal motion (k̂x = k̂y = 0; k̂z = 1; â2

x + â2
y = 1; âz = 0), shear-

waves with horizontal propagation and horizontal motion (k̂2
x + k̂2

y = 1; k̂z = 0;

â2
x + â2

y = 1; âz = 0), and shear-waves with horizontal propagation and vertical mo-

tion (k̂2
x + k̂2

y = 1; k̂z = 0; âx = ây = 0; âz = 1). Respectively, this simplifies Equation
2.8 to (

d vs

vs

)V er ti cal

=−
µ′

p

2µ
du −

µ′
p −1

4µ
dσzz , (2.9)

(
d vs

vs

)Hor i zont al

SH
=−

µ′
p

2µ
du, (2.10)

and (
d vs

vs

)Hor i zont al

SV
=−

µ′
p

2µ
du −

µ′
p +1

4µ
dσzz . (2.11)

2.3. Validation
To validate the relationships derived in the previous section, we model surface-
wave velocity changes based on pressure-head measurements and compare their
results to independent measurements obtained with passive image interferometry.
From pressure-head measurements, recorded by piezometer B08C0952 (Dinoloket,
2022) in Groningen, the Netherlands (Figure 2.1), we estimated changes in pore
pressure and vertical stress, which are used as inputs to Equations 2.9-2.11 to model
shear-wave velocity changes. Corresponding surface-wave velocity changes were
then obtained through surface-wave dispersion modeling. To obtain independent
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Figure 2.1: Map view of the locations of the measurement equipment employed in this study. The lo-
cation of the piezometer B08C0952 (Dinoloket, 2022) is plotted as a blue point, around which the blue
circle indicates a 10 km radius. All geophones within this radius at 200 m depth (KNMI, 1993) are shown
as black triangles. The outline of the Netherlands and the Groningen gas field are shown as black and
red lines.

measurements of surface-wave phase-velocity changes, we applied passive image
interferometry to seismic noise. To this end, we used seismic data from borehole
geophones (KNMI, 1993) at 200 m depth, located within a 10 km radius from the
piezometer (Figure 2.1).

2.3.1. Static Model
The static parameters in Equations 2.9-2.11 are µ and µ′

p . They are estimated from
detailed subsurface models available in the Groningen area. As a starting point, we
used a local shear-wave velocity and density model from Kruiver et al. (2017a) and
a compressional-wave velocity model from Romijn (2017) at [XRD ,YRD ] = [261.96
km,582.86 km], visualized in Figure 2.2a-c. Note that the chosen model location be-
low receiver G424 very close to the piezometer is a point location, whereas the used
surface waves sample the entire region. Using compressional-wave (a), shear-wave
(b) and density models (c) we computed the bulk modulus (d), the shear modulus
(e), and the confining pressure (f). A smoothed derivative of the shear modulus
with respect to the confining pressure µ′

p is shown in Figure 2.2g. Note that µ in-
creases with depth, whereas µ′

p decreases with depth. µ′
p has values above 50 for

most of the unconsolidated-sediment depth range (upper 800 m) and much smaller
values for the underlying chalk rock.

2.3.2. Stress Model
The borehole piezometer shown in Figure 2.1 (Dinoloket, 2022) has registered pres-
sure heads (i.e., the levels to which groundwater rises in a frictionless tube due to
pore pressure) at depths zi = 7.3, 27.3, 105.3, 132.3, and 170.8 m. Figure 2.3a shows

2
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Figure 2.2: Static models: (a) Compressional-wave velocity vp , (b) shear-wave velocity vs , (c) mass den-

sity ρ, (d) bulk modulus κ= ρv2
p − 4

3ρv2
s , (e) shear modulus µ= ρv2

s , (f) confining pressure P = ∫ z
0 ρ(z)g

d z, with g the gravitational acceleration and z the depth below surface, (g) the shear-modulus pressure
derivative µ′p = dµ/dP , based on the smoothed derivative of the shear modulus with respect to confin-
ing pressure.
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the change in pressure head dh(zi , t ) with respect to the average pressure head be-
tween 01 January 2017 and 31 December 2019. If there were a high permeability
between the measurement depths zi , all measurements dh(zi , t ) should be identi-
cal. Figure 2.3a shows this is not the case for depths z < 105.3 m. This corresponds
with the presence of low-permeability clay layers in this depth range.

From a linear interpolation of the pressure head, we obtained changes in pore
pressure du(z, t ) = ρw g dh(z, t ) as a function of depth and time. dh(zi , t ) values at
the deepest three measurement levels are nearly identical. For that reason, we ex-
trapolated dh(z, t ) below depths of 170.8 m as a constant with depth down to 840 m
and set dh to zero for z > 840 m, from where the sediments become consolidated.
The resulting du(z, t ) field is shown in Figure 2.3b for parameters ρw = 1000 kg/m3

and g = 9.8 m/s2.

To estimate the order of magnitude of the induced vertical compressional stress,
we assumed that changes in pressure head at the shallowest level are similar to
changes in the groundwater table. Hence, we used dσzz (t ) ≈ −φρw g dh (z = 7.3
m, t ). Figure 2.3c shows the result for porosity φ∼ 0.25.

2.3.3. Shear-Wave Velocity Change
To compare the effects of groundwater table loading dσzz and induced pore pres-
sure du on the seismic velocity, we studied the orders of magnitude that can be
predicted using Equations 2.9-2.11. Typical values for stress and pore pressure can
be found on 01 Jan 2018, when the (induced) compressional stress is estimated at
dσzz ≈ −1000 Pa, and the average pore pressure is du ≈ 2000 Pa. Using the in-
formation of Figures 2.2e,g (µ′

p ≈ 80 and µ ≈ 5×108 Pa) in Equations 2.9 and 2.11,
we found, for the groundwater loading, a relative increase in shear-wave velocity

d vs /vs =−µ′p∓1

4µ dσzz ≈ 0.004%, and for the induced pore pressure, we found a rel-

ative decrease in shear-wave velocity d vs /vs = −µ′p
2µdu ≈ −0.02%. Since the effect

of vertical compressional stress is considerably smaller than the pore pressure ef-
fect in our Groningen setting, and we have no accurate measurements of dσzz , we
chose to neglect the effect of the vertical compressional stress. Hence, we simplify
Equations 2.9-2.11 to (

d vs

vs

)
≈−

µ′
p

2µ
du. (2.12)

In accordance with Equation 2.12 we used the information from Figures 2.2e,
2.2g and 2.3b to construct shear-wave velocity changes as a function of time and
depth. The result in Figure 2.4 forms the basis in the forward modeling of surface-
wave velocity changes. The effects of the pore pressure du are mainly responsible
for the time-lapse variations, while the shear modulus µ and its pressure deriva-
tive µ′

p regulate the amplification of shear-wave velocity changes as a function of
depth. For instance, at the interface at 50 m depth, the amplitude of velocity change
rapidly decreases due to an increase in the shear modulus (Figure 2.2e), and a de-
crease in the pressure derivative of the shear modulus (Figure 2.2g).

2

14



2.3. Validation

2016 2017 2018 2019 2020

Date

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

dh
 (

m
)

(a)
z = 7.3 m
z = 27.3 m
z = 105.3 m
z = 132.3 m
z = 170.8 m

-5 -4 -3 -2 -1 0 1 2 3 4 5

du (kPa)

2016 2017 2018 2019 2020

Date

-2

-1

0

1

2

d
zz

 (
kP

a)

(c)

Figure 2.3: (a) Time-lapse changes in pressure head dh(zi , t ), with respect to the average pressure head
between 01 Jan 2017 and 31 Dec 2019, for zi = 7.3, 27.3, 105.3, 132.3, and 170.8 m depth. (b) Induced
pore pressure du(z, t ) = ρw g dh(z, t ) for parameters ρw = 1000 kg/m3 and g = 9.8 m/s2, obtained
from linear interpolation of dh(zi , t ). The dashed lines indicate the measurement depths of the pressure
head. (c) Estimate of induced vertical compressional stress dσzz =−φρw g dh(z = 7.3 m, t ) forφ≈ 0.25.
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Figure 2.4: Modeled shear-wave velocity change in accordance with Equation 2.12 and Figures 2.2e, 2.2g
and 2.3b.

2.3.4. Surface-Wave Dispersion Forward Modeling
Given our physics-based relationship regarding shear-wave velocity change as a
function of depth (simplified as Equation 2.12), and our observations of surface-
wave phase velocity changes as a function of frequency (Section 2.3.5), we can re-
late them through surface-wave dispersion modeling. Assuming that the lateral
variations in our region of interest are small, we can use a one-dimensional av-
erage static model of the subsurface and use the adjoint technique of Hawkins
(2018) to compute sensitivity kernels which relate partial derivatives of the change
in surface-wave phase velocities (Love and Rayleigh) to the small stress-induced
changes in shear-wave velocities. These partial derivatives can be used to estimate
the effect on relative changes in surface-wave phase velocities using

dc

c
(ωi ) = 1

c(ωi )

∑
j

∂c

∂vs j
(ωi )vs j

d vs j

vs j
, (2.13)

where ∂c/∂vs j (ωi ) is the partial derivative of the surface-wave phase velocity with
respect to vs j at frequencyωi , d vs j is the small perturbation to vs j , and c(ωi ) is the
actual surface-wave phase velocity. While this approach is approximate and dis-
counts the impact of anelasticity and lateral heterogeneity, it is sufficient to demon-
strate that the stress-induced changes in shear-wave phase velocities give the cor-
rect changes in observed surface-wave velocities.

For the static models introduced in Section 2.3.1, we computed the sensitivity
kernels of fundamental Rayleigh and Love waves for density, compressional-wave
velocity and shear-wave velocity. Figure 2.5 shows the kernels at a frequency of 1
Hz. This figure shows that, in the Groningen setting, fundamental mode Love waves
are more sensitive to shallower changes than Rayleigh waves, which peak around
200 m depth.

Figure 2.6 shows several eigen modes for Love and Rayleigh waves at 1 Hz, indi-
cating that there should be reasonable amounts of Rayleigh-wave energy recorded
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Figure 2.5: Absolute value of the sensitivity kernels for fundamental Rayleigh and Love waves for density,
compressional-wave velocity and shear-wave velocity at a frequency of 1 Hz.
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Figure 2.7: Reference cross-coherence Hr e f (i.e., average cross-coherence between 01 Jan 2017 and 31
Jan 2019) for all combinations of receivers shown in Figure 2.1 as a function of receiver-pair distance
for components RR, ZZ and TT. The red lines indicate the arrival times |t | = x/300+5, between which
we can expect all arrivals of direct surface waves, while the red area indicates the coda time windows
(x/300+5) s < |t | ≤ 100 s, used in Equation 2.15 to retrieve relative velocity change.

at a depth of 200 m (depth of the borehole geophones we are going to use below),
but little fundamental Love-wave energy. Overtones of both Love and Rayleigh will
be recorded if excited by the seismic noise; however, our analysis suggests that the
fundamental mode is dominant, at least in ZZ and TT cross-coherence’s (Figure
2.7), as shown in Figure 2.8.

Using the adjoint method (Hawkins, 2018), we modeled surface-wave veloc-
ity changes corresponding to the shear-wave velocity changes shown in Figure 2.4.
Figure 2.9 shows the relative velocity changes for the example frequency of 1 Hz as a
function of date (a) and for the example date 31 Aug 2019 as a function of frequency
(b). We show relative velocity change of Love waves (black), Rayleigh waves (red),
and its Voigt average (dc/c)V oi g t = 2

3 (dc/c)Raylei g h+ 1
3 (dc/c)Love . Love waves show

a larger induced velocity change than Rayleigh waves. This can be understood from
their higher sensitivity to shallow depths (Figure 2.5), where the largest shear-wave
velocity changes occur (Figure 2.4). For low frequencies, we used the Voigt average
of Rayleigh and Love waves, but higher frequencies (Figure 2.8) show less energy
for Love waves than for Rayleigh waves. Therefore, we used Rayleigh wave velocity
change for frequencies f ≥ 1 Hz, which has a much lower amplitude than the Voigt
average.
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Figure 2.8: Multichannel analysis of surface waves (Park et al., 1998) of the reference cross-coherences
shown in Figure 2.7 for components (a) RR , (b) ZZ, and (c) TT , visualized in a power plot. The red
lines indicate the fundamental dispersion curves of (a,b) Rayleigh and (c) Love waves, obtained with the
adjoint method (Hawkins, 2018).
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Figure 2.9: (a) Modeled surface-wave velocity changes for example frequency 1 Hz as a function of date,
and (b) for the example date 31 Aug 2019 as a function of frequency. The individual lines represent
velocity change of Love waves (black), Rayleigh waves (red) and their Voigt average dcV /cV = 2

3 dcR /cR+
1
3 dcL /cL (blue).

2.3.5. Passive Image Interferometry
In an approach similar to Fokker and Ruigrok (2019), building upon the work
of Sens-Schönfelder and Wegler (2006), we retrieved relative changes in the seis-
mic velocity using passive image interferometry, consisting of two main processes.
First, the time-varying Green’s functions between two seismic receivers were es-
timated. Second, these estimates were used to determine the relative changes in
arrival time, corresponding to the relative changes in velocity.

To estimate a daily Green’s function (i.e., a one-day average of a Green’s func-
tion), we computed the cross-coherence, i.e., the spectrally normalized cross-
correlation (Wapenaar et al., 2010b), of ambient seismic noise, recorded by seismic
receivers at xA and xB :

Ĥ(xB , xA ,ω) = ŵ(xB ,ω)ŵ∗(xA ,ω)

|ŵ(xB ,ω)||ŵ(xA ,ω)| . (2.14)

The frequency domain is indicated by a hat and the star denotes a complex con-
jugation. We stacked cross-coherences calculated from 50% overlapping time win-
dows of 20 min durations, where the first time window ranges from 0:00 to 0:20
UTC, the second from 0:10 to 0:30 UTC, etc. We repeated this procedure for the
data of every day between 1 January 2016 and 1 January 2020. The cross-coherences
were computed for all component combinations. To speed up computation, we ap-
plied rotations to radial (R) and transverse (T) components after cross-correlation.
Applying rotation after correlation gives a small yet acceptable error (Appendix
2.B). Figure 2.7 shows the average cross-coherence between 1 January 2017 and 31
December 2019 as a function of distance between receivers. A different time period
was chosen for the reference cross-coherence, since in 2016 quite a lot of data are
missing. In this way, the reference cross-coherence contains equal contributions
from all seasons, while available data from 2016 can still be compared to a well es-
timated Green’s function.

We determined velocity changes using the stretching method in the time do-
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main (Lobkis & Weaver, 2003). Relative velocity changes d v/v = ϵ were found at
the maximum correlation coefficient CC (ϵ) between lapse (daily) cross-coherence
Hl apse , stretched in time with factor (1−ϵ), and reference cross-coherence Hr e f ,

CC (ϵ) =
∫ t2

t1
Hlapse[t (1−ϵ)]Href[t ]d t√∫ t2

t1

(
Hlapse

)2 [t (1−ϵ)]d t
√∫ t2

t1
(Href)2 [t ]d t

. (2.15)

The obtained velocity changes are relative to the reference cross-coherence, here
defined as the average cross-coherence between 1 January 2017 and 31 December
2019 (Figure 2.7). We decided to only use the coda of the cross-coherence (red areas
in Figure 2.7), because the coda is less dependent on changes in illumination, and
velocity change causes larger changes in traveltime for late arrivals. This results
in more accurate and stable measurements of the velocity change. As time win-
dows (integration boundaries in Equation 2.15) for the cross-coherence, we there-
fore used (x/300+5) s < |t | ≤ 100 s, where the first term is the distance x between
the two receivers divided by the minimum expected propagation velocity. An addi-
tional 5 s was added to exclude the direct field with certainty. We applied bandpass
filters to the cross-coherences, varying both the center frequency and the frequency
span to obtain surface wave velocity changes as a function of frequency.

A disadvantage of the stretching method is spurious velocity changes when
coda-wave amplitudes vary (Zhan et al., 2013). The use of a spectral normaliza-
tion of the cross-correlation, the cross-coherence, limits amplitude variations, but
when the ambient noise amplitudes are weaker than the normalization water level
used, the amplitudes of the cross-coherence change, resulting in spurious arrivals.
For this reason, we analyzed the velocity change distributions of 78 receiver pairs
(Figure 2.1). Spurious arrivals can easily be spotted by an inconsistent distribution
of velocity change. Figure 2.10 shows an example of an inconsistent distribution of
velocity change. These spurious velocity changes can especially be observed during
summers and at low frequencies ( f < 0.2 Hz). During these seismically quiet peri-
ods, the 4.5 Hz geophones record a significant proportion of instrumental noise,
which results in a poor estimate of the Green’s function.

Employing coda waves measured on the horizontal components, we cannot
distinguish between Rayleigh, Love and body waves, since the coda consists of
multiply-scattered waves. To show that surface waves dominate the Groningen
noise, we applied multichannel analysis of surface waves (Park et al., 1998) to the
reference cross-coherences, measured on the radial, vertical and transverse com-
ponents. Figure 2.8 shows a strong presence of both Rayleigh and Love waves. The
surface-wave dispersion can be seen up until about 1 Hz. The dispersion can-
not be discerned at higher frequencies, probably due to the near-surface hetero-
geneity over the area sampled with the 78 receiver pairs (Figure 2.1). Since sur-
face waves dominate Green’s function estimates (the cross-coherences), we treat
the average velocity change in the coda for lower frequencies as the Voigt average
of the Rayleigh and Love wave phase velocity changes, and for higher frequencies
as Rayleigh wave phase velocity changes. Figure 2.11 shows that for the coda of
the cross-coherence every horizontal component configuration (i.e., RR, RT, TR,
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Freq: 0.1 0.2 Hz; Ref: 2017001  2019365
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Figure 2.10: Time-lapse seismic velocity change retrieved from seismic ambient noise within frequency
bandwidth [0.1 0.2] Hz, using the coda of the cross-coherence of horizontal (RR, RT, TR, TT) compo-
nents between 78 receiver combinations. The background colors show the probability distribution of
312 estimates from dark blue (low probability) to yellow (high probability), while the black line shows
the average velocity change.

TT) leads to similar velocity changes. This indicates that arrivals of both Love and
Rayleigh waves can indeed be measured on the coda of all horizontal components.
An average over all horizontal component configurations will lead to a cleaner dis-
tribution of velocity change. For the cross-coherence of vertical motion at both
receivers, Rayleigh waves dominate. Hence, we treat velocity change obtained with
coda waves recorded on the vertical component as phase velocity changes in the
Rayleigh wave.

2.3.6. Model Validation
Relative seismic phase-velocity variations were retrieved for all combinations of the
seismic receivers indicated in Figure 2.1 for frequency bandwidths [0.3 0.4] Hz, [0.7
0.8] Hz, [1.0 1.2] Hz, and [1.3 1.6] Hz. Figure 2.12 presents the mean velocity change
(black) and its distribution (colored background) of 78 station combinations of one
vertical (ZZ; left) and four horizontal-component configurations (i.e., the average
velocity change of components RR, RT, TR, TT; right). The observations of surface-
wave velocity change (black) match the results of the independent forward model
(purple and red) quite well, both in shape and magnitude. For the vertical com-
ponent and the higher frequencies of the horizontal components, the Rayleigh-
wave velocity-change model is shown. For the lower frequencies of the horizontal
components, a Voigt average was taken over the Rayleigh and Love velocity-change
models (Figure 2.9).

2.4. Discussion
To retrieve velocity variations of surface waves, we used the stretching method
(Lobkis & Weaver, 2003). This method is based on the assumption that velocity
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Figure 2.11: Time-lapse seismic velocity change retrieved from seismic ambient noise within frequency
bandwidth [1.0 1.2] Hz, using the coda of the cross-coherence of individual horizontal component con-
figurations, averaged over 78 receiver combinations.

change is homogeneous. This assumption is valid for velocity changes due to fluc-
tuations in the pore pressure, because the causes of these fluctuations, i.e., precip-
itation and evaporation, are similar for the whole area. Local velocity changes, for
which the assumption is not valid, cannot be retrieved using this method.

In a similar study Fokker and Ruigrok (2019) retrieved velocity variations in a
region 15 km northwest of the area sampled in this study. Compared to their re-
sults, our velocity variations are three times smaller. This discrepancy can likely be
explained by differences in depth sensitivity for fundamental modes and the over-
tones of Rayleigh waves, and the dominant amplitude of motion at 50 and 200 m
depths. At a depth of 200 m, used in the present study, motion of the fundamen-
tal mode dominate over motion of the overtones (Figure 2.8). At a depth of 50 m,
used by Fokker and Ruigrok (2019), motion of the first overtone dominates over the
motion of the fundamental mode. In Mordret et al. (2020), it is shown that, in the
Groningen setting, the first overtone of the Rayleigh wave has a higher sensitivity to
velocity changes than the fundamental mode.

Note that, for some frequencies, we observed the first Rayleigh overtone on the
RR com-ponent (Figure 2.8), while we used the fundamental mode in the model-
ing (Figures 2.9 and 2.12). The match between model and observation will likely
improve when overtones are included.

In our model for velocity change, we excluded the Love wave contribution for
frequencies f ≥ 1 Hz, due to the low Love-wave energy (Figure 2.8) and its relatively
small amplitude at 200 m depth (Figure 2.6). If the Voigt average (Figure 2.9 blue)
was taken at these higher frequencies, the amplitude of the velocity change model
would be much higher. The Voigt averaged model for velocity change would over-
estimate the velocity change observations at higher frequencies (Figure 2.12f,h).

In our stress model (Section 2.3.2), we interpolated the change in pressure head
between the measurement depths, we extrapolated dh as uniform changes be-
tween 170.8 m and 840 m depth, and we assumed no changes below the consol-
idation interface at 840 m depth. We expected the permeability to decrease at this
interface, limiting the changes in pore pressure. However, pore pressure changes at
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Figure 2.12
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Figure 2.12: Time-lapse seismic velocity change retrieved from seismic ambient noise within the indi-
cated frequency bandwidths, using the coda of the cross-coherence of vertical (left; ZZ) and horizontal
(right; RR, RT, TR, TT) components between 78 receiver combinations. The background colors show the
probability distribution of 78 (left) and 312 (right) estimates from dark blue (low probability) to yellow
(high probability), while the black line shows the average velocity change. The purple and red lines show
the results of the independent forward model for velocity change of Rayleigh waves (a,c,e,f,g,h) and the
Voigt average (b,d) as in Figure 2.9. The match between the low-frequency trends of the modeled and
the observed velocity change is quantified with a Pearson correlation after a low-pass filter is applied
with a cut-off period of 60 days. The correlation coefficient R is shown in the legend.

depths below 840 m depth are not relevant for the purpose of this study, since the
waves we study have no sensitivity to changes at depths below 500 m (Figure 2.5).

We observed that some studies found a positive correlation between ground-
water fluctuations and velocity changes (Liu et al., 2020; Voisin et al., 2017), while
others found an anti-correlation (Clements & Denolle, 2018; Hillers et al., 2014;
Nakata & Snieder, 2012; Sens-Schönfelder & Wegler, 2006; Tsai, 2011). This can
be explained by the different mechanisms presented in the Section 2.2. The con-
tributions of du and dσzz in Equations 2.9 and 2.11 have opposite effects: an in-
crease in pore pressure results in a decrease in seismic velocity, while an increase in
compressional stress (Tzz becomes more negative) results in an increase in seismic
velocity. The balance between the mechanisms depends, on the one hand, on the
permeability determining the size of du, relative to dσzz . On the other hand, it de-
pends on the presence of Rayleigh and Love waves, and their responses to changes
in shear-wave velocities. Both negative and positive correlations with, respectively,
pore pressure and surface weight were found by Wang et al. (2017), who modeled
the pore pressure from precipitation measurements and used measurements of
snow depth for the surface loading.

This article argues that shear-wave velocity changes are caused by fluctuations
of the effective stress through changes in the shear modulus. There is, however, a
second mechanism to couple velocity change to induced effective stress. Effective
pressure leads to compaction, affecting the density and hence the shear-wave ve-
locity. This effect can be quantified using the density derivative of the shear-wave
velocity, d vs /vs = − 1

2 dρ/ρ, and the definition of the Bulk modulus, dρ/ρ = d p/κ.
A rise in effective pressure d p̃ = −du − 1

3 dσzz would induce a relative change in
density dρ/ρ = −(du + 1

3 dσzz )/κ, resulting in an increase in shear-wave velocity
d vs /vs = (du + 1

3 dσzz )/(2κ). For a typical bulk modulus in the Groningen subsur-
face, κ∼ 5 ·109 Pa (Figure 2.2d), this would result in velocity changes that are two to
three orders of magnitude smaller than the ones observed. Therefore, we neglected
the mechanism of compaction.

This study focuses on seismic velocity changes due to changes in the pore pres-
sure. Here, we address sources for velocity changes that could not have been mea-
sured due to our choices for surface waves, frequency bandwidths, temporal reso-
lution and methodology.

In some studies, atmospheric temperature variations are correlated to seismic
velocity change (e.g., Mao et al., 2019). The temperature oscillations in the sub-
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surface, due to yearly atmospheric temperature variations, can mathematically be
described as a highly damped wave propagating downwards. Most of the effect is
located above 20 m. For depths below 20 m, the temperature changes for quartz,
with a thermal diffusivity αd = 1.4 mm2/s, would be limited to 0.1 ◦C. The surface
waves, with frequencies we used, have no sensitivity to changes at depths shallower
than 20 m (Figure 2.5). Furthermore, surface waves are sensitive to changes over a
large range of depths, while the wavelength of the thermal ’wave‘ is approximately
25 m, resulting in temperature contributions of a range of seasons. This would not
be detectable using surface waves at frequencies lower than 2 Hz.

Velocity changes caused by the Lunar tides were also left out, because we have
only one velocity measurement per day, whereas Lunar tides cause two oscillations
of velocity change per day. Velocity changes induced by Groningen earthquakes
(maximum magnitude 3.4, at 3 km depth) would not be detectable due to the rela-
tively small induced stress in the shallow subsurface and the heterogeneous nature
of the velocity changes. Changes in water saturation are not relevant as a poten-
tial source either, since these changes can only be observed above the groundwater
table, which around Groningen is at a depth of approximately 1 m.

The derived relationship between shear-wave velocity and induced effective
stress is validated in the context of surface waves, traveling through the shallow
subsurface of the Earth. It provides a new understanding of time-lapse variations
in the subsurface. We postulate that it can be directly applied to monitoring stud-
ies using shear waves or compressional waves (Appendix 2.A) and may provide new
insights in monitoring civil structures.

2.5. Conclusions
In this study, we developed a theory relating seismic velocity change to fluctua-
tions in the pore pressure and vertical stress. By combining a relationship between
seismic velocity and induced stress, derived from first principles (Tromp & Tram-
pert, 2018), with basic hydrology and geomechanics, we derived a physics-based
relationship for seismic velocity changes as a function of induced pore pressure,
vertical compressional stress and elastic parameters. To validate this relationship,
we modeled seismic surface-wave velocity changes, based on measurements of
the pressure head, using the newly derived relationship and the adjoint method
(Hawkins, 2018). Surface-wave velocity changes were independently retrieved by
applying passive image interferometry (Sens-Schönfelder & Wegler, 2006) to seis-
mic noise measured in the subsurface of Groningen, the Netherlands. The close
match between model and observation shows the validity of the derived theory,
and justifies the use of seismic velocity variations for pore pressure monitoring.
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2.A. Stress-Induced Compressional-Wave Velocity
Change

Similar to the derivation in Section 2.2 we can derive compressional-wave velocity
change, starting from Tromp and Trampert (2018, Equation 37):

ρṽp
2 =

(
κ+κ′p d p

)
+ 4

3

(
µ+µ′

p d p
)
−

(
κ′p + 4

3
µ′

p

)
k̂ ·dτ · k̂ ,

ρ
((

vp +d vp
)2 − v2

p

)
=

(
κ′p + 4

3
µ′

p

)(
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(
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(
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)
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2
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p

κ+ 4
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(
d p − k̂ ·dτ · k̂

)
, (2.16)

where vp represents compressional-wave velocity, κ represents the bulk modulus,
and κ′p its pressure derivative.

Using Equations 2.6 and 2.7, we derive the relative compressional-wave velocity
change for vertical (k̂x = k̂y = 0; k̂z = 1) and horizontal propagation (k̂2

x + k̂2
y = 1;

k̂z = 0):

(
d vp

vp

)V er ti cal

≈ −1

2

κ′p + 4
3µ

′
p

κ+ 4
3µ

(du +dσzz ) , (2.17)

(
d vp

vp

)Hor i zont al

≈ −1

2

κ′p + 4
3µ

′
p

κ+ 4
3µ

du. (2.18)

2.B. Rotation Approximation
For the estimation of the Green’s function in the radial and transverse directions,
we need to rotate the seismic measurements to face these directions. Traditionally,
this is carried out before a cross-correlation is made. However, the data that are
stored after cross-correlation are only a fraction of the raw data. For this reason,
the computation time can be significantly reduced when the rotation is carried out
after the cross-correlation. In this appendix, we assess the error that is introduced
by applying rotation after cross-correlation.

A cross-correlation of radial–radial components can, in the frequency domain,
be written as

Ĉ RR
B A = ŵR

B ŵR∗
A ,

= (
ŵ N

B cosφ+ ŵE
B sinφ

)(
ŵ N∗

A cosφ+ ŵE∗
A sinφ

)
,

= ŵ N
B ŵ N∗

A cos2φ+ (
ŵ N

B ŵE∗
A + ŵE

B ŵ N∗
A

)
cosφsinφ+ ŵE

B ŵE∗
A sin2φ,

= Ĉ N N
B A cos2φ+ (

Ĉ N E
B A + Ĉ E N

B A

)
cosφsinφ+ Ĉ EE

B A sin2φ, (2.19)
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where ŵR
B represents motion at location xB in the radial direction, φ represents the

clockwise angle between the station orientation (i.e. the line between xA and xB )
and the North, and Ĉ N E

B A denotes the cross-correlation between the motion at xB in
the northern direction and at xA in the eastern direction. Similarly, we find

Ĉ T T
B A = +Ĉ N N

B A sin2φ+ (−Ĉ N E
B A − Ĉ E N

B A

)
cosφsinφ+ Ĉ EE

B A cos2φ, (2.20)

Ĉ RT
B A = +Ĉ N E

B A cos2φ+ (−Ĉ N N
B A + Ĉ EE

B A

)
cosφsinφ− Ĉ E N

B A sin2φ, (2.21)

Ĉ T R
B A = −Ĉ N E

B A sin2φ+ (−Ĉ N N
B A + Ĉ EE

B A

)
cosφsinφ+ Ĉ E N

B A cos2φ, (2.22)

Ĉ R Z
B A = +Ĉ N Z

B A cosφ+ Ĉ E Z
B A sinφ, (2.23)

Ĉ Z R
B A = +Ĉ Z N

B A cosφ+ Ĉ Z E
B A sinφ, (2.24)

Ĉ T Z
B A = −Ĉ N Z

B A sinφ+ Ĉ E Z
B A cosφ, (2.25)

Ĉ Z T
B A = −Ĉ Z N

B A sinφ+ Ĉ Z E
B A cosφ, (2.26)

Ĉ Z Z
B A = +Ĉ Z Z

B A . (2.27)

If no normalization has been applied both in the time and frequency domains,
the result should be identical if the rotation was applied before or after the cross-
correlation. This we indeed observed. When spectral whitening is applied, how-
ever, differences are expected, because the spectra of Rayleigh and Love waves are
not identical. If the rotation is then applied after the cross-correlation, the spectral
whitening allows for leakage of Love-wave energy to the radial cross-correlation,
and Rayleigh-wave energy to the transverse cross-correlation. This effect is quanti-
fied for the geophone combination shown in Figure 2.13.

For rotations to components RR, RT, TR and TT, the differences are largest, be-
cause the rotations are carried out in two steps using combinations of components
NN, NE, EN and EE. Still, the phase differences are minimal, and the differences in
amplitude are acceptable. The same applies for components RZ, TZ, ZR and ZT,
in which only one rotation step is applied and where the differences are smaller.
Component ZZ does not require a rotation and is therefore not affected by the pro-
cessing order.

Furthermore, for the purpose of velocity variation estimation, leakage of
Rayleigh and Love wave energy to orthogonal components is not relevant, because
the direct wave is not used. In arrivals of (multiply) reflected surface waves i.e., sur-
face waves that have reflected multiple times, leakage takes place anyway. There-
fore, in this study, we did not apply rotation until after cross-correlation.
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Figure 2.13: Comparison of applying rotation before or after cross-correlation using spectral normaliza-
tion, for different component combinations, for receiver pair G374-G434.
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3
4D Physics-Based Pore Pressure
Monitoring Using Passive Image
Interferometry

Abstract
This chapter introduces a technique for four-dimensional pore pressure monitoring using passive image

interferometry. Surface-wave velocity changes as a function of frequency are directly linked to depth

variations of pore pressure changes through sensitivity kernels. We demonstrate that these kernels can

be used to invert time-lapse seismic velocity changes, retrieved with passive image interferometry, for

hydrological pore pressure variations as a function of time, depth, and region. This new approach is

applied in the Groningen region of the Netherlands. We show good recovery of pore pressure variations

in the upper 200 m of the subsurface from passive seismic velocity observations. This depth range is

primarily limited by the reliable frequency range of the seismic data.

The content of this chapter was published as: Fokker, E., Ruigrok, E., Hawkins, R., & Trampert, J. (2023).
4D physics-based pore pressure monitoring using passive image interferometry. Geophysical Research
Letters, 50(5).
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3. 4D Physics-Based Pore Pressure Monitoring

3.1. Introduction
Traditionally, seismic imaging of the shallow subsurface is done with active sources.
Seismic or acoustic sources from explosives or airguns excite downwards propagat-
ing waves, of which the reflections can be used to map geologic interfaces. Over the
last decades, however, we have seen a shift toward passive imaging and monitoring.
Seismic signals that were initially considered noise (e.g., microseisms) are now used
to acquire subsurface data (e.g., Curtis et al., 2006).

Passive image interferometry (Sens-Schönfelder & Wegler, 2006) allows us to
estimate seismic velocity changes using measurements of seismic ambient noise.
This method consists of two steps. First, approximate Green’s functions are esti-
mated using cross-correlations of seismic noise measured at two receivers. This
is referred to as seismic interferometry (Wapenaar et al., 2010a). Second, velocity
changes as a function of time are retrieved by comparing the coda of time-lapse
cross-correlations to a reference. This step is referred to as coda wave interferom-
etry (Lobkis & Weaver, 2003; Snieder, 2006). With passive image interferometry,
a single lapse cross-correlation is generally constructed from noise measurements
with a duration of a few hours to a few weeks, while the reference cross-correlation
is often an average over one to a few years. The relative difference in arrival times
d t/t then represents the relative velocity change d v/v =−d t/t with respect to the
average reference velocity.

Seismic velocity variations have been empirically linked to many physical
processes or observations, including temperature variations (e.g., Bièvre et al.,
2018; Colombero et al., 2018; Richter et al., 2014), earthquake stress release (e.g.,
Brenguier et al., 2008a; Sleeman & de Zeeuw-van Dalfsen, 2020; Wegler & Sens-
Schönfelder, 2007), and hydrological stress fluctuations (e.g., Andajani et al., 2020;
Clements & Denolle, 2018). For instance, Illien et al. (2022) used seismic velocity
change and an empirical link with a hydrological model to find short-term perme-
ability increases directly after earthquakes. Such empirical relationships can give
very useful insights in the processes causing velocity changes, provided the empiri-
cal relationship reflect the physical processes involved. Therefore, we prefer a more
physics-based approach.

Recently, Fokker et al. (2021) provided a physical model for pore pressure moni-
toring using surface-wave phase-velocity changes. Building on the theory of Tromp
and Trampert (2018), hey showed that pore pressure changes induce shear-wave
velocity variations through changes in effective stress. Using surface-wave disper-
sion modeling (Hawkins, 2018), they showed that pore pressure changes explain
the measured phase-velocity changes both in phase and amplitude.

In the current study, we demonstrate that measured velocity changes can be
inverted for pore pressure variations as a function of time and space. We intro-
duce pore pressure sensitivity kernels for surface-wave phase-velocity changes, and
compute velocity variations by applying passive image interferometry to seismic
ambient noise measurements in Groningen, the Netherlands. An inversion of these
velocity changes results in models of pore pressure variation as a function of time,
depth and region. Different regions of Groningen show a different temporal behav-
ior that coincide with the jurisdictions of two independent water boards.
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Figure 3.1: Map view of the locations of the measurement equipment employed in this study. The black
triangles indicate borehole geophones at a depth of 200 m (KNMI, 1993) and the blue point indicates
a borehole piezometer (Dinoloket, 2022). Different regions are indicated by circles. The color coding
is used in Figures 3.3, 3.5 and 3.8-3.11 to distinguish regional results. The outline of the Netherlands
and the Groningen gas field are shown as black and red lines, while the borders between different water
boards are shown in light blue.

3.2. Groningen Setting, Data and Models
The Groningen region in the Netherlands has been studied extensively in the con-
text of induced seismicity (e.g., Bourne et al., 2018; Hettema et al., 2017; Nepveu
et al., 2016; Trampert et al., 2022) and subsidence (e.g., van der Wal & van Eijs, 2016;
van Thienen-Visser et al., 2015; van Thienen-Visser & Fokker, 2017). The instal-
lation of a large dense network of borehole geophones (Dost et al., 2017) enabled
intensive research activity. Seismic measurements on multiple depth levels were
used to estimate shallow 1D velocity and attenuation profiles (Hofman et al., 2017;
Ruigrok et al., 2022) and to estimate soil amplifications (van Ginkel et al., 2019),
while the large azimuthal coverage of the network was used to test different quality
assessment parameters for passive image interferometry (Fokker & Ruigrok, 2019).
The great amount of geological and geophysical models, provided by previous stud-
ies, and the presence of the large seismic network make Groningen an ideal region
to test our approach of physics-based pore pressure monitoring.

The Groningen region can be divided into water board Noorderzijlvest in the
northwest and water board Hunze en Aa’s in the southeast. The borders between
different water boards are shown in Figure 3.1 in light blue. Different water boards
in the Netherlands can have different policies regarding groundwater management,
and thus the pore pressure variations may be region dependent. In the southeast-
ern region, at the location shown in Figure 3.1 as the blue dot, a deep borehole
piezometer (Dinoloket, 2022) takes direct continuous measurements of the pore
pressure at multiple depth levels up to 170 m. Shallow direct measurements of
pore pressure variation can be found throughout the whole region (Grondwater-
tools, 2022).

3

33



3. 4D Physics-Based Pore Pressure Monitoring

Figure 3.2: Schematic overview of the hydrologic layering. An unconfined aquifer occupies the first
25 m, where the groundwater table is situated at a depth smaller than 1 m. An aquitard comprised of
impermeable clay layers spans from 25 m to roughly 75-100 m depth. A confined aquifer is situated
between 75-100 m and 200-300 m depth.

Hydrologically, we can classify the shallow subsurface in the Groningen area
roughly into three layers (Figure 3.2). An unconfined aquifer occupies the first 25 m
depth. Pore pressure variations within this layer are a direct result of changes in the
groundwater table. An aquitard is situated from 25 m to roughly 75-100 m depth,
spanning the entire region with only sparse openings. Due to the low permeability
of this clay layer, pore pressure diffusion cannot fully penetrate this layer and hence
we do not expect large seasonal pore pressure variations. A confined aquifer can be
found below the clay from 75-100 m to 200-300 m depth. The pore pressure in this
layer is determined by the groundwater table at the recharge locations. Therefore,
the spatial pore pressure variability is expected to be small within this layer.

From the seismic network in Groningen (Dost et al., 2017) we use data from the
4.5 Hz borehole geophones at 200 m depth at the locations shown in Figure 3.1 by
the black triangles. We chose the deepest geophones from the borehole network,
because they register the highest power of coherent noise from distant sources,
compared to the power of incoherent noise from close sources. Each colored circle
indicates a subregion that is investigated. For each subregion we gather shear-wave
velocity and density models from Kruiver et al. (2017a) and a compressional-wave
velocity model from Romijn (2017). From these models we computed all elastic
parameters needed in this study (Figure 3.3).

The models for compressional-wave velocity, shear-wave velocity and density
(Figure 3.3a-c) allow us to compute the bulk modulus, the shear modulus and the
confining pressure (Figure 3.3d-f). The pressure derivative of the shear modulus,
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Figure 3.3: Elastic models from Kruiver et al. (2017a) and Romijn (2017) for the regions indicated by
the colored circles in Figure 3.1: (a) Compressional-wave velocity vp , (b) shear-wave velocity vs , (c)

mass density ρ, (d) bulk modulus κ = ρv2
p − 4

3ρv2
s , (e) shear modulus µ = ρv2

s , (f ) confining pressure

P = ∫ z
0 ρ(z)g d z, with g the gravitational acceleration and z the depth below surface, and (g) pressure

derivative of the shear modulus µ′p = dµ/d p, based on the smoothed derivative of the shear modulus
with respect to confining pressure.
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3. 4D Physics-Based Pore Pressure Monitoring

needed for the sensitivity kernel, can be computed by a pointwise derivative of the
shear modulus with respect to the confining pressure. At layer interfaces, however,
the shear modulus can change abruptly due to a change in material from one layer
to another. This will result in an unrealistic estimate for its pressure derivative. A
smoothing operation with a robust weighing function and positivity constraint re-
moves outliers that occur at such a layer intersection. Figure 3.3g shows our model
for the pressure derivative of the shear modulus dµ/d p at the center of the corre-
sponding region.

3.3. Passive Image Interferometry
To compute seismic velocity changes we apply passive image interferometry (Sens-
Schönfelder & Wegler, 2006) to seismic ambient noise measured in Groningen, the
Netherlands. This method consists of two processes. First, the Green’s function be-
tween two seismic receivers is estimated using cross-correlations of ambient seis-
mic noise. Second, time-lapse variations in arrival times are identified, correspond-
ing to velocity variations.

To estimate the Green’s function for one lapse period, we compute the cross-
coherence of seismic noise, recorded by seismic receivers at locations xA and xB .
The cross-coherence represents the spectrally normalized cross-correlation, and
can be computed in the frequency domain (Wapenaar et al., 2010b):

Ĥ(xB , xA ,ω) = ŵ(xB ,ω)ŵ∗(xA ,ω)

|ŵ(xB ,ω)||ŵ(xA ,ω)| . (3.1)

where w is ground velocity. The frequency domain is indicated by a hat and the star
denotes a complex conjugation. We stack cross-coherences calculated from 50%
overlapping time windows of 20 min duration, where the first time window ranges
from 0:00 to 0:20 UTC, the second from 0:10 to 0:30 UTC, etc., for a lapse period of
21 days. We repeat this procedure for lapse periods between 01 January 2017 and 01
January 2020. The cross-coherences are computed for vertical components. Figure
3.4 shows an example of cross-coherences in the time domain as a function of date,
for receiver combination G014-G104 in the orange region (Figure 1) and frequency
range [1.3 1.6] Hz.

We then determine velocity changes using the stretching method in the time
domain (Lobkis & Weaver, 2003). Relative velocity changes dc/c = ϵ are found at
the maximum correlation coefficient CC (ϵ) between lapse cross-coherence Hl apse ,
stretched in time with factor (1−ϵ), and reference cross-coherence Hr e f ,

CC (ϵ) =
∫ t2

t1
Hlapse[t (1−ϵ)]Href[t ]d t√∫ t2

t1

(
Hlapse

)2 [t (1−ϵ)]d t
√∫ t2

t1
(Href)2 [t ]d t

. (3.2)

The reference cross-coherence is defined as the 3-year average from 01 January
2017 0:00 UTC to 01 January 2020 0:00 UTC, hence the retrieved velocity change
is relative to the average within this period.
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3.3. Passive Image Interferometry

Figure 3.4: Cross-coherence of seismic noise recorded at receivers G014 and G104 at frequency range
[1.3 1.6] Hz. (a) Cross-coherence for shifted times between -70 and +70 seconds, indicating in black
the time-window used to retrieve relative velocity changes. (b) Zoomed cross-coherence at the causal
time window plotted in (a), showing consistent arrivals up to 60 seconds. The black dashed curves
indicate waveform stretching for which the correlation with the reference is highest (Equation 3.2). This
corresponds to the relative velocity variations between receivers G014 and G104. For this particular
receiver pair, the anti-causal part is weak in this frequency range.
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Figure 3.5: Models and observations of seismic velocity changes for the region indicated in Figure 3.1 in
purple. The purple curves represent the velocity changes for six frequency ranges estimated using pas-
sive image interferometry (Sens-Schönfelder & Wegler, 2006) on the vertical components, while the red
and the blue dashed curves show respectively the fundamental mode Rayleigh- and Love-wave velocity
changes as modeled (Fokker et al., 2021) from pore pressure observations at the borehole piezometer
(Fig. 3.1, blue point; Dinoloket, 2022).

The coda of the cross-correlation is more likely to contain stable parts of the
Green’s function, because this only requires a stable background noise structure
(Hadziioannou et al., 2009), while direct waves also require well-illuminated Fres-
nel zones (Wapenaar et al., 2010a). For this reason, we omit all arrivals of di-
rect waves, and choose our time windows (integration boundaries in Equation
3.2) for the cross-coherence as τ < |t | < 2τ, where τ = (x/vlow + 5) s. vlow is the
fundamental-mode Rayleigh wave phase velocity in the model of Figure 3.3a-c. An
additional 5 s is added to exclude the direct Rayleigh waves with more certainty.
This narrow window excludes most body waves in the coda and should mainly leave
closely scattered surface waves.

The cross-coherences are filtered with a bandpass filter before we estimate the
velocity change for the chosen frequency range. To obtain velocity variations as a
function of frequency range, we repeat this process for multiple frequency ranges.
We compute an average velocity change for the regions indicated by the circles in
Figure 3.1, using all receivers pairs within the indicated circles. This also allows us
to compute the standard deviation of the sampling distribution of velocity change
σd v/v = σ/

p
n, as an indication of the measurement uncertainty on the one hand,

and the intrinsic variability over a region on the other hand.
We use the coda of the cross-coherence evaluated for the vertical compo-

nents to estimate velocity changes. Likely, the velocity changes are caused by
fundamental-mode Rayleigh waves, but contributions from higher modes, Love
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3.4. Pore Pressure Sensitivity Kernels
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Figure 3.6: Visualization of Equation 3.6: (a) shear-wave sensitivity kernel K R
vs (ω, z) for Rayleigh-wave

phase velocity, computed using the adjoint method (Hawkins, 2018) on models for compressional-wave
velocity, shear-wave velocity and density (Figure 3.3a-c; purple), (b) fraction −µ′p (z)/2µ(z) where µ is

the shear modulus and µ′p is the pressure derivative of the shear modulus (Figure 3.3e,g; purple), and (c)

pore pressure sensitivity kernel K R
u (ω, z), which is a multiplication of figures (a) and (b). Note that the

amplitude axes show logarithmic scales.

and body waves cannot a-priori be excluded. We repeat the approach of Fokker et
al. (2021) to find what type of waves is the main contributor to the observed velocity
change by making a forward calculation for the region containing the piezometer.
Figure 3.5 shows velocity changes for five frequency ranges, retrieved using passive
image interferometry (purple), and fundamental-mode phase-velocity changes for
Rayleigh (red dashed) and Love (blue dashed) waves, modeled from the pore pres-
sure variations measured by Dinoloket (2022). The velocity variations closely re-
semble fundamental-mode Rayleigh-wave velocity changes. Therefore, we treat
the velocity changes measured on the vertical components as fundamental-mode
Rayleigh-wave phase-velocity changes. We tried the same modeling with a Voigt
average of Love and Rayleigh (Fokker et al., 2021), but this degraded the fit to the
piezometer data.

3.4. Pore Pressure Sensitivity Kernels
To connect Rayleigh-wave phase-velocity change to pore pressure variation, we
combine the physics-based relationship derived by Fokker et al. (2021) with shear-
wave sensitivity kernels to construct pore pressure sensitivity kernels. Building on
Tromp and Trampert (2018), Fokker et al. (2021) derived that a change in pore pres-
sure du via effective stress induces shear-wave velocity change

d vs

vs
=−

µ′
p

2µ
du, (3.3)

with shear-wave velocity vs , shear modulus µ, and pressure derivative of the shear
modulus µ′

p = dµ/d p. A positive change in pore pressure thus results in a negative
change in shear-wave velocity.
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3. 4D Physics-Based Pore Pressure Monitoring

Changes in the shear-wave velocity directly induce surface-wave phase-velocity
changes

dc

c
(ω) =

∫ ∞

0
Kvs (ω, z)

d vs

vs
(z)d z, (3.4)

with surface-wave phase velocity c, and shear-wave sensitivity kernel Kvs . We can
now substitute Equation 3.3 in 3.4, resulting in

dc

c
(ω) =

∫ ∞

0
Ku(ω, z)du(z)d z, (3.5)

where

Ku(ω, z) =−
µ′

p (z)

2µ(z)
Kvs (ω, z) (3.6)

represents the pore pressure sensitivity kernel for surface-wave phase velocity.
Shear-wave sensitivity kernels for surface-wave phase velocity can be calcu-

lated using the adjoint method (Hawkins, 2018) together with one-dimensional
models for compressional-wave velocity vp , shear-wave velocity vs , and density
ρ. Figure 3.6a shows the shear-wave sensitivity kernel for Rayleigh-wave phase ve-
locity for the region centered at receiver G424 (purple region in Figure 3.1), con-
structed from the elastic model shown in Figure 3.3a-c. The fraction −µ′

p /2µ shown
in Figure 3.6b is calculated using the shear modulus and its pressure derivative (Fig-
ure 3.3e and 3.3g). In accordance with Equation 3.6, we multiply Figures 3.6a and
3.6b to obtain the pore pressure sensitivity kernel shown in Figure 3.6c.

3.5. Inversion for Pore Pressure Variation
To invert surface-wave velocity change for pore pressure variation as a function of
depth and time, we need to discretize the linear relation described by Equation 3.5.
We expand pore pressure change du as

du(z, tk ) =∑
j

S j (z)m j (tk ), (3.7)

where function S j (z) is chosen to be a cubic natural spline function, and m j (tk ) its
coefficients at time tk , which is the center of the 21 day lapse period (Section 3.3).
We then rewrite Equation 3.5 as

dc

c
(ωi , tk ) =∑

j

∫ ∞

0
Ku(ωi , z)S j (z)d z m j (tk ). (3.8)

For each lapse time tk , this can be written as a linear forward problem,

d (tk ) =Gm(tk ), (3.9)
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where

di (tk ) = dc

c
(ωi , tk ) (3.10)

represents the data,

Gi j =
∫ ∞

0
Ku(ωi , z)S j (z)d z (3.11)

the forward operator, and m j (tk ) the model coefficients of the pore pressure
change.

Model coefficients m j (tk ) can be retrieved using the explicit least-squares for-
mulation (Tarantola, 2005),

m̃(tk ) = (
GT C−1

d (tk )G +C−1
m

)−1
GT C−1

d (tk )d (tk ), (3.12)

with data covariance C d and prior model covariance C m . Based on the pressure
head measurements in the southeastern region we expect a variance in pore pres-
sure of 106 Pa2, hence we choose the model covariance as C m = 106I , where I rep-
resents the identity matrix. Since we are interested in the mean velocity change
d v/v(ωi , tk ) per region, we define the data covariance as the variance in the set of
cross-coherences per region (see Figure 3.7a, error bars). We note that this variance
can reflect the cross-coherence variability per region and/or direct observational
uncertainty. We therefore use

C d (tk ) = diag(σd v /v (tk ))2 . (3.13)

The resolution R(tk ) of the inverted model representation m̃(tk ) can be obtained
by substituting the data d in Equation 3.12 for the forward operator G ,

R(tk ) = (
GT C−1

d (tk )G +C−1
m

)−1
GT C−1

d (tk )G , (3.14)

and the posterior model covariance can be found by

C m̃ (tk ) = (
GT C−1

d (tk )G +C−1
m

)−1
. (3.15)

After inversion for model representation m j (tk ), we repeat the process for all
lapse times tk , and compute our final model for pore pressure variation using Equa-
tion 3.7.

Figure 3.7 shows the steps in the inversion scheme for the region centered at re-
ceiver G424 (purple region in Figure 3.1). Velocity changes retrieved using passive
image interferometry form the data of this inversion (Figure 3.7a, error bars; two ex-
ample frequency ranges). We use velocity variations of multiple frequency ranges
with varying center frequency and frequency span (Figure 3.7b), and we define 10
spline functions S j (Figure 3.7c). Following Equation 3.11, we construct forward
operator Gi j (Figure 3.7d). Figure 3.7e shows pore pressure variations as retrieved
using Equations 3.12 and 3.7, and Figure 3.7f shows the posterior model covari-
ance as computed using Equation 3.15. The uncertainty of the retrieved model can
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3.5. Inversion for Pore Pressure Variation

Figure 3.7: Inversion scheme for retrieving pore pressure variations: (a) seismic velocity changes as a
function of time for two example frequency ranges, obtained using passive image interferometry (error
bars), and predicted based on the inferred pore pressure model and the forward operator (solid lines),
(b) all frequency ranges between 0.3 and 2 Hz for which velocity changes are computed, the frequencies
in the pink band are excluded (see text), (c) 10 spline functions used to discretize pore pressure varia-
tions, (d) discretized pore pressure sensitivity kernel (i.e., forward operator Gi j in Equation 3.11, with
spline functions as in (c), for the frequency ranges shown in (b)), (e) final model for pore pressure change
as function of time and depth in accordance with Equations 3.12 and 3.7, (f) the posterior model covari-
ance in accordance with Equation 3.15, and (g) resolution matrix in accordance with Equation 3.14.

then be computed using the square root of the diagonal of the posterior model co-
variance. Pore pressure changes smaller than this uncertainty are colored gray in
Figure 3.7e. The resolution matrix is computed using Equation 3.14 (Figure 3.7g),
indicating that there is only sufficient resolution to confidently infer the model co-
efficients corresponding to the first six splines. Therefore, pore pressure variations
can only be retrieved at depths smaller than about 200 m. The resolution matrix
shows that deeper pore pressure models have contributions from splines 2 and 6-
10, and are thus smeared out over a large depth range. To show how well the pore
pressure model explains the velocity variations, we use Equation 3.9, the forward
operator G , and the inferred pore pressure model m̃ to predict the data. Figure 3.7a
(solid lines) shows the result.

We construct a four-dimensional pore pressure model by repeating the inver-
sion procedure for all regions shown in Figure 3.1. We compute velocity changes
(Fig 3.8a shows five example frequencies) and construct pore pressure sensitivity
kernels based on the elastic parameters shown in Figure 3.3. The inversion leads to
pore pressure models as a function of time, depth and region. Figure 3.8b shows in
purple the inferred model in the region centered at receiver G424 for five depths,
compared to the independent direct measurements of pore pressure variation in
black (Figure 3.1, blue point; Dinoloket, 2022). The four-dimensional model of
pore pressure variations is illustrated in Figure 3.8c, where for five depth levels and
seven dates the pore pressure is shown in a colored map view. Detailed compar-
isons between pore pressure models and comparisons with shallow independent
piezometric measurements are shown in Figures 3.9 and 3.10. The comparison of
shallow pore pressure models in the northwest and the southeast shows significant
spatial variations, while lateral variations of deeper pore pressure models could not
be classified as significant. The shallow pore pressure models also compare well
in phase and amplitude to the direct independent measurements of pore pressure
change. The relative misfit between velocity change measured using passive image
interferometry and predicted based on the inferred pore pressure model is shown
in Figure 3.11, indicating that measured velocity variations between 0.7 and 1.8 Hz
are well explained by our pore pressure model. In the lower frequency ranges, that
is, larger depths, the model does not explain the data, in agreement with the infor-
mation displayed on the posterior covariance and resolution matrix.
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Figure 3.8: Four-dimensional variations in seismic velocity and pore pressure. The different colors in-
dicate different regions, corresponding to the colors in Figure 3.1. (a) Seismic velocity change for five
frequency ranges estimated using passive image interferometry (Sens-Schönfelder & Wegler, 2006) on
the vertical components. (b) Inferred model for pore pressure variation in the region centered at re-
ceiver G424 for five depths. The black curves correspond to pore pressure measurements by the bore-
hole piezometer indicated in Figure 3.1 as blue dot. (c) Map view of pore pressure models, as a function
of time and depth. Each subplot corresponds to a certain time and depth, showing the pore pressure
change as color for the seven different subregions presented in Figure 3.1.
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Figure 3.9: Comparison between pore pressure variations as modeled for different regions and depths.
The pore pressure change has been modeled using Equations 3.12 and 3.7 (solid lines; colors correspond
to regions in Figure 3.1), while the uncertainty range was modeled using the squareroot of the diagonal
of the posterior model covariance (Equation 3.15; Figure 3.7f). The uncertainty ranges of the shallow
models in the northwest and the southeast do not overlap, indicating a significant difference. Lateral
variations of deeper pore pressure models, however, fall within the uncertainty and can therefore not be
classified as significant.
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Figure 3.10: Cont.Comparison between pore pressure variations as modeled in this study and measured
by local shallow piezometers Grondwatertools. Left: Map views of separate regions in accordance with
Figure 3.1, indicating locations of the piezometers as black squares. Right: Pore pressure variations as
modeled in accordance with Section 3.5 for the region shown on the left, and measurements of pore
pressure change (black) at the locations of the piezometers shown on the left. The pore pressure models
are shown for depths of (a) 10 m and (b) 25 m, whereas the piezometric measurements are obtained (a)
between 5 and 15 m depth and (b) between 15 and 35 m depth.
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Figure 3.10: Comparison between pore pressure variations as modeled in this study and measured by
local shallow piezometers (Grondwatertools, 2022). Left: Map views of separate regions in accordance
with Figure 3.1, indicating locations of the piezometers as black squares. Right: Pore pressure variations
as modeled in accordance with Section 3.5 for the region shown on the left, and measurements of pore
pressure change (black) at the locations of the piezometers shown on the left. The pore pressure models
are shown for depths of (a) 10 m and (b) 25 m, whereas the piezometric measurements are obtained (a)
between 5 and 15 m depth and (b) between 15 and 35 m depth.

3

47



3. 4D Physics-Based Pore Pressure Monitoring

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Frequency range (Hz)

0

0.2

0.4

0.6

0.8

1

1.2

R
el

at
iv

e 
m

is
fit

Figure 3.11: Relative misfit Φ =
∑

t (d v/v(ω,t )−Gm̃(ω,t ))2∑
t (d v/v(ω,t ))2 between measured velocity change d v/v and

predicted velocity change based on the inferred pore pressure model Gm̃. The different colors corre-
spond to the regions in Figure 3.1. The frequencies in the pink band were excluded.

3.6. Hydrologic Interpretation
The inferred pore pressure models reveal the characteristics of the hydrologic clas-
sification (Section 3.2, Figure 3.2).

Within the confined aquifer, pore pressure models compare well to the direct
measurement in the southeast (Figure 3.8b) and models for the different regions
are very similar to each other (Figure 3.9d-f). The seasonal trends show lower pore
pressures during summers and higher pore pressures during winters. The source
for pore pressure change in this lower layer is due to locations where the clay layer
is absent or very thin and pore pressure diffusion can reach this aquifer. There-
fore, the pore pressure in this aquifer represents groundwater fluctuations at the
recharge locations.

Within the aquitard, we observe small pore pressure variations that show nei-
ther a clear seasonal pattern, nor consistency over the different regions. Within this
layer we expect much smaller pore pressure variations, because the hydraulic con-
ductivity in the order of 1 mm per day is too low for pore pressure diffusion to reach
the core of this layer. In the inversion process, pore pressure variations must there-
fore have leaked from depths corresponding to neighboring splines. The resolution
in Figure 3.7g shows that this is possible.

Within the unconfined aquifer, pore pressure variations are a direct result of the
changing groundwater table. Changes in the groundwater table are very site depen-
dent, since their sources (i.e., precipitation, topography, groundwater extraction,
and groundwater management) can vary from region to region. Interestingly, there
is a significant (Figure 3.9) difference in amplitude between shallow pore pressure
variations in the southeast (purple and blue areas) and the northwest (red and or-
ange areas). Independent shallow piezometric measurements of the pore pressure
(Grondwatertools, 2022) show for this aquifer an amplitude increase in seasonal
variations from the southeast to the northwest. The amplitude differences between
the regions coincide with the jurisdictions of two different water boards that may
have different policies for groundwater management. The mismatch between shal-
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3.7. Discussion

low pore pressure models and the direct measurements shown in Figure 3.8b can
potentially be explained by local topography or the presence of clay, since the di-
rect measurements are taken at a point location, while the models represent an
average over a lateral area of 250 km2. The spatial variability shown by other pore
pressure measurements from this region (purple area in Figure 3.10) supports this
hypothesis. Other shallow pore pressure measurements (Grondwatertools, 2022)
show closer agreement with the shallow models (Figure 3.10).

3.7. Discussion
In this study we obtained seismic velocity changes using the stretching method
(Lobkis & Weaver, 2003). However, Zhan et al. (2013) showed that varying ampli-
tudes in the noise can lead to spurious velocity changes. This is what we observe
at frequency ranges containing the frequencies of 0.63 or 1.24 Hz, which are eigen-
frequencies of nearby wind turbines (van der Vleut, 2019). With varying wind di-
rection, the swinging direction of the wind-turbine masts changes and therefore
the directions, into which Rayleigh and Love waves are excited, will change. This
causes substantial amplitude variations and hence spurious velocity changes. For
this reason we excluded all frequency ranges containing these eigenfrequencies.

The advantage of the stretching method mostly lays in the ability to detect weak
velocity changes using low signal-to-noise ratios. However, it makes use of the as-
sumption of homogeneous velocity change. Using this method we can therefore
only retrieve an average velocity change over a relatively large region. Alterna-
tively, one could estimate velocity change using the moving window cross-spectral
method (Clarke et al., 2011; James et al., 2017), dynamic time warping (Mikesell et
al., 2015), or the wavelet method (Mao et al., 2020). These methods can be used
for a higher-resolution spatial inversion of velocity change, taking into account the
sensitivities of different wave types at different arrival times and frequencies (James
et al., 2019; Mao et al., 2022; Margerin et al., 2016; Obermann et al., 2013b).

By using the coda of the cross-correlations of vertical components close after
the arrival of the fundamental-mode Rayleigh wave, we excluded most Love-wave
energy. If the ratio of Love to Rayleigh energy were known in the Groningen area,
one would be able to add velocity change measured on the horizontal components
(i.e., RR, RT, TR, TT). The pore pressure sensitivity kernels for Rayleigh and Love
would need to be averaged accordingly. A Voigt average between Rayleigh and Love
as used by Fokker et al. (2021) would be too rough an approximation for pore pres-
sure inversion, since the ratio of Love to Rayleigh energy varies as a function of
frequency (Juretzek & Hadziioannou, 2016).

Velocity changes are linked to pore pressure variations through pore pressure
sensitivity kernels. To compute these kernels for Rayleigh-wave velocity change,
we determined pressure derivatives of the shear modulus by a point-wise compar-
ison between the shear modulus and the confining pressure. While this is a reliable
method to determine the pressure derivative within a layer of one material, at in-
terfaces this can lead to spurious values. A smoothing operation with a weighing
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function can remove such outliers at the cost of resolution. Alternatively, one could
conduct a lab experiment to determine the pressure derivative of the shear modu-
lus as a function of depth and hence maintain a better vertical resolution.

There are unexplained low-frequency data (Figure 3.11). For frequencies below
0.5 Hz we are pushing the 4.5 Hz geophones to their limits. With much instrumen-
tal noise at these frequencies, the retrieved velocity variations are of low quality.
However, for the inversion part the quality of the low-frequency velocity variations
does not really matter, since the resolution shows that the pore pressure models
below 200 m cannot be interpreted anyway.

In this study we showed that the velocity variations between 0.7 and 1.8 Hz
can be attributed to pore pressure changes. While in Groningen pore pressure
change is the main source for velocity variation, other sources also need to be ad-
dressed. Locally, earthquakes can cause subsurface damage, resulting in a velocity
drop (e.g., Brenguier et al., 2008a; Wegler et al., 2009). However, this local effect
has only been reported for much larger earthquakes than the ones observed in the
Groningen area. Also temperature variations can induce seismic velocity changes
(e.g., Colombero et al., 2018; Richter et al., 2014). Seasonal temperature variations
by thermal diffusion through quartz, however, are naturally restricted to 0.1◦C for
depths below 20 m, and thermal energy storage systems only induce local temper-
ature changes that cannot be resolved with our spatial resolution. Moisture varia-
tions within the vadose zone cause changes in density that can affect surface-wave
velocities (e.g., Knight et al., 1998). In Groningen, however, the groundwater table
can be found at approximately 1 m depth, which leaves a very small vadose zone
and therefore a limited sensitivity to changes therein. For these reasons, we do not
expect that other mechanisms should notably affect the seismic velocity, and there-
with the pore pressure models at depths below 20 m.

Within the inversion procedure for depth variations of pore pressure, we used
well-defined data and model covariances, enabling the use of the explicit Bayesian
formulation. When data or model covariances are not available, it is still possible
to carry out a damped least-squares inversion. One can search for an optimum
weight for the residual norm minimization and the solution norm minimization.
Additionally, one could use the correlation coefficient CCmax (ω, t ) (Equation 3.2)
as proxy for the quality of the retrieved velocity changes, since Fokker and Ruigrok
(2019) showed that the standard deviation of retrieved velocity changes σ(ωi , tk )
correlates strongly with 1−CCmax (ωi , tk ). Therefore, this can be used as an alter-
native to the data covariance presented in this study (Equation 3.13).

3.8. Conclusions
This study introduces a new technique for pore pressure monitoring using passive
image interferometry. We derived that pore pressure sensitivity kernels can be used
to link surface-wave velocity change as function of frequency directly to pore pres-
sure change as function of depth. In Groningen, the Netherlands, most sensitivity
to pore pressure changes lays in the very shallow subsurface (i.e., top 200 m), much
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shallower than the sensitivity to shear-wave velocity change. We showed that pore
pressure sensitivity kernels can be used to invert surface-wave velocity changes for
pore pressure variations as a function of depth, resulting in four-dimensional pore
pressure models, agreeing with independent measurements of pore pressure vari-
ation and showing hydrological features.
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4
Feasibility of Pore Pressure
Monitoring in Subsurface
Reservoirs Using Surface-Wave
Phase-Velocity Variations

Abstract
This chapter investigates the feasibility of reservoir pressure monitoring using surface-wave phase-

velocity variations. The pore pressure sensitivity kernels introduced in Chapter 3 are expanded to en-

compass the depth ranges of the Harlingen and Groningen gas fields, and used to model Rayleigh-wave

phase-velocity changes for realistic production scenarios. For the Harlingen reservoir, the velocity varia-

tions appear sufficiently large to be detectable on a yearly basis using passive image interferometry, but

for the Groningen reservoir, the modeled velocity variations fall within the measurement uncertainty of

velocity changes. For the Harlingen reservoir, we examine the potential of inferring reservoir pressures

from surface-wave velocity variations in the presence of seasonal pore pressure variations in shallow

aquifers. The investigation reveals that shallow pore pressure variations have a substantial impact on

the precision of reservoir pressure models, adding up to an uncertainty of 0.2 MPa for the reservoir pres-

sure inference. This is nevertheless sufficiently accurate to be able to capture production-related pore

pressure developments.

The content of this chapter is currently in preparation for submission: Fokker, E., Ruigrok, E., & Tram-
pert, J. (in preparation). Monitoring anthropogenic fluctuations in reservoir pressure using surface-
wave phase-velocity variations: A feasibility study. In preparation for submission to Geophysical
Prospecting.

Parts of this chapter appeared in: Fokker, E., Ruigrok, E., Hawkins, R., & Trampert, J. (2022). Pore pres-
sure monitoring in a chalk gas reservoir using surface-wave velocity variations. 1st EAGE/SBGf Workshop
on Reservoir Monitoring and its Role in the Energy Transition, 2022(1), 1–5.
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4. Feasibility of Pore Pressure Monitoring in Subsurface Reservoirs

4.1. Introduction

Operating subsurface reservoirs requires accurate knowledge of the pore pressure
variations. This is important for forecasting the production and determining the
effects of operational decisions. Traditional measurements of pore pressure are di-
rectly acquired in wells. However, an important drawback of such measurements is
that they are local and sparse. Furthermore, in case of measurements in a flowing
well, the pore pressure is distorted.

The optimal data acquisition provides reliable pore pressure measurements
without the deployment of wells. Indirect measurements are required to this end.
One example of such techniques uses surface movement measurements to infer
pore pressure (Fokker & van Thienen-Visser, 2016; Smith et al., 2019). However,
such inversions are often ill-conditioned and require considerable prior knowledge
to yield accurate results. In addition, geodetic data are not always available at the
required precision.

A second technology to reveal non-local pore pressure is the use of 4D seis-
mic surveys. The two-way travel times change due to the combined effect of two
phenomena: velocity changes due to changes in effective stress and changes in
travelled distance due to the compaction of the reservoir (Angelov, 2009; Landrø &
Stammeijer, 2004). 4D seismic surveys, however, are expensive. It requires repeated
seismic surveys and needs to be planned in advance.

Fokker et al. (2023) introduced a physics-based technique for pore pressure
monitoring using passive image interferometry. They showed that pore pressure
sensitivity kernels can be used to invert surface-wave phase-velocity changes for
pore pressure variations as a function of time and space. Pore pressure sensitivi-
ties were found to decrease rapidly with depth, limiting this approach to the depth
range of 0−200 m for natural variations (du ∼ 1 kPa). However, production related
pore pressure variations can be three orders of magnitude larger and possibly still
induce measurable surface-wave velocity variations.

In this chapter, we investigate the feasibility of pore pressure monitoring with
surface-wave velocity variations for the soft chalk gas reservoir in Harlingen and
the sandstone gas reservoir in Groningen, both located in the north of the Nether-
lands. We expand the pore pressure sensitivity kernel presented by Fokker et al.
(2023) (Section 3.4) to include the depth of the Harlingen and Groningen gas reser-
voirs, and forward model surface-wave phase-velocity variations for hypothetical
production scenarios. To assess the feasibility of pore pressure monitoring re-
lated to production, we perturb the forward model of production-related velocity
changes by the shallow-origin velocity variations observed in Groningen (Section
3.3), and invert for pore pressure variations in the reservoir layer. As we know the
variance of velocity variations retrieved with passive image interferometry, we can
use a Bayesian inversion scheme to invert the perturbed velocity-change model for
changes in reservoir pressure, and assess the corresponding uncertainty.
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4.2. Expanded Models of the Groningen Subsurface

4.2. Expanded Models of the Groningen Subsurface
To compute sensitivity kernels, Fokker et al. (2023) utilized models from a set of
physical parameters between 0 and 1000 m depth. This depth range is sufficient
for monitoring shallow-origin pore pressure variations, but the gas reservoirs are
located in the deeper subsurface. To expand the sensitivity kernels to depth ranges
of the Harlingen and Groningen gas reservoirs, we first need to expand the models
of physical parameters.

We gather the models of physical properties for the subsurface of Groningen
at seismic receiver G08 (KNMI, 1993). The location of this station and the Har-
lingen gas field are similarly close to the Wadden Sea, making the shallowest 1800
m very similar. For the unconsolidated subsurface, that is, roughly the shallow-
est 1000 m, we can use the shear-wave velocity and density models from Nti-
nalexis et al. (2023), whereas for the consolidated subsurface we can use the mod-
els from Romijn (2017). The compressional-wave velocity model is retrieved from
Romijn (2017) for the full depth range. The models for compressional-wave ve-
locity, shear-wave velocity and density are visualized in Figure 4.1a-c. Following
Fokker et al. (2021, 2023), we construct from these models (d) the confining pres-
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Figure 4.1: Models of physical properties used in this study, as a function of depth, retrieved from Nti-
nalexis et al. (2023) and Romijn (2017): (a) Compressional-wave velocity vp , (b) shear-wave velocity vs ,
(c) mass density ρ, (d) confining pressure under hydrostatic condition, p(z) = ∫ z

0 ρ(z′)g d z′, (e) shear

modulus µ = ρv2
s , (f) smoothed derivative of the shear modulus with respect to the confining pressure

µ′p = ∂µ/∂p, (g) bulk modulus κ= ρv2
p − 4

3ρv2
s .
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sure p(z) = ∫ z
0 ρ(z ′)g d z ′, (e) the shear modulus µ = ρv2

s , (f ) a smoothed derivative
of the shear modulus with respect to the confining pressureµ′

p = ∂µ/∂p, and (g) the

bulk modulus κ= ρv2
p − 4

3ρv2
s .

The pressure derivative of the shear modulus (Figure 4.1f) is well-established
for the depth range of the Chalk Group containing the Harlingen gas reservoir
(1000-1030 m depth). The relatively high values can be explained by the weak na-
ture of the chalk. For the Rotliegend sandstones harboring the Groningen gas field
(2866-3124 m depth at the specific location of station G08), however, the pressure
derivative of the shear modulus could not be derived, since the model only shows
one value of the shear modulus for the entire reservoir depth range. From labora-
tory experiments on similar sandstones from the deep North Sea Basin (Orlander
et al., 2021, Figure 9), we obtained a pressure derivative of the shear modulus of
µ′

p = 240, which we use for the depth range of the Groningen field.

4.3. Expanded Pore Pressure Sensitivity Kernels
The pore pressure sensitivity kernels as outlined by Fokker et al. (2023) establish
a physics-based connection between depth-dependent pore pressure fluctuations
du and frequency-dependent changes in surface-wave phase-velocity dc/c:

dc

c
(ω) =

∫ ∞

0
Ku(ω, z)du(z)d z, (4.1)

where

Ku(ω, z) =−
µ′

p

2µ
Kvs (ω, z) (4.2)

represents the pore pressure sensitivity kernel, µ symbolizes the shear modulus,
µ′

p indicates the pressure derivative of the shear modulus, and Kvs is the shear-
wave sensitivity kernel of surface-wave velocities. The latter equation is exempli-
fied in Figure 4.2, as it has been calculated for the parameters in Figure 4.1. The
shear-wave sensitivity kernel (Figure 4.2a,d) has been computed using the adjoint
method (Hawkins, 2018) on profiles for vp , vs and ρ (Figures 4.1a-c), and the frac-
tion −µ′

p /2µ (Figure 4.2b,e) has been computed using Figures 4.1e-f. The pore pres-
sure sensitivity kernel in Figures 4.2c,f is the product of Figures 4.2a,d and 4.2b,e,
in accordance with Equation 4.2. Note that the logarithmic color axes on the top
row differ from the bottom row. The pore pressure sensitivity kernel shows that the
Rayleigh-wave velocity is three orders of magnitude more sensitive to pore pressure
changes at the depth of the Harlingen reservoir (1000-1030 m depth) than to pore
pressure changes at the depth of the Groningen reservoir (2866-3124 m depth). For
the depth range of 2100-2866 m, Figure 4.2f shows zero sensitivity to pore pressure
variations. This is an artifact due to the absence of a model for µ′

p at this depth
range.
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Figure 4.2: Visualization of Equation 4.2 for the subsurface of Groningen at seismic receiver G08 (KNMI,
1993): (a,d) shear-wave sensitivity kernel K R

vs (ω, z) for Rayleigh-wave phase velocity, computed using
the adjoint method (Hawkins, 2018) on models for compressional-wave velocity, shear-wave velocity
and density (Ntinalexis et al., 2023; Romijn, 2017), (b,e) fraction −µ′p (z)/2µ(z) where µ is the shear mod-

ulus and µ′p is the pressure derivative of the shear modulus (derived from Ntinalexis et al., 2023; Romijn,

2017), and (c,f) pore pressure sensitivity kernel K R
u (ω, z), which is a multiplication of figures (a,d) and

(b,e). Note that the amplitude axes show logarithmic scales that differ from top and bottom rows.
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4. Feasibility of Pore Pressure Monitoring in Subsurface Reservoirs

4.4. Forward Modeling of Surface-Wave Velocity Change
4.4.1. Harlingen Gas Reservoir
All the tools are now available to examine whether pore pressure changes in a gas
reservoir can result in measurable surface-wave velocity changes. To illustrate this
potential application, we first use parameters derived from a gas field in the north-
west of the Netherlands that is located in a shallow and soft chalk: the Harlingen gas
field. The depth and thickness of the field are about 1000 m and 30 m, respectively.
The field has produced gas between 1988 and 2001 with an average pore pressure
decrease of du =−0.5 MPa/year (Schatz & Bandiziol, 2014). Typical for the chalk is
the strong pressure dependence of the shear modulus µ′

p . Although the Harlingen
field is about 70 km west of the Groningen area, we can deploy the kernel derived
for Groningen for an order of magnitude calculation, since the global subsurface
structure is very similar: weak, unconsolidated layers down to 800 m and below
that the chalk, reaching a depth of about 1500 m.

We compute Rayleigh-wave velocity change as a function of frequency by in-
serting the numbers for the Harlingen gas reservoir in Equation 4.1:

dcR

cR
(ω) =

∫ 1030

1000
K R

u (ω, z)(−0.5 ·106 Pa)d z, (4.3)

and using Figure 4.2c as pore pressure sensitivity kernel K R
u (ω, z). The resulting ve-

locity change is illustrated in Figure 4.3a as a function of frequency. A pore pressure
decrease in this specific depth range results in a Rayleigh-wave velocity increase
concentrated between frequencies 0.1 and 0.6 Hz. For the average pore pressure
change of du =−0.5 MPa/year, Rayleigh-wave velocity change is in the order of 0.1
%/year, which is measurable using passive techniques such as passive image inter-
ferometry (Sens-Schönfelder & Wegler, 2006).

4.4.2. Groningen Gas Reservoir
The northeast of the Netherlands hosts the Groningen gas field: the largest gas field
in Europe. The reservoir depth ranges from roughly 2600 to 3200 m with a varying
thickness of approximately 100 m in the southeast to 300 m in the northwest. At the
location of seismic station G08, the reservoir ranges from 2866 to 3124 m depth. Gas
production started at the early sixties (de Jager & Visser, 2017), and has continued
to the present day. At the peak of production the reservoir pressure decreased by 1
MPa/year (van Oeveren et al., 2017).

Similar to the previous section, we compute Rayleigh-wave velocity change as a
function of frequency by inserting the numbers for the Groningen gas reservoir in
Equation 4.1:

dcR

cR
(ω) =

∫ 3124

2866
K R

u (ω, z)(−1 ·106 Pa)d z, (4.4)

and using Figure 4.2f as pore pressure sensitivity kernel K R
u (ω, z). The resulting ve-

locity change is shown in Figure 4.3b as a function of frequency. A pore pressure
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4.5. Feasibility of Reservoir Pressure Monitoring

decrease in this specific depth range results in Rayleigh-wave velocity changes con-
centrated between frequencies 0.01 and 0.3 Hz. For the high estimate of the yearly
pore pressure drop, du = −1 MPa, the relative change in the Rayleigh-wave veloc-
ity is in the order of 10−4. This falls within the range of uncertainty of velocity-
change measurements, as velocity changes are retrieved with an uncertainty of
about σdc/c ∼ 5 ·10−4 (e.g., Figure 3.7a).

The Rayleigh-wave velocity change due to gas production was estimated for the
maximum pore pressure drop that the Groningen field experienced over the last
decades, and at a location where the reservoir reaches its maximum thickness. De-
creasing the pressure change or the reservoir thickness further decreases the am-
plitude of surface-wave velocity changes, and hence the possibility to detect phase-
velocity variations related to gas depletion in the Groningen field. Therefore, pore
pressure monitoring using surface-wave phase-velocity variations appears not fea-
sible for the Groningen gas reservoir.

4.5. Feasibility of Reservoir Pressure Monitoring
Finding that reservoir pressure developments in the Harlingen field have a sub-
stantial effect on surface-wave phase velocities does not automatically imply that
reservoir pressures can be inferred from surface-wave velocities. Due to the large
sensitivity of surface-wave velocities to shallow pore pressure changes, even small
shallow-origin velocity variations can disturb velocity changes related to produc-
tion. To assess the feasibility of inferring reservoir pressures from surface-wave ve-
locity measurements, we generate artificial velocity data due to production, perturb
the velocity data using shallow-origin velocity-change measurements, invert them
for pore pressure models, and quantify the uncertainty of such inverse models.

We model a hypothetical production scenario where pore pressures within the
reservoir decrease linearly over time (Figure 4.4a red). Similar to the previous sec-
tion, we compute seismic velocity changes as a function of frequency. The average
velocity variations within certain frequency ranges serve as artificial velocity data in
this feasibility study (Figure 4.4b). We use the frequency ranges employed in Chap-
ter 3 (Figure 3.7b), as these frequencies have sufficient signal-to-noise ratios with
the 4.5 Hz geophones.

We perturb the forward model by the shallow-origin velocity variations ob-
served in Groningen. Since the shallow subsurface in the Harlingen area is similar
to the Groningen region, we expect similar hydrologic pore pressure variations in
the shallow subsurface, resulting in similar natural velocity variations. The mea-
sured seasonal velocity variations (Section 3.3) are shown in Figure 4.4c, and the
perturbed artificial velocity data is shown in Figure 4.4d for three example frequen-
cies. Figure 4.4d represents the sum of Figures 4.4b and c. As measurement uncer-
tainty of the perturbed artificial data we adopt the measurement uncertainty of the
velocity variations observed in Groningen.

With a few alterations, we follow the inversion method presented in Section
3.5 to invert the perturbed velocity-change model for pore pressure variations as
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Figure 4.4: Forward and inverse modeling of surface-wave velocity changes due to reservoir pressure
developments: (a) Input (red) and inferred (blue) pore pressure model for the reservoir layer, (b) surface-
wave velocity changes for three example frequencies, computed using Equation 4.1, the pore pressure
sensitivity kernel presented in Figure 4.2c and the input pore pressure model in (a), (c) seasonal velocity
changes as measured using passive image interferometry (Section 3.3), (d) perturbed forward velocity-
change model, obtained through the sum of (b) and (c), (e) discretization functions S j used to discretize
pore pressure change du in accordance with Equation 4.5, (f) resolution matrix indicating the model
leakage in the inversion process from one model coefficient to another.

4

60



4.5. Feasibility of Reservoir Pressure Monitoring

a function of depth. Compared to Section 3.5, we discretize pore pressure change
du with an additional reservoir layer:

du(z, tk ) =∑
j

S j (z)m j (tk ), (4.5)

with function S j (z) chosen to be a cubic natural spline function for j ≤ 10 and a
Boxcar function bounded by the reservoir depth range for j = 11 (Figure 4.4e). Their
model coefficients are given by m j (tk ) at time tk . We discretize the pore pressure
sensitivity kernel for Rayleigh-wave velocity change accordingly.

Whereas for shallow depths pore pressure variations appear in the order or du ∼
1 kPa, for the reservoir layer we can expect larger pressure variations in the order
of du ∼ 1 MPa. We construct the prior model covariance accordingly, such that

C i j
m = 106δi j Pa2 for j ≤ 10 and C i j

m = 1012δi j Pa2 for j = 11.

As the shallow-origin velocity changes were obtained with a certain variance,
reflecting observational uncertainty and spatial variability, we can assume that also
velocity variations due to both shallow-origin and reservoir pore pressure varia-
tions would be obtained with such an uncertainty. Therefore, we assign the same
variance to the perturbed forward model. This allows us to construct a data co-
variance matrix with the velocity-change variance on the diagonal, and perform a
Bayesian inversion as outlined in Section 3.5.

We invert the artificial velocity-change data to find model representation m j .
The reservoir pressure at time tk is then described by model representation m11(tk ).
Figure 4.4a shows in blue the inferred reservoir pressure as a function of time.

Compared to the hypothetical reservoir pressure (4.4f; red), the inferred model
(4.4f; blue) has been contaminated by the shallow-origin velocity-change measure-
ments. Within the inversion process, pore pressure changes leak from one layer to
another. However, the pore pressure model also shows a clear trend consistent with
the production-related pore pressure decline.

Knowing the input pore pressure enables us to quantify the uncertainty of reser-
voir pressure using such a method. The uncertainty can be described by the stan-
dard deviation of the inferred model with respect to the input. We observe an
uncertainty of 0.2 MPa, which is sufficiently small for monitoring pore pressure
changes related to production.

The uncertainty of the reservoir pressure model is a result of leakage from other
model coefficients. The resolution matrix (Figure 4.4f) shows on the bottom row
values varying from -4 to 6, indicating that actual pore pressure variations at corre-
sponding coefficients 1-10 reach the reservoir layer model coefficient amplified by
these values. In contrast, column 11 shows values in the order of 10−6, indicating
that reservoir pressure developments negligibly affect shallow pore pressure mod-
els. Diagonal element 11 shows a value of 0.998, indicating that 99.8% of reservoir
pressure changes reaches the reservoir pressure model.
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4.6. Discussion
We developed a forward model describing surface-wave velocity changes due to
reservoir pressure variations. Specifically, we considered how reservoir pressure
developments affect Rayleigh-wave velocities through changes in the shear mod-
ulus. However, three other processes in the reservoir affecting the seismic velocity
need to be considered. First, the gas extraction does not only lead to a pore pres-
sure change, but also to a gas density decrease. A pore pressure change du = −0.5
MPa corresponds to gas density change of dρ = −6 kg/m3, causing negative ve-
locity changes that are two orders of magnitude smaller than the velocity changes
presented in Figure 4.3. Second, a decrease in pore pressure results in a decrease in
volumetric strain, which results in a small increase of the rock density. This mech-
anism induces positive velocity changes that are four orders of magnitude smaller
than the ones presented in Figure 4.3. Last, through compaction the elastic param-
eters (Fig. 4.2b) can also change, affecting the pore pressure sensitivity kernel. A
decrease in pore pressure du = −0.5 MPa corresponds to an increase in effective
pressure of p = 0.5 MPa. At a 20 m larger depth, where the effective pressure was
0.5 MPa larger already, the fraction of elastic parameters (−µ′

p /2µ, Fig. 1b) is 6%
smaller. Therefore, the pore pressure sensitivity kernels themselves are affected by
pore pressure change. By using the linear kernel-based approach for such a non-
linear problem we introduce errors up to 6% and overestimate surface-wave veloc-
ity change by this amount (i.e., we would predict velocity change dc/c = 0.106%
instead of 0.1%). While this is important in future research, it does not affect the
conclusions.

Inferring changes in reservoir pore pressure, we employed the frequency band-
widths used in Chapter 3 (Figure 3.7b). For the retrieved shallow-origin velocity
variations, we applied passive image interferometry to ambient seismic ambient
noise recorded with 4.5 Hz geophones. Frequencies below 0.2 Hz were omitted be-
cause the instrumental noise dominated over the coherent seismic ambient noise.
By choosing these frequency ranges as artificial velocity data, we include the max-
imum velocity change at 0.3 Hz, but we exclude the second maximum at 0.15 Hz
(Figure 4.3a). Knowledge about velocity change between 0.1 and 0.2 Hz may im-
prove the accuracy of the inferred reservoir pressure model. One would have to
record seismic ambient noise with broadband sensors and compute seismic veloc-
ity changes using these data.

Based on the variance of velocity changes, retrieved with passive image inter-
ferometry, we can conclude that reservoir pressure monitoring in the Groningen
gas reservoir is not possible using passive image interferometry, as the expected
surface-wave velocity changes fall within the measurement uncertainty. The mea-
surement uncertainty would need to be decreased by a factor of 5-10 to reveal
phase-velocity changes due to 1 MPa pressure drops in a thick part of the reservoir.
For a thinner part of the reservoir, or for smaller pressure changes, the measure-
ment accuracy needs to be improved even further.

We investigated how the uncertainty of reservoir pressure inferences is affected
by shallow pore pressure variations. It is yet to be determined how pressure changes
just above or below the reservoir affect the inversion process.
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4.7. Conclusions

Reservoir pressure monitoring has been presented in this chapter as a one-
dimensional problem. In reality, the reservoir depth and thickness vary over the
region. Consequently, the signature of surface-wave velocity changes can vary over
the region. For dipping reservoirs this presents considerable challenges for using
passive image interferometry on such a problem. Instead of using passive image
interferometry as presented in Section 3.3, it is key to horizontally localize surface-
wave velocity changes first. This has been shown to be possible for shallow-origin
surface-wave velocity variations (James et al., 2019; Mao et al., 2022; Margerin et al.,
2016). Subsequently, we can employ local pore pressure sensitivity kernels to infer
pore pressure variations using the method presented here.

4.7. Conclusions
Pore pressure changes can be coupled to surface-wave velocity changes through
pore pressure sensitivity kernels. This allows us to calculate surface-wave phase-
velocity change as a function of frequency for realistic values of pore pressure
change within subsurface reservoirs. We found that for reservoir pressure changes
in the Harlingen field, Rayleigh-wave velocity changes are sufficiently large to be
detectable with a yearly resolution using passive image interferometry. For reser-
voir pressure developments in the Groningen field, however, the induced surface-
wave phase-velocity changes fall within the range of measurement uncertainty.
Therefore, reservoir pressure monitoring using surface-wave velocities is not fea-
sible for the Groningen field.

For the Harlingen field, we investigated the feasibility of inferring reservoir pres-
sures from surface-wave velocity variations in the presence of pore pressure vari-
ations in shallow aquifers. Shallow pore pressure variations were found to signifi-
cantly contribute to the uncertainties of the reservoir pressure models. The surface-
wave velocity variations as present in the province of Groningen, the Netherlands,
introduce an uncertainty of 0.2 MPa for the reservoir pressure inference. This im-
plies that, for reservoirs like the shallow Harlingen reservoir with a yearly pressure
depletion of 0.5 MPa, it is feasible to monitor field-wide pore pressure changes with
continuous seismic noise recordings at the surface, even in the presence of pore
pressure variations in shallow aquifers.
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5
On the Temperature Sensitivity
of Near-Surface Seismic
Properties

Abstract
Subsurface temperature measurements play a crucial role in optimizing geothermal power plants and

monitoring heat-storage systems. Previous studies have demonstrated that time-lapse variations in

temperature can be correlated with variations in seismic velocity, offering the potential for tempera-

ture monitoring through seismic velocity changes. However, a discrepancy has emerged between field

and laboratory experiments. Field studies predominantly report positive correlations between tempera-

ture and seismic velocities, while laboratory experiments often disclose anti-correlations. This inconsis-

tency underscores the need for a comprehensive, physics-based understanding of temperature-induced

velocity changes. In this study, we strive to bridge the gap between field and laboratory findings by ex-

amining three mechanisms governing temperature-induced seismic velocity change: (1) the intrinsic

temperature dependency of elastic parameters, (2) thermally-induced stress, and (3) thermally-induced

strain. We present a series of physics-based models to identify the primary mechanisms responsible

for temperature-induced seismic velocity changes and to assess the sensitivities of seismic velocities to

temperature fluctuations. Our investigations indicate that thermally-induced strain can be considered

negligible in the context of our models. Instead, the intrinsic temperature dependency of elastic param-

eters and thermally-induced stress emerge as the primary contenders, offering a potential explanation

for the discrepancies observed between field and laboratory experiments. We considered models for

the unconsolidated sediments in the shallow subsurface of Groningen, where subsurface temperature

fluctuations are driven by seasonal atmospheric temperature fluctuations roughly between −5 and 30
◦C. For these models, we predict seasonal temperature-induced changes in body-wave velocities of up

to 8%, high-frequency surface-wave phase-velocity variations in the range of 1-2%, and relative changes

A revised version of this chapter has been accepted for publication: Fokker, E., Ruigrok, E., & Tram-
pert, J. (2024). On the temperature sensitivity of near-surface seismic wave speeds: Application to the
Groningen region, the Netherlands. Geophysical Journal International, in press.
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5. On the Temperature Sensitivity of Near-Surface Seismic Properties

in site amplification on the order of 4%. These findings contribute to a more comprehensive under-

standing of the intricate relationship between temperature and near-surface seismic properties, offering

insights for applications as subsurface temperature monitoring systems.

5.1. Introduction
Accurate subsurface temperature measurements are key to optimizing geothermal
power plants and monitoring heat-storage systems. Previous studies showed that
time-lapse variations in temperature correlate with variations in seismic velocity
(e.g., Bièvre et al., 2018; Colombero et al., 2018; Ermert et al., 2023; Lecocq et al.,
2017; Richter et al., 2014; Sleeman & de Zeeuw-van Dalfsen, 2020). This suggests the
possibility of using seismic velocity variations as a means to monitor temperature
changes. However, not all mechanisms for temperature-induced velocity change
have been considered at once, and the conditions under which temperature varia-
tions induce measurable seismic velocity changes are not well understood.

Moreover, field and laboratory studies have yielded seemingly contradictory re-
sults when examining the relationship between temperature and seismic veloc-
ity. Most field studies have reported positive correlations between temperature
and seismic velocities (e.g., Ermert et al., 2023; Lecocq et al., 2017; Richter et al.,
2014; Sleeman & de Zeeuw-van Dalfsen, 2020), while most laboratory experiments
have shown anti-correlations (e.g., Birch, 1943; Christensen, 1979; Jaya et al., 2010;
Kern, 1978; Kohnen, 1974). It is not always clear which mechanisms drive velocity
changes under which conditions.

Understanding the mechanisms behind velocity changes is needed to deter-
mine when and where temperature monitoring using seismic signals is feasible. By
studying the underlying mechanisms, we can identify the dominant factors con-
tributing to temperature-induced seismic velocity changes, assess the potential for
temperature monitoring using seismic velocity measurements, and infer environ-
mental implications such as the seasonality of site amplifications.

This study presents a series of physics-based models, identifying temperature-
induced changes in seismic properties. The approach, as visually outlined in Figure
5.1, involves estimating subsurface temperature evolutions resulting from surface
temperature variations (Section 5.3.1), evaluating the corresponding thermally-
induced stresses and strains (Section 5.3.2), and determining temperature-induced
variations in body-wave velocities (Section 5.3.3), surface-wave velocities (Section
5.3.4) and site amplifications (Section 5.3.5). We identify the dominant mecha-
nisms driving temperature-induced seismic velocity change and introduce tem-
perature sensitivity kernels as a tool for monitoring temperature variations with
surface-wave velocity variations.

5.2. Physical properties and temperature data
Physics-based modelling of temperature-induced variations in seismic velocities
requires models correctly describing the physical properties. We use models from
the subsurface of the province of Groningen in the Netherlands, and lab exper-
iments on similar unconsolidated materials. The Groningen region provides an
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Air temperature
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5.3.1 Heat diffusion 
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Figure 5.1: Block diagram of the series of physics-based models for temperature-induced variations in
seismic properties. The yellow blocks represent modelling processes, each corresponding to a subsec-
tion of Section 5.3, and the blue blocks denote physical properties (Figure 5.2) or measurements. An
overview of the parameters used in this study can be found in the Glossary.

ideal setting for physics-based modelling due to its well-documented geological
and geophysical characteristics. Moreover, we can rely on air temperature mea-
surements from the meteorological station in Eelde, operated by the Royal Nether-
lands Meteorological Institute (KNMI, 2023). The properties and mathematical def-
initions used in this study can be found in the Glossary.

We gather shear-wave velocity and density models from Ntinalexis et al. (2023)
and a compressional-wave velocity model from Romijn (2017), all at the location of
seismic station G08 (KNMI, 1993). From these models we can compute all elastic
parameters needed for this study. Following Fokker et al. (2021, 2023), we compute
the pressure derivative of the bulk and shear moduli by a pointwise derivative of
the bulk and shear moduli with respect to the confining pressure. A smoothing op-
eration with a robust weighing function and positivity constraint removes outliers
that occur at layer intersections. Figures 5.2a-h show the elastic models used in this
study. The detailed models of Ntinalexis et al. (2023) in blue have been smoothed
for this study to obtain the black curves.

Thermo-elastic model parameters should be selected from experiments on
similar unconsolidated materials. Temperature derivatives of the bulk and shear
moduli can only be determined in a laboratory setting. For fully saturated clays,
Bentil and Zhou (2022) found that after multiple thermal cycles the temperature
derivative of the shear modulus is in the order of µ′

T ∼−0.6 ·106 Pa/◦C (Figure 5.2i).
For the temperature derivative of the bulk modulus, however, we could not find val-
ues for unconsolidated materials. At a temperature of T = 20◦C, values are reported
to be κ′T =−5.3 ·106 Pa/◦C and κ′T =−18 ·106 Pa/◦C for quartz and calcite, respec-
tively (Dandekar & Ruoff, 1968; Lakshtanov et al., 2007; Ohno, 1995; Orlander et al.,
2021). In this study we use the value for quartz (Figure 5.2j), although this might be
a slight overestimation for unconsolidated materials.

Thermal expansion coefficients can be as small as aT ∼ 10 ·10−6/◦C (Radkovskỳ
et al., 2022; Svidró et al., 2020), whereas for natural clays and sands we find values
fromαT ∼ 18·10−6/◦C toαT ∼ 22·10−6/◦C (Bobrowski et al., 2018; McKinstry, 1965).
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For the purpose of this study we useαT = 20·10−6/◦C, independently of depth (Fig-
ure 5.2k). As thermal diffusivity of clayey sands, Kooi (2008) reported a value of
αd = 2.2 ·10−6 m2/s, which we adopt in our study, independently of depth (Figure
5.2l).

5.3. Workflow for modelling temperature-induced
variations in seismic properties

We present a series of physics-based models, characterising temperature-induced
variations in seismic velocities and site amplification. The workflow is visualized
in the diagram in Figure 5.1, where the yellow blocks represent modelling pro-
cesses and blue blocks denote physical properties. The diagram visually outlines
the physics-based models presented in this section.

In Section 5.3.1 we describe how surface temperature variations cause subsur-
face temperature variations through heat diffusion. Then, we explain how under
specific boundary conditions subsurface temperature variations induce thermal
stresses and strains (Section 5.3.2). Third, we determine the temperature depen-
dency of body-wave velocities through three mechanisms (Section 5.3.3). Then, in
Section 5.3.4 we use temperature sensitivity kernels to link surface-wave velocity
variations to temperature variations. And last, we model how temperature varia-
tions affect site amplification (Section 5.3.5).

5.3.1. Heat diffusion modelling
We assume here that temperature predominantly varies in the vertical direction. In
this case, heat transport through diffusion can be described by the 1D heat diffu-
sion equation,

∂T

∂t
(z, t ) =αd (z)

∂2T

∂z2 (z, t ), (5.1)

where αd represents the thermal diffusivity of the medium, and ∂T /∂t describes
the change in temperature over time, due to spatial changes in the temperature
gradient ∂2T /∂z2. Knowing the surface temperature evolution, i.e., air temperature
measurements in Eelde (KNMI, 2023), and the thermal diffusivity (αd ∼ 2.2 · 10−6

m2/s; Kooi, 2008), we model the subsurface temperature evolution by (1) updating
the temperature model at the surface using the air temperature measurements at
time t = τ,

T (z = 0, t = τ) = T (ai r )(t = τ), (5.2)

(2) computing temperature change over time step ∆t ,

∆T (z, t = τ) =αd (z)
∂2T

∂z2 (z, t = τ)∆t , (5.3)

and (3) updating the temperature model for the next time step t = τ+∆t ,

T (z, t = τ+∆t ) = T (z, t = τ)+∆T (z, t = τ). (5.4)
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Figure 5.2: Models of physical properties used in this study, as a function of depth: (a) Compressional-
wave velocity vp retrieved from Romijn (2017), (b) shear-wave velocity vs from Ntinalexis et al. (2023)
in blue and smoothed in black, (c) mass density ρ as presented by Ntinalexis et al. (2023) in blue and
smoothed in black, (d) confining pressure under hydrostatic condition, p(z) = ∫ z

0 ρ(z′)g d z′, (e) shear

modulus µ = ρv2
s , (f) smoothed derivative of the shear modulus with respect to the confining pressure

µ′p = ∂µ/∂p, (g) bulk modulusκ= ρv2
p− 4

3ρv2
s , (h) smoothed derivative of the bulk modulus with respect

to the confining pressure κ′p = ∂κ/∂p, (i) temperature derivative of the shear modulus µ′T = ∂µ/∂T for
saturated clay after multiple thermal cycles (Bentil & Zhou, 2022), (j) temperature derivative of the bulk
modulus κ′T = ∂κ/∂T for quartz (Lakshtanov et al., 2007; Ohno, 1995; Orlander et al., 2021), (k) estimate
of the thermal expansion coefficientαT for unconsolidated materials (Bobrowski et al., 2018; McKinstry,
1965), and (l) thermal diffusivity αd for clayey sands as reported by Kooi (2008).
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Figure 5.3: Temperature diffusion model for clayey sands (αd = 2.2·10−6 m2/s; Kooi, 2008) as a function
of time and depth in different visualizations: (a) Colour plot for the depth range 0 to 10 m, (b) colour plot
clipped at temperature range 9.9 ◦C to 10.9 ◦C for the depth range 0 to 50 m, (c) line plots for various
depth levels. Yearly temperature variations are clearly shown in all visualizations, whereas the daily
variations are only visible in (a) and (c).

We start from a uniform temperature model, fixed at the average air tempera-
ture over six years T (ai r )

av g = 10.4◦C, and repeat steps (1), (2) and (3) for time steps
of ∆t = 600 s and vertical steps of ∆z = 0.1 m to obtain a temperature model as
a function of depth and time. The results are shown in Figure 5.3, revealing not
only a rapid decrease in temperature change with depth, but also a time delay in-
creasing with depth. At 10 meters depth we find a time delay of approximately four
months with respect to the surface temperature and temperature differences be-
tween summer and winter are in the order of 1.5 ◦C. Daily temperature variations
do not penetrate further than 1 meter into the subsurface. The results of Figure
5.3 are in the same order of magnitude as the direct subsurface temperature mea-
surements by Bense and Kooi (2004, Figure 3) and Kole et al. (2020, Figure 29) with
distributed temperature sensing at a similar site in Groningen. The temperature
variations presented here will be used to drive dT in the next sections.

5.3.2. Thermo-elastic modelling
Subsurface temperature variations disturb the equilibrium between stress and
strain. Using linear thermo-elasticity we can model such disturbances. Although
we start with the same principle assumption as Berger (1975) and Richter et al.
(2014), our approach is slighly different as we do not approximate temperature vari-
ations as cosine functions over time, and we do not consider lateral temperature
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gradients. In addition to Fjær et al. (2008) and Jaeger et al. (2009), we include the
pressure and temperature dependencies of the bulk and shear moduli and their ef-
fects on the thermally-induced stress and strain. In our analysis, we do not consider
variations in effective stress through temperature-induced pore pressure changes.

Principles of linear thermo-elasticity

We base our model on the assumption that a change in strain is induced simulta-
neously by temperature and stress:

dϵtotal
i j = dϵtemp-ind

i j +dϵstr-ind
i j . (5.5)

The change in strain dϵi j is here defined positive for an increase in volume. A
change in temperature affects the volume of an isotropic material as defined by
the thermal expansion coefficient αT (Nye, 1985):

∂ϵi j

∂T
=αTδi j , (5.6)

where ϵi j represents the strain tensor, T denotes temperature, and δi j indicates a
Kronecker delta. The temperature-induced part of the change in strain can thus be
written as

dϵtemp-ind
i j =αT dTδi j . (5.7)

The stress-induced part of the change in strain can be obtained by taking the
differential of Hooke’s law for an isotropic body:

σi j =2µϵstr-ind
i j + (

κ− 2
3µ

)
ϵstr-ind

kk , (5.8)

dσi j =2dµϵstr-ind
i j +2µdϵstr-ind

i j + (
dκ− 2

3 dµ
)
ϵstr-ind

kk + (
κ− 2

3µ
)

dϵstr-ind
kk . (5.9)

Here, σi j represents the stress tensor, defined negative for compressional stress,
and µ and κ are the shear and bulk moduli, respectively. The combination of Equa-
tions 5.5, 5.7 and 5.9 provides the basis for linear thermoelasicity:

dσi j =2dµϵstr-ind
i j +2µdϵtotal

i j + (
dκ− 2

3 dµ
)
ϵstr-ind

kk + (
κ− 2

3µ
)

dϵtotal
kk −3καT dTδi j .

(5.10)

The initial and boundary conditions determine how temperature affects stress
and strain. If a material is free to expand, temperature variations will not induce
additional stresses, but in a fully rigid framework, the stress-induced part of strain
must compensate the temperature-induced part of strain, hence thermal stresses
will appear.
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Initial and boundary conditions
To solve Equation 5.10 for change in pressure d p =− 1

3 dσkk and change in volume
dϵkk , we need to simplify Equation 5.10 using initial and boundary conditions.

First, for unconsolidated materials we can assume initial hydrostatic pressure,

σi j (z) =−p(z)δi j =−
∫ z

0
ρ(z ′)g d z ′δi j , (5.11)

with density ρ, gravitational acceleration g , and depth z. Through Equation 5.8 this
leads to initial stress-induced strain

ϵstr-ind
i j =− 1

3κ
pδi j . (5.12)

This initial condition allows us to simplify Equation 5.10 to

dσi j = 2µdϵi j +
(
−dκ

κ
p + (

κ− 2
3µ

)
dϵkk −3καT dT

)
δi j . (5.13)

Second, when heat diffusion from the surface into the subsurface is the source
for temperature change, the temperature variations are quite homogeneous in the
horizontal directions. In a horizontally infinite medium, or a medium with rigid
boundaries, laterally homogeneous temperature variations cannot cause horizon-
tal strain. Therefore, we assume horizontal strains to be static:

dϵxx = dϵy y = 0. (5.14)

In the vertical direction, however, the material is free to expand, naturally restrict-
ing changes in vertical stress:

dσzz = 0. (5.15)

Laterally homogeneous temperature variations thus induce horizontal stress and
vertical strain. Applying these boundary conditions to Equation 5.13, while writing
out all diagonal components, leads to the following expressions:

dσxx = dσy y =− dκ

κ
p + (

κ− 2
3µ

)
dϵzz −3καT dT,

0 =− dκ

κ
p + (

κ+ 4
3µ

)
dϵzz −3καT dT.

(5.16)

Since the bulk modulus is a function of temperature and pressure, its differential
can be written as

dκ= κ′T dT +κ′p d p, (5.17)

with temperature and pressure derivatives of the bulk modulus κ′T = ∂κ/∂T and
κ′p = ∂κ/∂p, respectively, and change in pressure

d p =− 1
3 dσxx − 1

3 dσy y . (5.18)

We now have enough information to deduce temperature-induced changes in pres-
sure and volumetric strain.
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Solution for temperature-induced changes in pressure and volumetric strain

To obtain changes in pressure and volumetric strain as a function of temperature,
the elastic and the thermo-elastic properties, we form a system of equations con-
sisting of Equations 5.16, 5.17 and 5.18, and solve for d p and dϵkk :

d p = 4µ
(
pκ′T +3κ2αT

)
3κ2 +4κµ−4µκ′p p

dT, (5.19)

dϵkk = dϵzz =
3
(
pκ′T +3κ2αT

)
3κ2 +4κµ−4µκ′p p

dT. (5.20)

In Equations 5.19 and 5.20, every parameter is a function of depth z. Using these
equations divided by dT , for the elastic and the thermo-elastic models presented
in Section 5.2, we compute the temperature sensitivity of pressure and strain. Fig-
ure 5.4 shows the temperature sensitivity for pressure (a) and volumetric strain (b)
as a function of depth. The steep increase of the pressure sensitivity with depth
can be explained by the rapid increase in shear modulus µ. The stress and strain
models both show a positive dependence on temperature. This also implies that
the density, which can be related directly to volumetric changes as

dρ

ρ
=−dϵkk =− 3

(
pκ′T +3κ2αT

)
3κ2 +4κµ−4µκ′p p

dT, (5.21)

will decrease when the temperatures increases.
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Figure 5.4: Sensitivities to temperature changes as functions of depth for the elastic and the thermo-
elastic models presented in Section 5.2. Temperature sensitivity of pressure (a) and volumetric strain (b)
in accordance with Equations 5.19 and 5.20, respectively. Sensitivity of compressional- (c) and shear-
wave velocities (d) to temperature variations in accordance with Equations 5.26 and 5.27 for three mech-
anisms separately and for their sum. The red curves indicate the temperature sensitivities via the in-
trinsic temperature dependency of the elastic parameters, the orange curves show sensitivities through
thermally-induced pressure, the blue curves reveal the sensitivity through thermally-induced strain, and
the black dashed curves show the sum of all mechanism in accordance with Equations 5.26 and 5.27.
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5.3.3. Body-wave velocity modelling
In this section we model how body-wave velocities are affected by temperature
change. We consider three mechanisms for temperature-induced velocity change:
(1) velocity change via the intrinsic temperature dependency of the elastic mod-
uli, (2) velocity change through thermally-induced pressure (Equation 5.19), and
(3) velocity change by thermally-induced strain (Equation 5.20). We determine the
sensitivity of body-wave velocities for each mechanism and model velocity varia-
tions due to seasonal temperature changes (Section 5.3.1).

Compressional and shear wave velocities vp and vs depend on the bulk modu-
lus κ, the shear modulus µ and the density ρ:

vp =

√√√√κ+ 4
3µ

ρ
,

vs =
√
µ

ρ
.

(5.22)

Body-wave velocities can therefore only vary via these properties. By differentiating
Equation 5.22, we obtain relative velocity changes

d vp

vp
= dκ+ 4

3 dµ

2(κ+ 4
3µ)

− dρ

2ρ
,

d vs

vs
= dµ

2µ
− dρ

2ρ
.

(5.23)

Similar to the bulk modulus (Equation 5.17), the shear modulus is also a function
of temperature and pressure, hence its differential can be written as

dµ=µ′
T dT +µ′

p d p, (5.24)

with temperature and pressure derivatives of the shear modulus µ′
T = ∂µ/∂T and

µ′
p = ∂µ/∂p, respectively. By substituting Equations 5.17, 5.21 and 5.24 in Equation

5.23 we can write the velocity change as

d vp

vp
= κ′T + 4

3µ
′
T

2(κ+ 4
3µ)

dT +
κ′p + 4

3µ
′
p

2(κ+ 4
3µ)

d p + 1

2
dϵkk ,

d vs

vs
= µ′

T

2µ
dT +

µ′
p

2µ
d p + 1

2
dϵkk ,

(5.25)

where the first terms represent temperature-induced velocity changes via the in-
trinsic temperature dependency of the elastic moduli, the second terms represent
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pressure-induced velocity changes, and the third terms represent strain-induced
velocity changes. Body-wave velocity variations as a function of temperature
change are obtained by the substitution of Equations 5.19 and 5.20 in Equation
5.25:

d ln vp = d vp

vp
=κ

′
T + 4

3µ
′
T

2(κ+ 4
3µ)

dT +
κ′p + 4

3µ
′
p

2(κ+ 4
3µ)

4µ
(
pκ′T +3κ2αT

)
3κ2 +4κµ−4µκ′p p

dT

+ 1

2

3
(
pκ′T +3κ2αT

)
3κ2 +4κµ−4µκ′p p

dT, (5.26)

d ln vs = d vs

vs
=µ

′
T

2µ
dT +

µ′
p

2µ

4µ
(
pκ′T +3κ2αT

)
3κ2 +4κµ−4µκ′p p

dT

+ 1

2

3
(
pκ′T +3κ2αT

)
3κ2 +4κµ−4µκ′p p

dT. (5.27)

All parameters of Equations 5.26 and 5.27 are a function of depth z. Using these
solutions divided by dT , for the elastic and the thermo-elastic models presented in
Section 5.2, we compute the temperature sensitivity of compressional- and shear-
wave velocities. Figure 5.4 shows the temperature sensitivity of vp (c) and vs (d) as
a function of depth, for each mechanism separately (red, orange, blue) and for their
sum (black).

Figures 5.4c-d clearly show the opposing signs of the different mechanisms. Ve-
locity changes via the intrinsic temperature dependency of the elastic parameters
(red) are negatively affected by temperature, since the temperature derivatives of
the bulk and shear moduli are negative. Velocity changes through thermal stress
(orange) and strain (blue), on the other hand, are positively affected by temper-
ature, since |pκ′T | < 3κ2αT and all other parameters are positive. Although the
different mechanisms have clearly opposing effects on the velocities, the ampli-
tudes of velocity change through thermal stress and the intrinsic temperature de-
pendency are in the same order of magnitude. Therefore, the sign of the sum of
velocity change through all mechanisms can be positive or negative, depending on
the parameters in Equations 5.26 and 5.27. For the models presented in Section
5.2, we notice total velocity changes with a negative sign from 0 to 6 m depth, and a
positive sign beyond 6 m depth. The mechanism by thermal strain shows velocity
changes two orders of magnitude smaller, hence this mechanism can be neglected
for the chosen parameters.

Knowing the temperature sensitivity of compressional and shear-wave veloci-
ties, we can now model velocity variations due to temperature variations as mod-
elled in Section 5.3.1. Temperature changes dT (t , z) are constructed from the tem-
perature model presented in Figure 5.3 by removing the mean temperature over six
years, and substituted in Equations 5.26 and 5.27. Figure 5.5 shows the modelled
velocity variations as a function of time and depth for compressional waves (a,b)
and shear waves (c,d). The distinct change in sign at a depth of 6 m can again be
explained by the transition from one dominant mechanism to another. Velocity
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Figure 5.5: Variations in body-wave velocities due to the temperature variations modelled in Section
5.3.1 (Figure 5.3), visualised here as a function of time and depth. Velocity variations of compressional
waves (a,b) and shear waves (c,d) are plotted as colour plots (a,c) and line plots (b,d). The models of
velocity change were obtained by a multiplication of the temperature model presented in Figure 5.3,
reduced by the mean temperature over six years, and the temperature sensitivities of compressional-
wave and shear-wave velocities as displayed in Figures 5.4c-d.

changes in the first 6 m are dominated by the intrinsic temperature dependencies
of the bulk and the shear moduli, while beyond a depth of 6 m velocity changes are
dominated by thermally-induced stress.

5.3.4. Surface-wave phase velocity modelling

In this section we expand the temperature sensitivity study of the previous sections
to surface-wave phase velocities. We introduce temperature sensitivity kernels and
model Rayleigh- and Love-wave phase-velocity changes as a function of time and
frequency.

Surface-wave phase velocity changes are mainly caused by changes in shear-
wave velocities. For small velocity changes this can be described as
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dcR

cR
(ω) =

∫ ∞

0

(
K R

s (ω, z)d ln vs (z)
)

d z, (5.28)

dcL

cL
(ω) =

∫ ∞

0

(
K L

s (ω, z)d ln vs (z)
)

d z, (5.29)

where cR and cL represent Rayleigh- and Love-wave phase velocity as a function of
angular frequencyω, and shear-wave sensitivity kernels are indicated by K R

s and K L
s

for Rayleigh and Love waves, respectively. Since the shear-wave velocity depends
on temperature (Equation 5.27), we can rewrite Equations 5.28 and 5.29 as

dcR

cR
(ω) =

∫ ∞

0

(
K R

T (ω, z)dT (z)
)

d z, (5.30)

dcL

cL
(ω) =

∫ ∞

0

(
K L

T (ω, z)dT (z)
)

d z, (5.31)

where temperature sensitivity kernels KT are defined as

KT (ω, z) =Ks (ω, z)
d ln vs

dT
(z)

=Ks (ω, z)

(
µ′

T

2µ
+
µ′

p

2µ

4µ
(
pκ′T +3κ2αT

)
3κ2 +4κµ−4µκ′p p

+ 1

2

3
(
pκ′T +3κ2αT

)
3κ2 +4κµ−4µκ′p p

)
(z).

(5.32)

To obtain temperature sensitivity kernels for Rayleigh and Love waves, we com-
pute shear-wave sensitivity kernels K R

s and K L
s using the adjoint method (Hawkins,

2018) on the one-dimensional profiles for compressional-wave velocity, shear-
wave velocity and density presented in Section 5.2, and multiply them with the tem-
perature sensitivity of the shear-wave velocity d ln vs /dT as displayed by the black
curve in Figure 5.4d. Figure 5.6 shows temperature sensitivity kernels for Rayleigh
(a) and Love (b) waves. We find again a distinct sign change at 6 m depth, corre-
sponding to the sign change in Figure 5.4d.

Phase-velocity changes of Rayleigh and Love waves are then modelled using
Equations 5.30 and 5.31, the temperature sensitivity kernels shown in Figure 5.6,
and the temperature variations as modelled in Section 5.3.1. Figure 5.7 shows the
Rayleigh and Love wave velocity changes as a function of time and frequency. Un-
like Figures 5.4c-d, 5.5 and 5.6, Figure 5.7 does not show the distinct sign change
associated with a change in mechanism. This can be explained by the amplitude
decay with depth of the temperature variations. This leads to very small changes
in low-frequency surface-wave phase velocity. Velocity changes of Love waves can
be neglected below 2 Hz, while for Rayleigh-wave velocity change can be neglected
below 4 Hz. Besides the differences frequency-wise, velocity changes of Love waves
are also larger in amplitudes compared to Rayleigh waves. This can be explained by
the shallower sensitivity of Love-wave velocities in general.
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Figure 5.6: Temperature sensitivity kernels for Rayleigh (a) and Love waves (b), as computed using Equa-
tion 5.32. Shear wave sensitivity kernels K R

s and K L
s have been computed using the adjoint method

(Hawkins, 2018) on the elastic parameters presented in Section 5.2, and multiplied by the temperature
sensitivities of the shear-wave velocity (Equation 5.27; Figure 5.4d).
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Figure 5.7: Variations in surface-wave phase velocities due to the temperature variations modelled in
Section 5.3.1 (Figure 5.3), visualised here as a function of time and frequency. Velocity variations of
Rayleigh waves (a) and Love waves (b) are plotted as colour plots. The models of velocity change were
computed in accordance with Equations 5.30 (a) and 5.31 (b) for the temperature model presented in
Figure 5.3, reduced by the mean temperature over six years, and the temperature sensitivity kernels for
Rayleigh- and Love-wave velocities as displayed in Figures 5.6a-b.
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5.3.5. Amplification modelling
Amplifications of relatively small earthquake motions in the Groningen region have
led to considerable damage (Bommer et al., 2017; Kruiver et al., 2017b; Rodriguez-
Marek et al., 2017; van Ginkel et al., 2019). As in similar regions, earthquake mo-
tions are amplified by the low impedance (density times velocity) of shallow soft
sedimentary layers, overlaying harder bedrock (Bard et al., 1988; Bradley, 2012).
Here we derive how the changes in compressional- and shear-wave velocity due to
temperature variations (Section 5.3.3; Figure 5.5) affect site amplification.

Ruigrok et al. (2022, Appendix A) compared two approaches to compute the am-
plification factor using density and velocity, either using the Zoeppritz equation at
every single interface, or assuming a smooth impedance gradient. The difference
between the two approaches decreases with an increasing number of layers. For
simplicity, we use the second approach, since we have many layers in the Gronin-
gen subsurface.

For smooth impedance gradients, the amplification term can be written as

F (z1, z2) =
√
ρ2v2

ρ1v1
, (5.33)

with ρ1 and v1 density and velocity corresponding to depth z1, and ρ2 and v2 den-
sity and velocity corresponding to depth z2. The amplification factor describes
the relative increase in signal amplitude, when travelling from depth z2 to z1. A
temperature-induced change in velocity at depth z1, while depth z2 is not subjected
to change, leads to a relative change in amplification of

dF

F
(z1) =−1

2

d v1

v1
, (5.34)

with d v1/v1 the relative velocity change at depth z1.
Temperature-induced changes in amplification are computed using Equation

5.34 for compressional- and shear-wave velocity change at the surface (i.e., z = 0
m) as computed in Section 5.3.3. Figure 5.8 shows the amplification factors due to
temperature-induced changes in body-wave velocity at the surface. The amplifi-
cation factor for compressional waves changes by dFp /Fp ∼ 0.1% from winter to
summer, while for shear waves we find values of dFs /Fs ∼ 4% from winter to sum-
mer.

5.4. Discussion
In this study, we delved into the physics of seismic velocity change caused by tem-
perature variations. We established relationships based on fundamental principles.
However, it is important to note that we did not account for all possible factors
in our analysis, and therefore, our models may not fully explain all the observa-
tions found in the existing literature. Nonetheless, for unconsolidated materials
we are confident that our investigation captured the dominant mechanisms for
temperature-induced seismic velocity change.
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Figure 5.8: Relative change in site amplification due to the body-wave velocity variations modelled in
Section 5.3.3 (Figure 5.5).

In Section 5.2, we selected from literature physical models for the shallow sub-
surface of Groningen or for similar unconsolidated materials. However, the litera-
ture lacks readily available temperature derivatives for bulk and shear moduli. For
unconsolidated materials, we came across only one study that explores the con-
nection between the shear modulus and temperature (Bentil & Zhou, 2022), and
none that investigate the temperature dependency of the bulk modulus. Therefore,
we resorted to values determined for quartz (Lakshtanov et al., 2007; Ohno, 1995;
Orlander et al., 2021), which may be an overestimation. Less negative values for
κ′T would, in accordance with Equations 5.26 and 5.27, shift the red curve in Figure
5.4c (intrinsic temperature dependency) towards less negative values, while the or-
ange curves in Figures 5.4c and d shift to slightly more positive values. Halving the
value of κ′T just pushes compressional-wave velocity change to the positive regime
(Figure 5.4c black), while shear-wave velocity changes remain mostly unaffected.
As alternative to laboratory experiments, temperature derivatives of the bulk mod-
ulus can for saturated materials potentially be approximated using the Gassmann
equations, since Jaya et al. (2010) showed that fluid characteristics play a signifi-
cant role in seismic velocity changes in a laboratory setting, and the bulk modulus
of water is a well-known parameter as a function of temperature. We can use the
Gassmann equations to compute the change in bulk modulus due to a substitution
of water of a certain temperature with water of a different temperature, ultimately
resulting in a temperature derivative of the bulk modulus.

The modelled temperature evolution in Section 5.3.1 is an approximation of the
actual temperature developments, since temperature change due to advection and
phase transitions (Rutten et al., 2010), and upward heat transport from the deep
subsurface are not taken into account. Furthermore, not only are surface temper-
atures affected by air temperatures and radiation, air temperatures are also partly
controlled by soil temperatures. Air temperature variations are therefore not simply
a source for soil temperature changes, but merely an estimate of surface tempera-
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tures. This does not pose a problem, since we only use air temperature measure-
ments as boundary condition.

Upward heat transport from the deep subsurface results in a temperature gra-
dient as shown by Ter Voorde et al. (2014). Such a steady gradient does not affect
the change in temperature, since only the second spatial derivative contributes to
temporal changes (Equation 5.1). Phase transitions can also form a source for tem-
perature change. As the contact area between liquid and gas is largest in the unsat-
urated subsurface, evaporation mostly affects the temperature in this layer. Dur-
ing the summer, this layer will slightly cool down due to evaporation, hence the
temperature difference between summer and winter will be slightly smaller than
presented in Figure 5.3. This effect is rather small, as the modelled subsurface tem-
perature differences between summer and winter are in the same order of magni-
tude as direct temperature measurements (Bense & Kooi, 2004; Kole et al., 2020).
Groundwater flow can also contribute to heat transport (Bense & Kooi, 2004; de
Louw et al., 2010). However, in the saturated subsurface, vertical flow is relatively
low (maximum of 360 mm/yr, Kooi, 2008), making heat transport through advec-
tion negligible compared to the yearly heat transport by diffusion.

Regardless of the previously mentioned points of discussion, the subsurface
temperature model presented in Section 5.3.1 aligns with direct temperature mea-
surements (Bense & Kooi, 2004; Kole et al., 2020). This demonstrates that the heat
diffusion model yields reasonable temperature estimations, and their magnitudes
are consistent with observed data.

In Section 5.3.2 we made a few assumptions regarding thermo-elastic changes,
including the exclusion of vertical stress and horizontal strain, as well as assuming
an initial hydrostatic pressure. While these assumptions are valid in a horizontally
isotropic medium with no horizontal temperature variations, they do not entirely
hold true in reality. Nevertheless, due to the fact that horizontal variations in geol-
ogy are small in an unconsolidated setting, and vertical heat diffusion is the dom-
inant mechanism for temperature changes, these approximations remain reason-
able.

Anelastic effects were not considered in our analysis. Due to a low shear
strength there is a potential for reorganization in unconsolidated materials as sands
and clays, leading to the anelastic transmission of horizontal stress to vertical strain
(Ben-Zion & Leary, 1986). While the shear strength in unconsolidated materials is
relatively small, it is not negligible (Liu et al., 2018). Therefore, shear stresses can
indeed exist, implying that thermo-elasticity holds to some extent. It is only when
the stress levels exceed the shear strength that anelastic changes will start to occur.

In our analysis, we did not consider temperature-induced changes in pore flu-
ids. When the temperature rises under drained conditions, the pore fluid will ex-
pand as described by the thermal expansion coefficient of water (dϵw ater

kk /dT =
3αw ater

T = 2.2 ·10−4/◦C for αw ater
T = 7.4 ·10−5/◦C at T = 12◦C), decreasing the fluid’s

mass density. However, the fluid’s density affects the total density only by a small
amount, leading to total strain changes smaller than the ones presented in Fig-
ure 5.4b. Consequently, the corresponding body-wave velocity changes are smaller
than the already insignificant blue curves in Figures 5.4c,d and can hence be ne-
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glected.

The pore fluids expand faster due to temperature changes (dϵw ater
kk /dT = 2.2 ·

10−4/◦C) than the total volume including the pore space (dϵtot al
kk /dT = 0.6·10−4/◦C;

Figure 5.4b). This leads to groundwater migration, a slight increase of the ground-
water level, and hence a temperature-induced change in pore pressure and seismic
velocity. It is however unknown how the porosity responds to expansion, hence
we can only assess the order of magnitude for temperature-induced pore pressure
change. The pore pressure u(z) is determined by the height h of the water column
above depth z, the density of the pore fluid ρw , and the gravitational acceleration g :
u = hρw g . For a relative increase of the water column of 2.2·10−4 of an initial h = 50
m, the pore pressure increases by du ∼ 110 Pa, independently of depth. Decreasing
the density by relatively 2.2 ·10−4 over the same depth range of 50 m, changes the
pore pressure by du ∼ −110 Pa at the bottom of the water column, while the top
of the column remains unaffected. These pore pressure effects are at least two or-
ders of magnitude smaller than the pressure changes presented in Figure 5.4a, and
can thus be neglected. Under undrained conditions, the restriction of pore fluid
expansion significantly affects the pore pressure and needs to be accounted for.

To reconcile laboratory and field experiments, we propose in Section 5.3.3 com-
peting mechanisms for temperature-induced seismic velocity change. The nega-
tive intrinsic temperature dependencies of the shear and bulk moduli result in neg-
ative correlations between velocity and temperature changes, while the thermally-
induced stresses and strains lead to positive correlations. In laboratory settings,
typically only the intrinsic temperature dependency is tested, whereas in the field
these mechanisms compete. In our chosen models, a clear turning point emerges
at a depth of 6 m, above which the intrinsic temperature dependency is the dom-
inant mechanism, and below which the mechanism through thermally-induced
stress is dominant for temperature-induced seismic velocity change. The depth
of this turning point is determined by the complex combinations of physical prop-
erties as presented in Equations 5.26 and 5.27.

We did not consider the effect of freezing and thawing of the pore fluids on the
elastic parameters. Freezing of pore fluids significantly increases the shear mod-
ulus, consequently increasing body-wave velocities and decreasing site amplifica-
tions. This effect has not been taken into account. As Dutch winters are relatively
mild (Figure 5.3), the temperatures in the unsaturated subsurface reach freezing
temperatures only a few times per year and the saturated subsurface rarely freezes.
In colder environments this needs to be addressed (e.g., James et al., 2019; Lindner
et al., 2021).

In Section 5.3.4, we only considered surface-wave velocity change through
changes in shear-wave velocities, and excluded density and compressional-wave
sensitivity kernels in Equations 5.28, 5.29 and 5.32. We can justify this by two obser-
vations. Density and compressional-wave sensitivity kernels are at least an order of
magnitude smaller than shear-wave sensitivity kernels, and temperature sensitivi-
ties of the density and compressional-wave velocity are at least one order of mag-
nitude smaller than the temperature sensitivity of the shear-wave velocity (Figure
5.4c-d). Therefore, temperature-induced surface-wave phase-velocity change can
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be approximated using Equations 5.30 and 5.31, and the temperature sensitivity
kernels derived from shear-wave sensitivity kernels and temperature sensitivities
of shear waves (Equation 5.32).

The derived sensitivity kernels in our study establish a connection between
temperature variations and surface-wave phase-velocity changes. However, we
need to note that the kernel-based approach is only valid for small perturbations,
since pressure and temperature derivatives of the bulk and shear moduli are depen-
dent on temperature and pressure themselves, and shear-wave sensitivity kernels
also vary with shear-wave velocity. We expect that the velocity variations up to 8%
(Figure 5.5) fall within the range of small perturbations.

In Section 5.3.5, we only considered changes in amplification due to
temperature-induced body-wave velocity changes at the surface, whereas in reality
temperature variations affect body-wave velocities at a larger depth range (Section
5.3.3). Moreover, we assumed a smooth impedance gradient. Although the intro-
duced errors for the amplification factor are much smaller for the relative change in
amplification, we treat the modelled changes in amplification only as order of mag-
nitude. We need to note that temperature variations below well-insulated buildings
may be smaller, leading to smaller differences in amplification, and the amplifica-
tion factor at a building’s foundation depth may be the more important factor for
structure safety.

We focused on laterally homogeneous temperature variations. However, some
other research considers lateral variations in temperature, leading to non-zero hor-
izontal strains and vertical stresses (e.g., Ben-Zion & Allam, 2013; Ben-Zion & Leary,
1986; Berger, 1975; Richter et al., 2014). Such configurations result in stresses and
strains propagating much deeper than the actual temperature change, as illustrated
in Tsai (2011, Figure 1). Consequently, body-wave velocity changes are affected at
greater depths, and surface-wave velocity changes extend to lower frequencies. Er-
mert et al. (2023) discovered that low-frequency sensitivities to surface tempera-
ture variations are particularly prominent in lake zones, where significant lateral
temperature gradients exist. For higher frequencies they observed no distinction
between zones with or without temperature gradients, suggesting that lateral tem-
perature gradients do not significantly affect thermal stresses and strains in shallow
layers. Our study area shows no significant lateral temperature gradient and Fokker
et al. (2023) found no temperature-related seismic velocity changes up to 2 Hz. This
indicates that laterally homogeneous temperature variations are a reasonable as-
sumption in our research area.

Although the response of pressure to temperature change d p/dT increases
with depth (Figure 5.4a), the sensitivities of body-wave velocity to temperature
change d ln v

dT still decrease with depth (Figure 5.4c,d) due to the rapidly decreasing

sensitivities of body-wave velocity to pressure change d ln vs
d p = µ′

p /2µ and
d ln vp

d p =
(κ′p + 4

3µ
′
p )/(2(κ+ 4

3µ)) (Equation 5.25). The shallow thermally-induced pressures
are therefore more important, even if deeper pressure changes are induced due to
lateral temperature gradients.

Comparing this study to the results of Fokker et al. (2023), we find a few similar-
ities. For both temperature and pore pressure we can derive physics-based sensi-
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tivity kernels for monitoring with surface-wave phase-velocity variations. The pore
pressure sensitivity kernel decays slightly faster with depth, but the temperature
sensitivity kernel also shows a rapid decay. Both temperature and pore pressure
variations are the result of a diffusion process, driven by seasonal variations at the
surface. Pore pressure diffusion is a relatively fast process, as it reaches confined
aquifers at depths of 200 m in a time-scale of several days. Heat diffusion is rather
slow, with a penetration depth of about 20 m that is reached in about a year. This
difference in penetration depth makes that for the frequencies below 2 Hz, surface-
wave velocity variations are dominated by seasonal changes in pore pressure. For
the higher frequencies, we expect a combination of surface-wave phase-velocity
variations induced by both pore pressure and temperature changes.

In our study, we studied seismic changes resulting from natural daily and
seasonal temperature variations, and our assumptions were tailored accordingly.
However, in the context of subsurface heat storage or geothermal power plants, cer-
tain assumptions need reconsideration. Specifically, we need to account for hori-
zontal heat transport through diffusion and advection, as well as horizontal strain
and vertical stress. Stricker et al. (2023) have demonstrated that it is possible to
solve this problem semi-analytically (van Wees et al., 2019) for thermally-induced
stresses and strains, as well as for pore pressure changes resulting from injection
and production. To evaluate the effect of thermo-elasticity on seismic velocities,
we can still use Equation 5.25. Aditionally, for the poro-elastic part, we can employ
the equations provided by Fokker et al. (2021, Equations 12 and A2-A3).

Given the relationships between temperature, seismic velocities, and site am-
plification, the question arises: does climate change pose a threat to human safety
through changes in site amplification? The temperature sensitivities presented in
Figure 5.4d show that shear-wave velocities decrease by 0.5%/◦C at the surface,
leading to an increase in site amplification of 0.25%/◦C. Even when considering a
pessimistic temperature scenario of dT = 4◦C by the year 2100 (Figure TS.4 in Pört-
ner et al., 2023), we predict an increase in site amplification in the order of only 1%.
Therefore, climate change has a minimal effect on site amplification.

5.5. Conclusions
We have investigated the effects of temperature on seismic properties in the shal-
low subsurface. For models of physical parameters for the unconsolidated subsur-
face of Groningen in the Netherlands, we computed the sensitivity of near-surface
seismic properties to temperature variations as a function of depth and frequency.
Through a series of physics-based models, we estimated variations in subsurface
temperature, evaluated thermally-induced stresses and strains, and determined
how these factors influence body-wave velocities, surface-wave velocities, and site
amplifications.

We have considered three mechanisms that contribute to velocity change: the
intrinsic temperature dependency of elastic moduli, thermally-induced stress, and
thermally-induced strain. Our findings revealed that thermally-induced strain is
negligible and can be disregarded for our models. The intrinsic temperature de-
pendency of the elastic parameters and thermally-induced stress were found to be
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competing mechanisms, potentially reconciling discrepancies observed between
field and laboratory experiments. We notice a distinct turning point at 6 m depth,
above which the intrinsic temperature dependency dominates velocity changes,
while below 6 m, thermal stress becomes the dominant factor.

We considered models for the shallow unconsolidated sediments in the shallow
subsurface of Groningen, where subsurface temperature fluctuations are driven
by seasonal atmospheric temperature fluctuations roughly between −5 and 30 ◦C.
For these models, we predict seasonal temperature-induced changes in body-wave
velocities up to 8%, high-frequency surface-wave phase-velocity variations of ap-
proximately 1-2%, and relative changes in site amplification in the order of 4%.
The competition between the two dominant mechanisms for velocity change de-
termines whether site amplification is more pronounced during summer or winter.
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6.1. Conclusions
Throughout this doctoral research, I developed a deeper understanding on the
physics behind seismic velocity changes and hence their interpretations. I related
seismic velocity variations to specific subsurface properties: fluctuations in pore
pressure, vertical compressional stress, temperature, thermally-induced pressure
and thermally-induced volumetric strain. This led to more accurate and com-
prehensive interpretations of surface-wave velocity variations originating from the
shallow unconsolidated subsurface. Moreover, it formed the basis for achieving
quantitative pore pressure inferences from seismic velocity measurements. It fur-
ther allowed for the development of projective velocity-change models for hypo-
thetical production scenarios and predictions of site amplification change due to
seasonal temperature variations and climate change. Last, it offered a reconcili-
ation of laboratory and field experiments investigating temperature-induced seis-
mic velocity changes.

In Chapter 2, I formulated a theory that connects variations in seismic veloc-
ity to fluctuations in pore pressure and vertical stress. This theory was devel-
oped by combining an established relationship between seismic velocity and in-
duced stress, which was derived from fundamental principles (Tromp & Trampert,
2018), with fundamental hydrology and geomechanics. The derivation resulted in
physics-based relationships describing changes in body-wave velocities as func-
tions of pore pressure, vertical compressional stress, and elastic parameters.

To assess the validity of this newly derived relationship, I modeled surface-wave
phase-velocity variations using pressure head measurements (Dinoloket, 2022), the
newly derived relationship and the adjoint method (Hawkins, 2018). Indepen-
dently, I computed actual surface-wave phase-velocity variations by applying pas-
sive image interferometry (Sens-Schönfelder & Wegler, 2006) to seismic noise data
collected in the province of Groningen in the Netherlands (KNMI, 1993). The re-
markable agreement between the model predictions and the observed data con-
firms the plausibility of the proposed theory. The physics-based understanding
of seismic velocity changes opens up new possibilities for improved pore pressure
monitoring and imaging. While the physics-based relationships have been success-
fully validated for pore pressure and shear-wave velocity, the validations for vertical
stress and compressional-wave velocity are still pending.

In Chapter 3, I exploited seismic velocity measurements to infer four-
dimensional pore pressure models for the shallow subsurface beneath Groningen.
I established that pore pressure sensitivity kernels can serve as a direct link between
surface-wave phase-velocity variations and pore pressure changes as a function of
depth. Notably, in the Groningen region of the Netherlands, the highest sensitivity
to pore pressure changes is concentrated in the very shallow subsurface: within the
top 200 m. This sensitivity to pore pressure variations decays considerably faster
with depth compared to the sensitivity to changes in elastic parameters. The obser-
vation of a rapidly decreasing pore pressure sensitivity can be extended to pressure
sensitivities in general, as shear-wave velocity changes can be connected to pres-
sure changes via the fraction µ′

p /(2µ) (Equation 2.4). Qualitatively, this observation
can be generalized for all unconsolidated sediments, since the shear modulus gen-
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erally increases with depth, while its pressure derivative decreases with depth for
these materials.

My research demonstrated that it is possible to infer depth-dependent
pore pressure variations using pore pressure sensitivity kernels and frequency-
dependent surface-wave phase-velocity variations. The inversion of surface-
wave phase-velocity variations in the subsurface of Groningen resulted in a four-
dimensional model of pore pressure variation. The close alignments with inde-
pendent measurements of pore pressure variations and hydrological characteris-
tics in the area (Grondwatertools, 2022) indicate the reliability of this quantitative
inference. The demonstration of four-dimensional pore pressure monitoring using
surface-wave phase-velocity changes illustrates the technological advancements
that can be achieved through a physics-based approach.

In Chapter 4, I investigated the feasibility of using surface-wave phase-velocity
variations for monitoring pore pressure developments in deeper reservoirs. To ac-
complish this, I expanded the pore pressure sensitivity kernels to encompass the
depth ranges of the Harlingen and Groningen gas reservoirs. I conducted forward
modeling exercises to assess how surface-wave phase velocities would change in
response to hypothetical production scenarios.

The results revealed that for the Harlingen reservoir (1 km depth), Rayleigh-
wave velocity changes are big enough to be detected with a yearly resolution using
passive image interferometry. Inverse modeling of a perturbed forward velocity-
change model uncovered that, due to measurement uncertainties, minor fluctu-
ations in shallow pore pressure however have a significant impact on the uncer-
tainties of inferred reservoir pressure models. Specifically, the measurements of
surface-wave phase-velocity variations detailed in Chapter 3 introduced an uncer-
tainty of 0.2 MPa in the reservoir pressure estimation. Nevertheless, this level of
uncertainty remains sufficiently small to effectively capture pore pressure devel-
opments linked to production activities. Therefore, reservoir pressure monitoring
using surface-wave phase-velocity changes appears feasible for shallow reservoirs
like the Harlingen field.

For the Groningen reservoir (3 km depth), however, production-related varia-
tions in surface-wave phase velocities fall within the range of measurement un-
certainties. Production-related velocity changes could be retrieved for large pore
pressure changes (du ∼ 1 MPa) in a thick part of the reservoir (∼ 300 m), if the
measurement uncertainty of low-frequency velocity-change measurements would
be decreased by a factor of 5-10. For a thinner part of the reservoir, or for smaller
pore pressure changes, the accuracy would need to be improved even further. For
the given measurement uncertainties, pore pressure monitoring in the Groningen
reservoir is not feasible using surface-wave phase-velocity changes, even when ve-
locity measurements are not contaminated with shallow-origin velocity variations.

Chapter 5 delved into physics determining the temperature sensitivity of seis-
mic properties within the shallow unconsolidated subsurface. I derived physics-
based relationships for temperature-induced changes in body-wave velocities, and
considered three underlying mechanisms: the intrinsic temperature dependency
of the elastic moduli, thermally-induced pressure, and thermally-induced volumet-
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ric strain. A series of physics-based models revealed how dynamic surface tempera-
tures affect subsurface temperature variations, induce thermal stresses and strains,
and cause changes in body-wave velocities, surface-wave phase velocities, and site
amplifications. The mechanism of thermally-induced strain appeared negligible
with respect to the mechanisms of thermally-induced pressure and the moduli’s
intrinsic temperature dependencies. The competition between the two dominant
mechanisms for velocity change reconciles field and laboratory experiments re-
garding temperature-induced seismic velocity changes, and determines whether
site amplification is more pronounced during summer or winter.

I considered models for the shallow unconsolidated sediments in the subsur-
face of Groningen, where subsurface temperature fluctuations are driven by sea-
sonal atmospheric temperature fluctuations roughly between −5 and 30 ◦C. For
these models, I predicted seasonal temperature-induced changes in body-wave ve-
locities up to 8%, high-frequency surface-wave phase-velocity variations of approx-
imately 1-2%, and relative changes in site amplification in the order of 4%.

To gain insight into the response of the surface-wave phase velocity to tempera-
ture variations, I computed temperature sensitivity kernels for surface-wave phase
velocities. Although the temperature sensitivity of pressure increases with depth,
the temperature sensitivities of body and surface-wave phase velocities through
thermally-induced pressure still decrease with depth. This can be explained by the
rapid decay of pressure sensitivities of shear-wave velocities.

When comparing variations in subsurface temperature and pore pressure, there
are similarities and differences. Depth-dependent changes in both properties
can be connected to frequency-dependent surface-wave phase-velocity variations
through sensitivity kernels. Sensitivities to both temperature and pore pressure
show a rapid decay with depth, much faster than the sensitivity to changes in elastic
parameters. However, the temperature sensitivity kernels decrease slightly slower
with depth, since the sensitivity of pressure to changes in temperature increases
with depth, while the sensitivity of pressure to changes in pore pressure is not depth
dependent (i.e., −1 at all depths for a Biot constant ofαB ≈ 1). For the studied cases,
both temperature and pore pressure variations are the result of a diffusion process,
driven by seasonal variations at the surface. Pore pressure diffusion occurs rela-
tively quickly, reaching confined aquifers at depths of 200 m within a few days. In
contrast, heat diffusion is considerably slower, with a penetration depth of approx-
imately 20 m achieved over the course of a year. The variation in penetration depth
results in surface-wave phase-velocity changes being primarily influenced by sea-
sonal fluctuations in pore pressure for frequencies below 2 Hz. For higher frequen-
cies, I anticipate surface-wave phase-velocity variations driven by a mixture of pore
pressure and temperature change.

6.2. Outlook
Throughout this study, I modeled velocity variations using many models of physi-
cal parameters (e.g., Figure 5.2). Whereas for some parameters very detailed mod-
els were available (e.g., compressional- and shear-wave velocities and density),
other parameters needed to be estimated. Especially the pressure and temperature

6

90



6.2. Outlook

derivatives of the bulk and shear moduli are uncertain. To achieve greater accuracy,
it is imperative to establish precise models through new laboratory experiments for
these parameters, especially for complicated unconsolidated materials.

In Chapter 3, I showed that four-dimensional pore pressure variations can be
inferred from seismic velocity measurements. In the Groningen subsurface this is
possible since natural pore pressure variations are the dominant source for low-
frequency (<2 Hz) seismic velocity changes. Nevertheless, seismic velocity varia-
tions result from a complex interplay of multiple factors. When there is more than
one dominant source for seismic velocity change, as we expect at higher frequen-
cies, we can still forward model seismic velocity changes. However, the inverse
problem is highly underdetermined. A proper inversion scheme therefore requires
alternative measurements and prior information.

For retrieving seismic velocity variations, I used passive image interferometry.
Specifically, in the second step of this method, that is, coda wave interferome-
try, I used the stretching method to estimate seismic velocity variations from coda
waves. One of the advantages of the stretching method is the ability to detect ve-
locity changes with high precision. This allows for the detection of weak veloc-
ity changes. However, using this method we can only localize velocity variations
with low spatial resolutions. Both for monitoring natural pore pressure variations
in the shallow subsurface (Chapter 3) and for deeper reservoir monitoring (Chap-
ter 4), spatial localization would benefit the interpretation. It is worth investigating
whether higher spatial resolutions can be achieved by using direct arrivals, lower
temporal resolutions or active sources. It is however important to keep in mind that
the low-frequency measurement uncertainties need to be adequately small to be
able to infer deeper reservoir pressure changes from surface-wave phase-velocity
variations.

Another possibility for improving the spatial resolution is to consider velocity
changes as a function of arrival time in the coda. By considering the sensitivities
of different wave types at different arrival times and frequencies (Margerin et al.,
2016; Obermann et al., 2013b), one can perform a higher-resolution spatial in-
version of phase-velocity changes (James et al., 2019; Mao et al., 2022). This can
be achieved using the moving window cross-spectral method (Clarke et al., 2011;
James et al., 2017), dynamic time warping (Mikesell et al., 2015), or the wavelet
method (Mao et al., 2020), but also by choosing multiple small time windows us-
ing the stretching method (Lobkis & Weaver, 2003). Knowing the sensitivities of
coda-wave arrival times to localized phase-velocity changes, and the local sensi-
tivities of phase-velocities to depth-dependent pore pressure variations, one can
construct pore pressure sensitivity kernels for velocity changes as a function of ar-
rival time in the coda. This allows for a one-step inversion for a high-resolution 4D
pore pressure model, based on velocity variations in different parts of the coda.

Chapter 5 considered seismic velocity variations, driven by seasonal tempera-
ture fluctuations at the surface. I predicted that seasonal temperature variations
have a measurable effect on the seismic velocities. Due to the small penetration
depth of heat diffusion, however, the temperature variations only affected body-
wave velocities in a depth range of about 30 m, and surface-wave phase veloci-
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ties above 2 Hz. It is worthwhile to investigate how temperature variations driven
by other processes affect seismic velocities, and examine whether it is feasible to
monitor changes in temperature and thermal stress using seismic velocities. One
other source for temperature variations can be found in high-temperature aquifer
thermal energy storage (HT-ATES) systems. To assess the seismic changes induced
by such systems, certain assumptions made in Chapter 5 need to be reconsidered.
In particular, one must factor in horizontal heat transport through diffusion and
advection, along with horizontal strain and vertical stress. Stricker et al. (2023)
have demonstrated that for an HT-ATES system, the evolution of thermal stress,
thermal strain, and pore pressure can be modeled semi-analytically (van Wees et
al., 2019) for injection and production scenarios. The resulting body-wave velocity
changes can be modeled as a function of temperature, thermally-induced pressure
and thermally-induced volumetric strain using Equation 5.25, and as a function of
pore pressure using Equations 2.12, 2.17 and 2.18.

This doctoral research focused on seismic monitoring of the saturated subsur-
face. In the Groningen region of the Netherlands, the groundwater table can be
found at approximately 1 m depth, making the vadose zone, the unsaturated sub-
surface, relatively small. As the vadose zone facilitates water exchange between
surface and subsurface water (Vereecken et al., 2008), it determines the well-being
of ecosystems and the recharging of groundwater reserves (Dobriyal et al., 2012),
hence it may be interesting to study seismic wave propagation through this layer. It
has been shown that water seepage through the vadose zone can measurably affect
seismic velocities (e.g., Blazevic et al., 2020). To assess where and how changes in
the vadose zone can be monitored using seismic velocity variations, all properties
affecting seismic velocities need to be considered, including capillary stress, ad-
sorptive stress, atmospheric pressure, water temperature, density and phase tran-
sitions (Linneman et al., 2021; Mordret et al., 2022). A physics-based analysis can
then determine which mechanisms are dominant in the vadose zone, and which
properties can potentially be inferred from seismic velocity measurements.
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Glossary

This glossary lists the symbols and definitions used throughout this thesis, orga-
nized by the Greek and Roman alphabet. It is important to note that the symbols
and notations used in this thesis may differ from those in the published articles
upon which the chapters are based.

αB Biot constant [-]
αd Thermal diffusivity [m2/s]
αT Thermal expansion coefficient [◦C−1]
δi j Kronecker delta yielding 1 for i = j and 0 otherwise
ϵ Stretching factor [-]
ϵ/ϵi j Strain tensor [-] (defined positive for increased volume)
κ Bulk modulus [Pa]
κ′p Pressure derivative of the bulk modulus [-]
κ′T Temperature derivative of the bulk modulus [Pa/◦C]
µ Shear modulus [Pa]
µ′

p Pressure derivative of the shear modulus [-]
µ′

T Temperature derivative of the shear modulus [Pa/◦C]
ρ Mass density [kg/m3]
σq Standard deviation of the sampling distribution of property q
σ/σi j Stress tensor [Pa] (defined negative for compression)
σ̃/σ̃i j Effective stress tensor σ̃=σ+αB uI [Pa]
τ/τi j Deviatoric stress tensor τ=σ− 1

3 tr (σ)I [Pa]
φ Porosity [-]
ω Angular frequency [rad/s]
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â Unitvector direction of motion [-]
c Surface-wave phase velocity [m/s]
cR Rayleigh-wave phase velocity [m/s]
cL Love-wave phase velocity [m/s]
CC Correlation coefficient
Cd Data covariance
Cm Model covariance
d ln v Alternative notation for relative velocity change: d ln v = d v

v
d Data coefficients
f Frequency [Hz]
Fp Amplification factor for compressional waves [-]
Fs Amplification factor for shear waves [-]
g Gravitational acceleration [m/s2]
G Forward operator
h Pressure head [m]
H Cross-coherence [-]
I Identity matrix [-]
k Wave number [m−1]
k̂ Unitvector direction of propagation [-]
Kvp Compressional-wave velocity sensitivity kernel for surface waves [m−1]
Kvs Shear-wave velocity sensitivity kernel for surface waves [m−1]
Kρ Density sensitivity kernel for surface waves [m−1]
KT Temperature sensitivity kernel for surface waves [◦C−1m−1]
Ku Pore pressure sensitivity kernel for surface waves [Pa−1m−1]
m Model coefficients
p Pressure p =− 1

3 tr (σ) [Pa]
R Resolution matrix
S Cubic natural spline function [-]
T Temperature [◦C]
t Time [s]
u Pore pressure [Pa]
v Seismic velocity in general [m/s]
vp Compressional-wave velocity [m/s]
vs Shear-wave velocity [m/s]
ŵ Ground velocity in the frequency domain [m/s]
x Horizontal distance [m]
y Horizontal distance [m]
z Depth [m]
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