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Many environmental and industrial processes depend on how fluids displace each other 
in porous materials. However, the flow dynamics that govern this process are still poorly 
understood, hampered by the lack of methods to measure flows in optically opaque, micro-
scopic geometries. We introduce a 4D microvelocimetry method based on high- resolution 
X- ray computed tomography with fast imaging rates (up to 4 Hz). We use this to measure 
flow fields during unsteady- state drainage, injecting a viscous fluid into rock and filter 
samples. This provides experimental insight into the nonequilibrium energy dynamics of 
this process. We show that fluid displacements convert surface energy into kinetic energy. 
The latter corresponds to velocity perturbations in the pore- scale flow field behind the 
invading fluid front, reaching local velocities more than 40 times faster than the constant 
pump rate. The characteristic length scale of these perturbations exceeds the characteristic 
pore size by more than an order of magnitude. These flow field observations suggest that 
nonlocal dynamic effects may be long- ranged even at low capillary numbers, impact-
ing the local viscous- capillary force balance and the representative elementary volume. 
Furthermore, the velocity perturbations can enhance unsaturated dispersive mixing and 
colloid transport and yet, are not accounted for in current models. Overall, this work shows 
that 4D X- ray velocimetry opens the way to solve long- standing fundamental questions 
regarding flow and transport in porous materials, underlying models of, e.g., groundwater 
pollution remediation and subsurface storage of CO2 and hydrogen.

multiphase flow | porous media | 3D velocimetry | hydrogeology

Many processes in nature and engineering depend on the simultaneous presence of multiple 
fluids inside a porous medium. Examples include air and water in soils during groundwater 
recharge, storage of hydrogen and carbon dioxide in brine- filled porous rock layers in the 
deep subsurface, and water–gas management in fuel cells. However, the standard macro-
scopic model for creeping fluid flows in these systems, Darcy’s law extended to two- phase 
flow, breaks down at much lower flow rates than nondimensional analysis would suggest 
(1, 2). For example, it cannot explain nonmonotonic soil–water profiles (3, 4) and anom-
alous flow resistance at low flow rates (5–8). This can be traced back to oversimplification 
of how the microscopic fluid dynamics in the pores are represented (2, 9–12). This results 
in difficulties to predict how fluids displace each other and consequently how dissolved 
chemicals and colloids such as pollutants and microbial life are transported in porous 
materials not saturated by one single fluid (13, 14)—as is commonly the case.

The development of time- resolved X- ray micro- computed tomography (micro- CT) 
has made it possible to observe meniscus motions inside pore spaces in, e.g., geological 
materials (15–18). This has shown that menisci undergo complex, fluctuating dynamics 
even during slow flows expected to proceed in quasiequilibrium (19–23). The dynamics 
are due to the interplay between capillary forces, viscous friction, and inertia. Capillary 
forces cause instabilities which can trigger sudden meniscus rearrangements (e.g., Haines 
jumps and snap- off events) (16, 17, 22, 24–27). The associated flows in the two fluids are 
presumed to cause viscous and inertial contributions that affect the pressures across fluid 
menisci in neighboring pores, which can in turn trigger further rearrangement (28–30). 
In certain cases, this can even lead to oscillating (“intermittent”) fluid occupancy in specific 
pores (20). However, key questions remain open: How do these single- pore events influ-
ence the flow at the network scale? What are the characteristic length, time, and energy 
scales involved? These questions are important for the development of models which 
propose a consistent upscaling of multiphase flow from the pore to the continuum scale, 
for example, based on energy fluctuation statistics in nonequilibrium statistical mechanics 
(31, 32). Furthermore, they are key to understanding whether there is an impact on solute 
and colloid transport during transient flows, including rain intrusion in dry soil (14, 33). 
To resolve these questions, the unsteady flow field throughout the pores must be studied. 
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A key difficulty is therefore the methodological challenge of meas-
uring flow fields inside three- dimensional, microscopic pore net-
works of porous materials.

Here, we present direct measurements of unsteady 3D flow 
fields during pore- scale fluid displacements in porous materials. 
To capture these flows, a velocimetry method must be fast, fully 
three- dimensional and have a µm- scale resolution. Furthermore, 
it must probe spatially heterogeneous, tortuous velocity fields. 
The state- of- the- art in microvelocimetry has been based on opti-
cal measurements, e.g., in micromodels (34–36) and in a few 
recent cases in 3D glass beads packs (37–40). However, optical 
access requires transparent porous materials, fluid index match-
ing, and sparse tracer seeding. Furthermore, simplified pore 
geometries may not replicate the full complexity of the dynamics 
(41–43). Ultrasound and MRI velocimetry work for opaque 3D 
materials but do not simultaneously reach the required spatial 
and temporal resolutions (44, 45). X- ray velocimetry is promis-
ing (46–51) but was until recently not applied to flows in porous 
media, mainly due to the challenge of reconstructing 3D flows 
in complex geometries. A recent approach to this is the use of 
time- resolved X- ray micro- CT to track tracer microparticles in 
the flow (52, 53). However, these works have dealt with steady, 
creeping flows in porous media due to limitations in the temporal 
resolution.

To overcome the current limitations on 3D X- ray velocimetry, 
we present unique experiments based on fast synchrotron 
micro- computed tomography (micro- CT) at the TOMCAT 
beamline of the Swiss Light Source synchrotron (SLS). Using this 
method, we track tracer particles in the pores of sintered glass filter 
and limestone samples (4 mm diameter, 10 mm long) during 
drainage, in order to sample the unsteady 3D three- component 
(3D3C) velocity vector field. With the resulting data, we charac-
terize the flow field dynamics triggered by Haines jumps. We 
quantify the spatial and temporal characteristics of the perturba-
tions, and perform detailed measurements of the associated 
nonequilibrium energy dynamics.

1. Results

1.1. Haines Jumps Trigger Capillary- Driven Flow Field Pertur
bations. Our experiments give unique insights into how time- 
dependent flow fields behave during capillary- dominated fluid 
displacements. Viscous silicone oil seeded with flow tracers (~10 
µm diameter silver- coated hollow spheres) is injected into a brine- 
saturated sample at a slow constant pump rate, achieving capillary 
numbers Ca ~ 10−6 (Ca = µv/σ, with µ the viscosity, v the characteristic 
flow rate, and σ the interfacial tension). The micro- CT imaging of 
this process spans a time window of 50 s with a time resolution of 
either 0.25 s or 0.50 s and an isotropic voxel size of 2.75 µm. In the 
resulting time series of 3D images, we track both the fluid menisci 
and the flow tracers. Experimental details are discussed in Section 3.

The dataset of the sintered glass experiment reveals the dynam-
ics before, during, and after a Haines jump. A Haines jump is 
the process by which a fluid meniscus invades one or multiple 
pores in a sudden accelerated movement during drainage, despite 
the fact that the externally imposed flow rate is constant (54). 
This is known to be caused by the dominance of capillary forces: 
the nonwetting phase (here: oil) prefers to reside in larger pores, 
causing the meniscus to encounter an energetically unstable sit-
uation when it passes through a local constriction. In our exper-
iment, we image Haines jump dynamics at an image acquisition 
rate of 4 Hz by combining the latest imaging improvements at 
the TOMCAT beamline with a setup that allows for continuous 
imaging while precisely controlling the flow. Contrary to previous 

micro- CT experiments on Haines jumps reported in the literature 
(16, 55–57), this is fast enough to capture the meniscus move-
ment during the Haines jump, as well as the transient flow field 
in the oil. 

•  Acceleration of the advancing meniscus: At the moment 
defined as time zero (0 s), the oil meniscus suddenly acceler-
ates forward into one of the pores (Fig. 1). After an accelera-
tion phase of ~1 s, the meniscus locally reaches a maximum 
velocity of 163 µm/s (SI  Appendix, Materials and Fig.  S1). 
This is approximately 200 times faster than the interstitial 
flow rate (upump = 0.82 µm/s) estimated from the pump rate. 
The invasion proceeds sequentially through several pores. Note 
that the acceleration phase takes longer than the ms- time scale 
estimated in water–decane fluid systems (16) due to the high 
viscosity of the silicone oil.

•  Retraction of surrounding menisci and capillary pressure 
decrease: The fast meniscus advancement during the Haines 
jump causes oil menisci in surrounding pores to retract, as the 
external oil supply delivered by the constant- rate pump cannot 
keep up (Fig. 1A). The deficit results in a rapid decrease in the 
(capillary) pressure difference between oil and brine, quantified 
here by the mean curvature of the fluid–fluid menisci in the 
image (Fig. 1B). It causes the volumetric rate of oil retraction 
in the sample to temporarily exceed the constant pump rate by 
a factor 10 (Fig. 1C). This confirms that previous observations 
of externally measured pressure perturbations during drainage 
(16, 27, 58) correspond to fluid redistribution caused by Haines 
jumps. We do not observe oscillating meniscus movements due 
to inertial forces (27), as these are dampened by the high vis-
cosity of the oil.

•  Transients in the flow field: The Haines jump causes a significant 
change to the flow field in the oil- filled pores (Fig. 2). The flow 
velocity increase starts at the location of the Haines jump and 
spreads throughout nearly the entire oil phase during the afore-
mentioned acceleration phase. This reflects the redistribution 
of oil from the surrounding pores toward the Haines jump, by 
meniscus retraction in the former. The disturbance to the flow 
field is fairly long- lived: It dissipates over a time scale 30 times 
slower than the acceleration phase (30 s vs. 1 s), with smaller 
peaks reflecting the accelerations as several secondary pores are 
invaded.

•  Fast, tortuous flow paths: During and after the acceleration 
phase, the flow field is remarkably tortuous and even under-
goes significant flow reversal opposite to the injection direction 
(Fig. 2, as indicated on rendering number 4). Even before the 
Haines jump, the mean flow velocity of the tracers is higher 
than the interstitial flow rate (Fig. 2A) due to the tortuosity of 
the oil flow pathways. At its peak, the mean velocity is an order 
of magnitude higher than the interstitial flow rate, with locally 
even stronger excursions (Section 1.3).

The experiments therefore resulted in the following findings:
Image- based contact angles have a mean value of approximately 

45°, varying slightly over time (SI Appendix, Fig. S2). While this 
mean value is in line with previous image- based measurements on 
glass beads (59), there is a large uncertainty on the measurement 
due to the rather basic threshold segmentation algorithm used 
here. Manual measurements on the 3D images yielded contact 
angles between 30° and 40° in the vicinity of the Haines jump.

Additional measurements on the Ketton limestone sample 
(SI Appendix, Figs. S3 and S4) confirm the observation of flow 
field perturbations that originate at Haines jumps and reach far D
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into the surrounding pore network. Here, the higher geometric 
complexity of the sample leads to more complex displacements: 
The retraction of neighboring fluid menisci during the Haines 
jump leads to entire pores refilling with brine and to temporary 
disconnection of the leading oil meniscus from the rest of the 
cluster (“Roof snap- off”). This complexity is mirrored in the flow 
field behavior, which has more temporal variability and a more 
intricate topology than in the filter sample.

1.2. Nonequilibrium Energy Dynamics Reflect Charging and 
Discharging of Surface Energy. Here, we show how velocimetry 
can be used to make the first steps toward experimentally quantifying 
energy perturbations during unsteady multiphase flows. Of key 
interest are the time scales of energy perturbations in the system, 
as this determines whether the system obeys a stationary energy 
balance needed to perform consistent upscaling (60) (no net input 
of energy into a particular region over a particular time scale). 
Energy conservation requires that the infinitesimal external work of 
the pump ( dWpump ) must, at each moment in time, equal the sum of

•  the pressure–volume work to change the fluid saturation in the 
pores ( dWPV ),

•  the change in surface energy stored in the fluid menisci ( dEs) ,
•  the change in kinetic energy of the fluid flow ( dEkin) ,
•  the dissipated heat ( dΦ).

The combination of fluid distributions and velocimetry in our 
imaging data allows us to estimate the time evolution of these energy 
contributions (except the heat dissipation). Note that we do not 
have tracer particles in the brine phase, and hence we estimate the 
total kinetic energy in the system as twice that of the oil phase (given 
the similar mass densities and incompressibility). The surface energy 
calculation depends on the contact angle, which we set to 35° with 
a ±10° uncertainty bound. All the nonwetting fluid phase in the 
sample is in the field of view of the images (i.e. we imaged before 
oil breakthrough; the sample itself is larger than the field of view). 
Surface area estimates may be sensitive to image noise.

The Fig. 3 shows that the time window of the glass filter exper-
iment can be divided into three phases. First, there is a “charging” 
phase, where the pressure–volume work performed by the pump 
is transferred into a near- equal increase in surface energy. The 
kinetic energy is small and remains nearly constant, indicating 
that most of the flow field resembles a steady Stokes flow. During 
this phase, the curvature of the menisci, and thus the capillary 
pressure, increases.

When the threshold for the Haines jump to proceed is reached, 
the “discharge” phase starts: Surface energy is released, coinciding 
with a sharp rise in kinetic energy. The surface energy eventually 

dWpump

dt
=

dWPV

dt
+

dES
dt

+
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Fig. 1.   The anatomy of a Haines jump in the porous filter sample; shown in (A) by rendering the fluid–fluid menisci. The Inset on the left highlights the fast- moving 
advancing fluid meniscus at five different time points. The local flow rate exceeds the external flow rate and therefore draws fluid in from the surrounding pores. 
This results in retracting fluid menisci highlighted for the same time points on the right. (B) The Haines jump is associated with a drop in the mean curvature of 
the fluid–fluid menisci, which has a one- to- one relation with the pressure difference between the fluids. The time points indicated here correspond to those in 
panel A. (C) The rate of internal oil redistribution during the Haines jump at time zero is higher than the net invasion rate supplied by the pump.
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decreases to 33% of its peak value. This represents the efficiency 
with which external work is stored in the menisci over the course 
of this single Haines jump. This can be compared to estimates of 
the efficiency in sandstone being around 36% overall (61), noting 
the granular geometry of our sample. Note that the contact angle 
used in the calculation has an important impact on this efficiency: 
The latter decreases for smaller contact angles (i.e., stronger cap-
illary forces). The released surface energy contribution allows the 
Haines jump to proceed faster than the injection rate delivered 

by the pump. It decreases in a step- like manner as the meniscus 
passes through several pores, representing “bumps” in the energy 
landscape formed by the permissible meniscus locations. This 
causes secondary acceleration when the meniscus moves through 
subsequent constrictions. The kinetic energy, in turn, appears to 
be dissipated mostly as heat (no other contributions match the 
same trend, except to a minor extent the PV- work). The combined 
effect with the step- wise “injections” of surface energy results in 
kinetic energy fluctuations.

A B

Fig. 2.   Particle tracking of flow tracers in the nonwetting phase (oil) during the drainage experiment on the filter sample. (A) shows that the flow velocity field 
peaks at the moment right after the Haines jump depicted in Fig. 1 (indicated with the arrow at time step 2 here). (B) 3D renderings at five selected time steps 
show that this acceleration takes place throughout nearly the entire oil cluster in the sample. After the Haines jump, internal fluid redistribution is performed 
through remarkably tortuous flow paths which include flow reversal in part of the sample (upward oriented flow paths indicated on rendering 4). A corresponding 
video can be found in SI Appendix (Movie S1, accessible via Figshare: https://figshare.com/s/9b7ee99333c20c83ca01).

A B

Fig. 3.   The energy dynamics of a Haines jump in the porous filter sample. (A) The cumulative pressure–volume work, the kinetic energy, and the surface energy 
determined from the 3D images for the fluid displacement in Fig. 1. The blue shaded area shows the uncertainty on the surface energy when varying the contact 
angle by ±10°, between 25° and 45°. (B) The rate- of- change of the energy contributions, where time zero (by definition) marks the start of the Haines jump.D
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Finally, approximately 10 s after the Haines jump, a new phase 
is started when the surface energy starts to be charged again at 
approximately the same rate as the PV work. This is expected to 
proceed until the energy barrier of the next Haines jump can be 
overcome.

1.3. Flow Field Perturbations Spread through the Porous 
Medium, Affecting Meniscus Dynamics and Solute/Colloid 
Transport. The kinetic energy fluctuations observed in Section 1.2 
reflect perturbations that spread through the flow field in the 
porous medium as a wavefront. It is important to understand how 
this spreading takes place, as it causes nonlocal dynamic effects on 
the fluid menisci: A fluid meniscus in a pore far away from the 
Haines jump may “feel” the latter’s effect due to changes in the 
flow and pressure field, potentially impacting the displacement.

In Fig. 4, we show how the averaged velocity of tracer particles 
changes over time in function of their distance to the Haines jump. 
Close to the Haines jump, the mean flow velocity exceeds the 
injection rate by a factor 44 in the glass filter sample. SI Appendix, 
Fig. S4 shows that this is a factor 5 for the Ketton limestone sample. 
Note that the velocity close to the Haines jump may exceed the 
maximum tracer velocity that we can detect (approximately 4 vox-
els/scan meaning 44 µm/s), which may result in an underestimation 
(52). Tracers that are originally positioned further from the Haines 
jump also undergo acceleration but with a small time delay that 
increases with the distance to the Haines jump. This delay repre-
sents the time for the acceleration in the flow to spread through 
the porous medium. Our data show that the disturbance to the 
flow field spreads in the porous medium with a speed of the order 
mm/s. This is contrary to the pressure fluctuation originating at 
the Haines jump, which travels at the speed of sound in liquid, on 
the order of 103 m/s in oil. Since inertia is negligible (Reynolds 
numbers reach maximum 10−4) and the fluid can be treated as 
incompressible at the observed pressure fluctuations, this indicates 
that the viscous mass flow limits the propagation of the velocity 

field fluctuation here. When the pressure wave reaches a certain 
meniscus, it takes a finite time for the mass flow associated with 
the local meniscus retraction to take place. This relates the flow 
dynamics in the bulk to the contact line dynamics (62), which 
depend on pore wall roughness and viscosity. Our results thus 
indicate the importance of accurately capturing the effective con-
tact line dynamics in pore- scale simulations.

The fact that the local flow velocities during multiphase flow 
can be many times higher than the injection flow rate can impact 
the balance of capillary, viscous, and inertial forces in the pores. 
It is therefore interesting to characterize the zone of influence of 
the Haines jump’s perturbation to the flow field. Therefore, we 
investigate the distance over which the velocity fluctuation decays, 
in units of the samples’ characteristic pore sizes. Fig. 4 shows the 
maximum amplitude of the velocity wave in function of the dis-
tance traveled from the Haines jump (i.e., the height of the peaks 
just after time 0 s in Fig. 4B). Viscous liquids undergo damping, 
suggesting an exponential decay. An exponential fit shows that the 
characteristic dissipation length is approximately 15 pore lengths 
for the filter sample and 22 pore lengths for the Ketton limestone 
sample (SI Appendix, Fig. S4).

2. Discussion

The unique 4D velocimetry approach introduced here enables 
experimental observations of flow field dynamics when one fluid 
displaces another in a 3D porous material. We apply this to a glass 
filter and a limestone sample. Our results align well with long- 
standing observations and simulations of meniscus dynamics 
during drainage (26, 29, 63, 64) and show that these dynamics 
drive transient flows in the bulk fluid behind the invading menis-
cus. These transient flows are an important driver for the com-
plexity of multiphase flow in porous media, which has spurred a 
decade of research since the first dynamic micro- CT imaging of 
Haines jumps by Berg et al. (16).
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Fig. 4.   The Haines jump at time zero is the source of a fluctuation in the velocity field, which propagates through the sample. (A) Schematic of the fluctuation 
propagation. (B) Mean local velocity over time for tracer detections at different straight- line distances from the Haines jump location (x), the latter expressed in 
relation to the sample’s mean pore size (dpore). The velocity peak shifts in time for increasing distance, related to the finite propagation speed of the fluctuation. 
(C) The local maximum velocity (velocity peaks in B) decays in function of the distance to the Haines jump due to viscous dissipation, with a characteristic decay 
length λ of 14.7 times the characteristic pore size.D
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The observed transient flows are linked to a known effect: 
During a Haines jump, the fluid is internally redistributed by 
retraction from surrounding pores (16). Our experiments reveal 
that this results in highly tortuous 3D flow patterns with a char-
acteristic length scale up to 22 pore lengths (for Ketton limestone). 
The length scale is important as transient flows infer viscous and 
inertial forces in a local zone of influence around the Haines jump. 
The measurements thus suggest that nonlocal dynamic effects 
caused by Haines jumps can be remarkably long- ranged in 3D 
pore geometries, impacting the representative elementary volume 
even for relatively homogeneous materials. Previous simulations 
on simple 2D geometries indicated the influence zones to be 
smaller, around ~4 pore lengths in ref. 65, while micromodel PIV 
studies did report long- ranged (yet unquantified) perturbances 
(30, 66). The large spatial extent of the transient flows also high-
lights the invalidity of the capillary number to characterize the 
viscous- capillary force balance: It assumes that viscous forces work 
on the length scale of a single pore (throat), which is clearly not 
the case. Finally, we perform the first 3D imaging- based evaluation 
of how the kinetic and interfacial energy vary during the course 
of a Haines jump. The results are in line with prior studies which 
indicated that the flow dynamics are driven by conversion of 
energy stored in fluid menisci to kinetic energy, with an overall 
efficiency of around 30 to 40% estimated for sandstone (67, 68). 
The experiments thus yield unique data to validate pore- scale 
models on complex pore geometries.

Our experiments are performed with a high- viscosity nonwet-
ting phase (200 mPa s) which improves the tracer particles’ sta-
bility. In systems with lower fluid viscosities, transient flows may 
be even more salient. There are several reasons for this. First, 
Haines jumps may proceed approximately 200 times faster in 
experiments with decane- like fluid viscosities (~1 mPa s), placing 
them on the time scale of 10−2 s and the velocity scale of 10−2 m/s, 
rather than, respectively, seconds and 10−4 m/s in our study. These 
estimates are in line with previous observations on such fluid 
systems (16, 58). This is because the magnitude of the velocity 
perturbation is determined by the local pressure gradient divided 
by a flow resistance factor which scales with fluid viscosity and 
depends on pore geometry (65). Second, the high viscosity damp-
ens inertial effects tied to transient flow, e.g., meniscus oscillations, 
while these can play an important role in, e.g., water–air or water–
decane flows (27, 69). In our data, the maximum achieved 
Reynolds number is of order 10−4, in contrast with (up to) order 
102 in such studies. Finally, for lower viscosity systems, the char-
acteristic length scale of the flow perturbations may be larger due 
to reduced viscous dissipation during the internal fluid redistri-
bution. In other words, it is possible that fluid retraction takes 
place over a more spread- out region if the viscosity is lower. Note 
that the precise viscosity scaling is not trivial as it likely also 
depends on contact line dynamics and pore geometry.

The observation of highly unsteady velocity fields puts forth 
new questions for solute and colloid transport in multiphase sys-
tems. The enhanced dispersion in such systems has so far been 
fully attributed to the increased tortuosity of flow fields in the 
presence of a second fluid. Our observations confirm this, but also 
show important temporal perturbations in the flow field. This 
could play a role in enhancing solute mixing (70), which may be 
particularly important when a solute leaches from one of the 
phases into the other causing concentration gradients near fluid 
menisci. This is highly relevant for groundwater pollution, e.g., 
chemicals leaching into the groundwater. Velocity perturbations 
also have important consequences for colloid remobilization in 
unsteady two- phase flows, for example, in soil after rain fall. Here, 
current studies have focused on remobilization when a meniscus 

passes over an attached colloid, “sweeping” it back into a mobile 
state. Our results show that unswept particles may still be remo-
bilized by flow field perturbations. Studies in single- phase flow 
show that remobilization may happen at ~100 µm/s (71), which 
is well within the range of the velocity peaks expected in water–air 
systems.

The work presented here opens up the experimental study of 
the dynamics of flow fields during complex flows in 3D geome-
tries. Nevertheless, further work is needed to extend the findings 
to a broader range of experimental fluid and flow conditions and 
a wider range of samples. Furthermore, our observations on mul-
tiphase flow dynamics are currently limited to very few pore- filling 
events. Hence, we do not yet have statistics on fluid invasion 
events, which is necessary to scale up the results. To make this 
further work possible, there is a need for methodological improve-
ments, notably improving the temporal and spatial resolutions to 
increase the dynamic range of the velocimetry measurements and 
to enable the use of smaller and lighter tracer particles suspended 
in lower- viscosity fluids.

3. Materials and Methods

3.1. Experimental Design. The experiments were performed on two cylindrical 
porous samples of 4 mm diameter and 10 mm length: a sintered glass filter 
(ROBU P0, Germany) and Ketton limestone. They have mean pore sizes of, respec-
tively, 122 µm and 52 µm and image- based porosities of 27 and 14% (Ketton 
has additional nm- scale porosity, which does not partake in the invasion process 
here). The pore size distributions are shown in SI Appendix, Fig. S5. The wetting 
fluid is KI- brine (10% KI by weight), while the nonwetting fluid is silicone oil 
AR200 (Sigma- Aldrich, Belgium). These liquids have viscosities of, respectively, 
1 mPa and 200 mPa and densities of 1,074.75 kg/m3 and 1,070 kg/m3 at the 
experiment temperature of 24 °C (72). The interfacial tension is 30 mN m. Both 
the glass filter and the Ketton limestone are water- wet relative to oil. Typical 
literature values for advancing/receding contact angles of oil/water on a flat glass 
plate are, respectively, 44° and 24° (59, 73). For calcite surfaces, decane/water 
static contact angle varies between 53° and 81° depending on surface roughness 
(74). Note that contact angles in porous media are known to be different from 
those measured on flat surfaces due to pore geometry and roughness effects (59).

Silver- coated hollow glass tracer particles with a mean particle size of 10 µm 
(CoSpheric, USA) were added to the silicone oil (12 mg per g of liquid). The tracer 
particle size distribution measured by laser diffraction (Malvern Mastersizer 2000) 
can be found in SI Appendix, Fig. S6. The true particle density of 1,080 kg/m3 is 
sufficiently close to the silicone oil to avoid effects caused by particle settling and 
centrifugal forces during the image acquisition. This is proven by negligibly small 
particle Stokes numbers and terminal velocities due to gravity and centrifugal 
forces (SI Appendix, Texts S3 and S4). Particles were dispersed with an ultrasonic 
homogenizer (Hielscher UP50H, Germany) and fluids were deaerated by vacu-
uming while placed in an ultrasonic bath (Bandelin Sonorex TK52, Germany).

The porous samples are inserted in a Viton sleeve mounted in a Hassler- type 
flow cell made of PEEK, with two flow ports connected to the bottom sample 
face and one flow port connected to its top face. This flow cell is mounted on the 
rotation stage of the TOMCAT beam line of the Swiss Light Source (Paul Scherrer 
Institute, Switzerland), together with two compact high- precision syringe pumps 
(Harvard Apparatus, USA) which are powered and controlled through electronic 
slip rings (SI Appendix, Fig. S7). Since all flow lines and electrical cables are con-
tained within the rotating setup, the sample can be rotated indefinitely during 
tomography acquisition, which enables fast and continuous imaging without time 
gaps. The setup allows us to supply fluids at precisely controlled flow rates during 
tomography acquisition, down to a minimum set rate of 3.7 nL/min.

At the start of the experiments, the samples are first saturated with deaerated 
brine at a high flow rate of 25 mL/min, displacing air out of the pores in the sam-
ple. The brine is then pressurized to 2 MPa, which is kept as a constant back pres-
sure during the experiment, avoiding difficulties with bubble formation due to 
the high X- ray flux (56). Next, the silicone oil with tracer particles is injected from 
the bottom of the sample at 174 nL/min for the filter experiment and 250 nL/min  
for the limestone experiment. This constant rate corresponds to an estimated D
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interstitial flow rate in the pores of, respectively, 0.82 µm/s and 2.38 µm/s, result-
ing in capillary numbers of 5.5 × 10−6 and 1.6 × 10−5. We start acquiring bursts 
of tomograms when the oil is first observed on radiographs at the bottom of the 
sample. The presented results are based on selected bursts where displacements 
are observed: one where the field- of- view is in the inlet area of the filter sample 
meaning all the oil in the sample is in the field of view, and one where the field- 
of- view is further above the inlet area in the Ketton.

3.2. Imaging. The X- ray micro- CT imaging in this work is performed at the 
TOMCAT beamline, using the GigaFRoST high- speed camera and 4× magnifica-
tion optics (Optique Peter) (75, 76), resulting in an isotropic voxel size of 2.75 µm 
and a maximum field of view of 5.5 × 5.5 mm2. The experiments are performed 
with a filtered white beam (5 mm glassy carbon and 4 mm borosilicate glass). 
For each sample, we first acquire dry and brine- saturated reference scans. Then, 
during the drainage, bursts of 100 or 200 3D images (tomograms) are acquired 
back- to- back by continuously rotating the sample around its axis. Each tomogram 
comprises an 180° rotation of the sample, during which 500 or 1,000 radiographs 
are acquired with an exposure time of 0.5 ms each. This results in a scan time 
per 3D image of 0.25 s (filter sample) and 0.5 s (Ketton). After acquisition, each 
time step in the burst (consisting of 500 or 1,000 radiographs) is reconstructed 
into one 3D image using the gridrec algorithm (77). This was performed twice: 
once with a Paganin phase retrieval algorithm (78) to maximize contrast between 
oil and brine and once without it to maximize contrast between tracer particles 
and oil. Representative example images are shown in SI Appendix, Figs. S8–S11 
and Movie S2.

3.3. Individual Particle Tracking. The sets of drainage images without phase 
retrieval were used for individual (Lagrangian) particle tracking using the open- 
source software package TrackPy (79), based on the methodology described in our 
earlier work on single- phase flow (52). Further details are available in the supple-
mentary materials (SI Appendix, Text S1 and Fig. S12). This yielded approximately 
20,000 velocity points per time step in the filter experiment, and 16,000 in the 
Ketton experiment. Uncertainty quantification of the particle tracking approach 
for a steady flow indicated that particles with velocities up to 4 voxels/scan can be 
reliably tracked with velocity errors below 10% (52). In the experiments presented 
here, 99% of detected velocities are lower than 4 voxels/scan. The maximum 
local velocity of the fluid meniscus movement (based on local distance between 
subsequent surface extractions, not on particle tracking) during the Haines jump 
in the filter sample was approximately 15 voxels/scan. Particle tracers in regions 
close to such an ongoing Haines jump likely reach a similar maximum velocity 
and therefore go temporarily undetected due to motion- blurring artifacts. This 
may result in an underestimation of the mean velocities right after the Haines 

jump onset. Further validation studies are necessary to fully quantify the meas-
urement uncertainty.

3.4. Image Analysis and Calculation of Energy and Velocity Parameters. 
The fluid distributions during the experiments are investigated using the set of 
images reconstructed with phase retrieval. The brine- saturated scan was first 
registered and subtracted from each drainage time step image. The resulting 
images have a high contrast- to- noise ratio for brine and oil, and their segmenta-
tion is therefore performed with a straightforward automatic Otsu thresholding. 
These steps are performed using Python/SciPy. The segmented images are post- 
processed using the despeckle filter in Avizo to remove small noise spots. The result 
is illustrated in SI Appendix, Fig. S13. From this, fluid saturation is calculated at each 
time step, and the difference image between subsequent time steps yields the rate 
at which oil retracts (Fig. 1C). For the filter sample experiment, the surface areas 
and mean curvatures of fluid–fluid and fluid–solid interfaces are calculated using 
the open- source code developed by Khanamiri et al. (80); after downsampling 
by a factor two to reduce the computational requirements. From this, the energy 
contributions in Fig. 3 are calculated using the equations in SI Appendix, Text S2.

Data, Materials, and Software Availability. Tomography dataset data 
have been deposited in PSI Public Data Repository (https://doi.org/10.16907/
c0dfa6c8- 25da- 454e- 82fa- fc5db7f7c6f2) (81). The code used to analyze the 
images and the resulting derived data (particle tracks with velocity information, 
surface properties, and energy calculations) will be made available on https://
github.ugent.be/UGCT/XParticleTracking (82).
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