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Abstract

Context: Requirements engineering (RE) literature acknowledges the importance of early stakeholder identification. The
sources of requirements are many and also constantly changing as the market and business constantly change.

Identifying and consulting all stakeholders on the market is impractical; thus many companies utilize indirect data sources, e.g.
documents and representatives of larger groups of stakeholders. However, companies often collect irrelevant data or develop their
products based on the sub-optimal information sources that may lead to missing market opportunities.

Objectives: We propose a collaborative method for identification and selection of data sources. The method consists of four
steps and aims to build consensus between different perspectives in an organization.

Methods: We develop the method following the design science research method. We demonstrate the use of the method with
three industrial case studies.

Results: Our results show that the method can support the identification and selection of data sources in three ways: (1) by
providing systematic steps to identify and prioritize data sources for RE, (2) by highlighting and resolving discrepancies between
different perspectives in an organization, and (3) by analyzing the underlying rationale for using certain data sources.

Conclusion: We conclude that our proposed method is well suited to support systematic identification of requirements sources
in industry. Further work on the method include validation and adaptation for use different contexts, and developing tool support.

c© 2011 Published by Elsevier Ltd.
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1. Introduction

Requirements engineering (RE) aims to elicit and analyze stakeholder needs, constraints, and wishes to support
the rest of software engineering activities [1, 2]. One of the first steps in requirements engineering is to identify
stakeholders and the potential sources of requirements [2]. In dynamic markets and evolving businesses, the pool of
stakeholders could be large and constantly changing [3]. New stakeholders could emerge and existing ones become
obsolete. Continuous identification and ranking of stakeholders and requirements sources is a challenge.

Consulting with a large and diverse group of stakeholders with different interests, inconsistent needs, and vary-
ing levels of commitment is another challenge [4, 5, 6] and contributes to overloaded requirements engineering [6].
Digitalization and pervasive connectivity significantly contribute to a paradigm shift towards data-driven identifica-
tion, prioritization, and management of software requirements [7]. This means that human requirements sources are
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complemented by large amounts of sensor data, for example telemetry [8]. Therefore, in this paper we focus on
requirements sources that involve both stakeholders and data produced by sensors or software.

The importance of early and accurate stakeholder identification is stressed by the Software Engineering Body of
Knowledge (SWEBOK [2]), the Software Engineering Institute (SEI [9]), and the Rational Unified Process (RUP [10]).
Still, the focus is primarily on categorizing requirements sources [9, 11, 12, 13, 14] rather than exploring relationships
and dynamic interactions [15, 16]. The stakeholders are identified and listed once and considered as static entities.
This view is incompatible with current trends where users drive product innovation [17]. Furthermore, the list of
stakeholders is often composed of one person (e.g., requirements analyst) rather than consulting several roles and
consensus-building.

Interactions among many stakeholders produce a continuous flow of data, such as feature ideas, feedback, problem
reports, requests for specific customizations, product usage data, market analysis reports, and so on [18]. Overloaded
with all these sources, companies often choose the path of least resistance and consult with the most accessible infor-
mation sources [19, 20], e.g., by inventing requirements internally [21] or by responding to customer-specific feature
requests [22]. However, focusing on particular customers may hinder realizing the full potential of the market and
growth opportunities [20, 23]. Finally, although some consider multiple roles (viewpoints) in requirements prioritiza-
tion [24], considering and balancing various data sources remains largely unexplored.

There are general purpose ranking methods, such as AHP [25], and requirements engineering specific methods,
see, for example, Barbar [26] and Burnay [27]. However, general purpose methods lack instructions for use in RE
context. Existing RE specific methods are tailored for use in specific contexts (e.g. bespoke RE), and lack support for
collaboration in RE and adaptation for use in new contexts.

In this paper, we present a method for identifying and ranking relevant requirements sources. The method is aimed
to support a) identification of relevant requirements sources, b) ranking of requirements sources by their relevance, c)
prioritization of requirements sources in changing market needs and contextual factors, d) different perspectives. We
evaluate the proposed method in five case studies in various domains.

The rest of this paper is structured as follows. Section 2 provides background and summarizes related work in
the area. Section 3 describes the research methodology steps. Section 4 presents the method and its steps. Section 5
presents three cases and lessons learned from the validation of the method. Section 6 discusses our results. Section 7
concludes the paper.

2. Background and Related Work

The advent of data-driven product development has shifted the efforts of requirements identification from focusing
on stakeholders (humans) as the main sources of opinions and requirements, to product usage data, sensor data,
and other information generated by machines [28, 29]. We present related work with this transformation in mind,
reviewing existing methods for stakeholder identification and quantification.

2.1. Identifying and Analyzing Requirements Sources

The main challenge is that not all requirements sources are equally promising or essential [21, 18]. The interactions
with many stakeholders produce a continuous flow of feature ideas, feedback, problem reports, requests for specific
customizations, and so on [18], complemented by continuous interactions between the market, developers, and the
product [30, 28].

Moreover, connectivity and social media make it very easy to submit feedback about the software products [29].
The consequence is an evolution of requirements engineering into collaborative, data-driven, and user-centered iden-
tification, prioritization, and management of software requirements [7].

Investing in documenting, analyzing, and prioritizing requirements from all data sources is impractical [23, 21].
As a consequence, companies consult with the most accessible sources [19, 20], invent requirements internally [21],
or respond to customer-specific feature requests [22, 31]. However, for new and innovative products, candidate data
sources and their relevance may be unknown, with the consequence that companies may miss growth opportunities
that market-driven products can offer [20, 23].

SWEBOK emphasizes the importance of considering stakeholders with diverse viewpoints [2]. Some authors,
e.g., Alexander [3], propose a list of stakeholder classes to aid the identification and diversification of stakeholders.
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However, stakeholders’ knowledge, power, interest etc. should be considered as well. Diverse methods suggest
stakeholder triage by their power, interest, and knowledge. Stakeholders ranking on multiple-dimensions is considered
the fittest to participate in subsequent requirements elicitation activities [32].

2.2. Review of existing methods
A recent systematic review identified several methods for stakeholder identification and quantification [33]. These

methods propose stakeholder high-level classes, e.g., into customers, development team, and business [34, 35, 20], and
triage them into mandatory, optional, and nice-to-have stakeholders [32]. However, these methods are not designed
explicitly for requirements sources (both stakeholders and data), and lack support for identifying and classifying
inanimate data sources.

We performed a follow-up search based on the results from Hujainah et al. [33] and Bano et al. [36]. We used
snowball sampling to identify existing stakeholder identification and classification methods. We then evaluated the
found methods for suitability for identifying requirements sources and crowd-based RE [28, 7]. We set forth the
following evaluation criteria:

1. EC1: Support for identification and classification of different types of requirements sources such as individual
people, large groups of people, documents, artifacts, product usage patterns, and alike [7, 3].

2. EC2: Support for collaboration between multiple analysts by capturing and illustrating different perspectives,
in contrast to capturing only the consensus view from the group [37].

3. EC3: Support for adaptation of the method for use in different contexts. The results of a method depend on how
well it is suited for use in the given context [38].

We summarize our results in Table 1. We denote a method and criteria with “Yes” if the method description
addresses the criteria. We use “Partial” to convey potential method support for the criteria through an extension or
adaptation. Finally, we use ”No” to denote a clear lack of support. Cases where a criterion is not applicable are
denoted with “-”.

We also extract the level of validation and evaluation presented in each study. We consider a validation relevant for
the industry if the subjects, case, validation context and scale, and evaluation method is rigorous and is representative
in the industry. Validations involving, for example, down-scaled cases, students, lab experiments are considered
irrelevant for industry [39].

By reviewing the existing methods, we observed several patterns. First, we observe that several methods, for
example, Babar et al. [40, 26], Razali and Anwar [32], and Bendjenna et al. [41], use predefined generalized criteria
for analyzing stakeholders. The proposed criteria, such as interest and communication skills, are relevant for human
stakeholders and cannot be applied to artifacts. Thus, these methods are context-specific and are challenging to tailor
for use in a crowd RE setting.

Ballejos and Montagna [43] and Lim et al. [44] propose methods for analyzing relationships between already
known stakeholders. Professional and personal relationships are relevant only for human stakeholders and cannot be
applied to inanimate objects, e.g., product usage data.

None of the reviewed methods, with the partial exception of Razali and Anwar [32], support the collaboration of
multiple analysts. They suggest extending the proposed method with prioritization techniques supporting collabora-
tion, such as AHP [25].

Only some studies present industrially relevant validation or evaluation along with the proposed methodology.
Working together with the practitioners and conducting at least a preliminary evaluation is important to produce
industrially relevant results [39].

We conclude that none of the reviewed methods is suitable for identifying and selecting data sources for MDRE.
Our work occupies this research gap.

2.3. Decision-making scenarios
Software engineering is a collaborative activity and requires cooperation between multiple individuals [45]. Re-

quirements engineering is decision-making intensive [37]. We can extrapolate decision making into the following
two scenarios [46]:
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Table 1. Evaluation of existing stakeholder selection methods

Method summary Different data
sources Collaboration Adaptation Validation

Babar et al. [40] analyze skill and level of
interest of stakeholders No No No None

Razali and Anwar [32] consider mandatory,
optional, and nice to have stakeholders and
analyzes their knowledge, interest, and
interpersonal skills

No Partial No None

Bendjenna et al. [41] consider stakeholder
power, legitimacy, and urgency No No No None

Babar et al. [26] focus on classifying
stakeholders based on their personal and
professional characteristics

No No No
Three
relevant
cases

Burnay [27] propose a taxonomy of
requirements elicitation sources comprising
of people, organization, artefacts, processes,
and environment.

Yes - No
One
industrial
case

Alexander [3] propose a model for
identifying stakeholders and surrogate
requirements sources

Yes - Yes None

McManus [42] present guiding questions to
identify and classify relevant stakeholders. Partial No No None

Ballejos and Montagna [43] propose a model
for stakeholder representation comprising of
roles, interests, influences, power, and goals

No No Yes One case

Lim et al. [44] propose a method to identify
and prioritize stakeholders using social
networks analysis methods

Yes - Yes Industry
survey

The group-based approaches aim to achieve consensus by discussion and negotiation between the group members.
This approach carries the risk that the more powerful members of the group dictate the final outcome. The risk is
particularly high in groups consisting of individuals from different levels of an organizational hierarchy. Negotiations
and discussions are possible only in relatively small groups, e.g., agile teams. Furthermore, individual views in the
group could be conflicting to the degree that a consensus is impossible without compromising the final decision or
rejecting conflicting decision items. Thus, group-based approaches are feasible in relatively small and rather aligned
groups.

Individual-based approaches aim to support individuals in communicating their perspectives and aggregating
individual views into a final decision. Such an approach treats each individual perspective as equal regardless of rank
and negotiation power. However, individual-based approaches suffer from the neglect of interactions, exchanges of
ideas, and arguments that arise from discussions in the group.

As shown by Tindale et al. [47], the degree to which ideas, preferences, knowledge, etc., are shared in the group
determines the acceptance of the final decision and affects the quality and accuracy of the final decision. However,
group discussions are not feasible in MDRE, mainly due to many stakeholders and large quantities of product-usage
data. Thus, eliciting and aggregating individual perspectives is a more promising approach.

Several authors explored the applicability of Multi-Criteria Analysis Methods for decision making, e.g. for sus-
tainable transportation [48], engineering management [49], or emerging technologies within ICT [50]. However, to
the best of our knowledge no study has attempted to use multi-criteria analysis methods for software engineering and,
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in particular for selecting potential requirements sources.

3. Research Methodology

We follow the Design Science Research Method (DSRM) by Wieringa [51]. DSRM describes the steps to design
an artifact considering two perspectives: i) a specific real-life situation requiring a practical solution, and ii) an ab-
stract, research view of the problem and solution. In the following subsections, we describe each of the six steps in
detail.

3.1. Research objectives

In this section, we formulate the research problem with a template proposed by Wieringa [51]. The objective of
this study is to:

• Improve the identification and ranking of requirements sources

• with a systematic method

• ensuring transparency and building consensus between different perspectives

• for a given task.

To guide our research, we formulate the following research questions:

RQ1: What are the needs towards identifying and selecting the most relevant requirements sources?
Rationale: By answering this research question, we formulate specific requirements for the method.

RQ2: How can a method support identification and selection of the most relevant requirements sources?
Rationale: By answering this research question, we aim to propose a method design.

RQ3: What improvements to the method are needed for its industrial use?
Rationale: We aim to validate the method in an industrial setting.

The research questions are answered using the design science methodology [51]. We identify the specific chal-
lenges of selecting stakeholders and data sources and review existing methods in Section 2. We outline specific
objectives of the method in Section 3.3; the design steps are presented in Section 4. Objectives and steps of the val-
idation are outlined in Section 3.5, the results of the validation are presented in Section 5. We discuss our results in
Section 6.

3.2. Step 1: Problem identification and motivation

This research is inspired by related work on software-intensive product engineering in MDRE and known chal-
lenges in MDRE [21]. Several authors, e.g., Klotins et al. [22, 31], Jin et al. [29], and Groen et al. [28], highlight
the identification and selection of data sources as one of the critical practices to ensure that the product is technically
and commercially successful. Identifying the right sources of requirements remains an inherent challenge in MDRE
[21]. As summarized in Table 1, there is a shortage of methods for identifying requirements sources. In particular,
there is a need to develop methods that can support different types of data, collaborate between multiple analysts by
capturing and illustrating different perspectives and offer adaptation for various contexts. Identification of appropriate
requirements sources is central to understanding the context in which the product is developed and operated [52].
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3.3. Step 2: Objectives of the method

The main objective is to support the identification and ranking of requirements sources. We decompose the main
objective into sub-goals:

1. Objective 1: Support for the application of the method for a given task or a problem

2. Objective 2: Support for identification and ranking of relevant requirements sources

3. Objective 3: Support for different types of data sources such as individuals people, large groups, documents,
artifacts, product usage data, and alike

4. Objective 4: Support for collaboration and consensus-building among multiple analysts but also capturing the
individual viewpoints and disagreements

5. Objective 5: Transparency and understandability to comprehend the method and its output.

3.4. Step 3: Design of the method

The method was incrementally designed in a series of review rounds. The authors discussed design concerns at
each round, evaluated different possible solutions, and updated the method accordingly. We documented rationales
behind our design choices and discussed potential alternative solutions, see Section 4.

3.5. Step 4: Demonstration

We perform a static validation of the method to evaluate its usability and collect feedback for further development
of the method [53]. The validation consists of the following steps:

1. We start by presenting the aims of our study and establishing a common vocabulary. Throughout the demon-
stration, we avoid posing our views, instead, we elicit participants’ perspectives on data sources identification
and selection, utilized practices and challenges from their experience.

2. We ask the participants to describe a recent example where requirements sources were selected and used in
crafting ideas for further product development. We ask the participants to list all the data sources considered
and, with hindsight, rank them according to their contribution to the outcome.

The purpose of this step is to establish a baseline for comparison with the results from the method.

3. We continue by introducing the method step by step and asking participants to describe the trigger, list crite-
ria, and candidate data sources relevant for the example. This step is done in a discussion format inquiring
participants about the motivation of selecting or ignoring certain data sources or criteria.

The purpose of this step is to validate constructs of the method, their understandability, and practitioners ability
to provide meaningful criteria and data sources.

4. We ask participants to provide scores for criteria, evaluations to data sources and run the calculations to arrive
at the final ranking. We use a spreadsheet for data collection.

The purpose of this step is to arrive at a ranking of data sources based on the method for comparison with the
baseline.

5. Reflections on the results. In the end, we ask participants to reflect on the method and its consequences, compare
it with the initial ranking, and provide their perspective on the differences.

We conduct three case studies and describe the results in Section 5. Demonstrations are handled by the first and
second authors with the help of presentation materials and a semi-structured interview guide. Multiple practitioners
were involved in each demonstration.
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3.6. Steps 5-6: Evaluation and communication

Further evaluation and communication of the method are planned. We aim to follow the technology transfer model
by Gorschek et al. [53].

3.7. Threats to validity

We follow the guidelines by Runeson et al. [54] and discuss the four perspectives of validity threats.

3.7.1. Construct validity
Construct validity is concerned with establishing appropriate measures to observe the intended concepts. Key

concepts of the method presented in this paper originate from related empirical work on innovative software-intensive
product management and related work in stakeholder identification in requirements engineering and crowd RE. The
evidence we accumulated in Table 1 supports building our arguments of the need for a method that is flexible (can be
applied to different problems) and supports collection opinions from various roles and building consensus. Discussion
with participants at the case companies also supported the formulations and relationships of the concepts.

We further strengthen the construct validity during the case study, we asked the participants to discuss their views
on practices and challenges associated with stakeholder and data sources selection.

3.7.2. Internal validity
Internal validity is concerned with uncontrolled factors affecting causal relationships between concepts. The

method infers that criteria are the only yardstick to rank requirements sources. There could be other influences on
the ranking that do not fall under our definition of criteria. To minimize this threat, the method needs to be further
validated and operationalized, as well as more work is required towards understanding decision-making factors in
stakeholder selection.

Our participation may influence the review and responses of the participants. Knowing the objectives of our study,
practitioners may inflate the challenges of data sources selection. Furthermore, participants may be reluctant to reveal
their real opinions about the method because the authors were present. To mitigate this threat, we avoid posing specific
views, instead, we introduce concepts neutrally and ask practitioners to reflect on their experience.

A potential limitation of the method is the need to avoid ties between the criteria. Having dependencies between
criteria would impair rankings and the final results. We plan to explore different strategies for removing this limitation
with further work.

3.7.3. External validity
External validity is concerned with the extent to which the results can be generalized outside the studied cases and

remains the main limitation of our work. We cannot claim that the studied cases are representative of all companies.
Thus, the fitness of the method needs to be further validated. Therefore, we focus on analytical generalization, rather
than statistical generalization [55]. The diversity of the three case studies further strengthen external validity.

3.7.4. Reliability
Reliability concerns the degree of repeatability of the study. To support traceability and transparency, we described

the rationale and objective for each step of the research method and the case study. We also provide raw data and our
calculations as supplemental material online 1

However, the method embodies ideas, knowledge, and interpretations that remain to some extent subjective.

1Jupyter notebook with all data and code: https://github.com/EriksKlotins/data_sources_method

7

Electronic copy available at: https://ssrn.com/abstract=4098744

https://github.com/EriksKlotins/data_sources_method


E. Klotins et al. / Information and Software Technology 00 (2022) 1–25 8

4. The method

Our method combines multiple analysts’ input and constructs a ranked list of the requirements sources to analyze
and consult in a given decision-making situation. The requirements sources are rated based on their attributes, which
are selected and estimated by the analysts. The method consists of four main steps, see Fig 1.

In Step 1, the analysts identify a task and formulate a problem statement. The problem statement implies the need
to decide and consult multiple stakeholders and requirements sources. In Step 2, the analysts list relevant criteria for
the task (problem) for which identification and ranking of requirements sources is needed. In Step 3, the analysts
evaluate the requirements sources according to the identified criteria. In Step 4, the analysts analyze and interpret the
results.

Step 1
Formulate the problem

Step 2
Shortlist and prioritise 

evaluation criteria

Step 3
Evaluate data sources with 

respect to the criteria

Compile  list  of data 
sources

Apply criteria

Compile  list  of criteria

Prioritize the criteria

Identify and resolve 
discrepancies

Step 4
Interpret results

Rank requirements 
sourcesSub-steps

Main steps

Figure 1. Overview of the method. The method consists of 4 main steps with several sub-steps

4.1. Preconditions

We start the method design by identifying and outlining the core concepts described below.
A trigger is circumstances leading up to the formulation of the task or problem statement. A trigger could be, for

example, the identification of a new market opportunity, a customer request for a specific feature, market pressure, or
a technological shift. We believe that the dynamic nature of software business continuously generates triggers.

A problem statement is a brief description of a non-trivial issue to be addressed or a situation to be improved. A
problem statement describes the gap between the desired situation and the current situation [56]. A problem statement
should be quantifiable, e.g., the number of lost customers, the amount of potential revenue, or saved resources.

Requirements sources may have different forms, for example, individual stakeholders (such as key customers,
managers, or product engineers), the crowd [28] consisting of, e.g., potential customers, opinion leaders, and users
of competitor products, other organizations (such as competitors, partners, or suppliers), analytics (such as product
usage data, analysis of customer data, or results from market analysis), industry standards, and applicable laws and
regulations. Different requirements sources may offer different types of information and different perspectives on the
decision.

Criteria are principles of how requirements sources are selected and compared. The criteria depend on the task
or problem to be addressed. For example, an internal engineer is more accessible than a customer. In turn, customers
have more profound knowledge about their actual needs than engineers but may have little insight into underlying
technology constraints. Another example is the constructs used by Mitchell et al. [57] in his stakeholder identification
theory: power, legitimacy, urgency, and salience.

An analyst is an individual who collaborates with other analysts on selecting the requirements sources and on the
use of the method. We use the term analyst to refer to a range of people that could be involved in product decisions,
such as software engineers, product managers, financial officers, marketing, sales representatives, and alike. The
analysts are involved in the decision making and are the primary stakeholders, that is, the analysts are the decision-
makers.
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4.2. Step 1: Define the problem statement

The first step is to formulate the problem to be addressed. The problem formulation should contain the following
information:

1. Description of the current situation.

2. Characterization of the desired situation.

3. Quantification of the difference between current and desired situation, e.g. improve X by Y .

4. Preliminary candidate solutions (high level ideas) to the problem at hand. The candidate solutions are to be
evaluated and refined by the input from selected stakeholders.

For example, a candidate solution could be to expand the offering with a new feature. Our method aids require-
ments analysts reach a consensus what stakeholders and other requirements sources are the most relevant for
requirements elicitation.

4.3. Step 2: Shortlist and prioritize criteria

The second step is to identify and prioritize the criteria for comparing potential requirements sources. This step
has three sub-steps: 1) compile the initial list of criteria, 2) shortlist the relevant criteria by voting, and 3) prioritize
(weight) the criteria.

4.3.1. Compile a list of criteria
The analysts put together an initial list of criteria that will be used to compare different requirements sources. The

aim is to identify all relevant characteristics of an ideal data source to resolve the problem defined in Step 1. The
proper criteria are domain and problem-specific and can be identified through, e.g., discussions and brainstorming.

To facilitate the identification of relevant criteria, we adapt a taxonomy of requirements criteria proposed by Riegel
et al. [58], see Table 2. We propose to use the table’s high-level criteria as a starting point for the initial analysis and
brainstorming to identify additional criteria.

To avoid inconsistencies in further prioritization and estimation, the analysts need to avoid ties between the criteria.
For example, if criteria such as knowledge and domain knowledge appear together, analysts may have difficulty as-
signing consistent scores [59]. A counter-strategy could be to identify potential ties early and break down higher-level
criteria into more fine-grained criteria, thus eliminating the ties, e.g., separate knowledge into technology expertise
and market expertise.

4.3.2. Shortlist of relevant criteria
After the initial list of criteria is compiled, the analysts vote to shortlist the most relevant and exclude less relevant

criteria, thus reducing the effort in the next steps. Based on the votes and a cutoff threshold, relevant criteria are
selected for further consideration.

Each analyst lists all criteria and assigns a binary vote (relevant/not relevant) to each criterion. The ballots pro-
duced by the different analysts on each criterion are summed. Criteria with votes above a given threshold are included
for further consideration. For example, a majority vote can be used to decide which criteria to prioritize, i.e., we can
apply a cutoff threshold of k/2, where k is the number of analysts.

Shortlisting may be relevant only if more than two analysts are involved or there is a strong disagreement between
the analysts. For example, if a maximum of two analysts are involved, then a cutoff threshold of k/2 is 1. In this
context, both analysts’ criteria should be considered, or it may be decided to consider all criteria proposed by the
analysts.

Here and in further subsections, we exemplify the application of the method by describing analysts’ choices
and inputs from Case I. Analysts from the Case I selected knowledge of the product, accessibility, trust, value per
purchase, lifetime value, and the capacity to contribute as relevant criteria. Full description of the Case I is provied in
Section 5.1.
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Table 2. Example criteria of requirements to bootstrap data source criteria

Category High-level criteria Examples of detailed criteria

Benefits in terms of
knowledge Level, type of knowledge

Domain, customer needs, and wishes, product
technologies or features, business processes, laws,
regulations, standards

Benefits in terms of
experience

The amount, type of
experience

The product, similar products, specific market
segments, domain, product technologies

Benefits in terms of
financial value

Revenue, potential
revenue, profit Customer lifetime value, price per purchase

Costs Associated costs, indirect
costs Access, establishing access, maintaining access

Penalties Opportunity cost Business, market, technical, financial, reputation, the
dissatisfaction of other stakeholders

Risks Generic risk
Human errors, technical risks, implementation risks,
volatility, business risks, time, budget, project scope,
dependencies, reputation, legitimacy

Temporal context Timing Lead time, time to access, timeliness of data, frequency
of access

Suitability for use Ease of use Ease of access, mutual trust, understandability,
granularity, analyzability, accuracy, overhead

Behavioral Suitability for
collaboration

Availability, interest to contribute, commitment,
volatility, trustworthiness, willingness to experiment,
capacity volunteer resources for collaboration, power,
leverage

4.3.3. Prioritize the criteria
The purpose of this step is to prioritize the criteria by their relevance to the problem under a decision. Each analyst

assigns a score to each criterion, assessing its relevance (importance). We propose to use an ordinal scale from 0 to
5, i.e., all scores in {0, 1, 2, 3, 4, 5}, where 0 indicates no relevance at all, 5 indicates the highest relevance, and the
numbers 1, 2, 3, 4 represent intermediate values. Table 3 provides the semantic meaning of each score.

Table 3. Semantic meaning of the measurement scale

Score Meaning
0 Not relevant at all (to the given problem)
1 Marginally relevant
2 Somewhat relevant
3 Moderately relevant
4 Very relevant
5 Most relevant

The produced individual and averaged weights can be studied and compared to better understand and interpret the
problem under consideration. It could be useful to analyze whether there is a significant discrepancy in analysts’ opin-
ions about the criteria importance. Analyzing discrepancies can help to improve transparency, quality, and acceptance
of the results [47].

Analysts in the Case I produced the following scores, see Table 4.
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Table 4. Criteria scores from Case I
Criteria Analyst 1 Analyst 2

Knowledge of the product 3 4
Accessibility 2 5
Trust 5 3
Value per purchase 3 4
Life-time value 4 4
Capacity to contribute 2 3

4.4. Step 3: Evaluate requirements sources in regards to the criteria

In the third step, the analysts compile a list of potential data sources and use the selected criteria to evaluate each
requirements source. This step has three sub-steps: i) compile a list of requirements sources, ii) apply criteria, and iii)
calculate the result.

4.4.1. Compile a list of requirements sources
The analysts put together a list of potential requirements sources. The list can be created by writing down al-

ready known requirements sources, brainstorming, or a combination of both. The aim is to identify a diverse set of
potentially informative requirements sources for further consideration.

The requirements sources are usually domain-specific. However, we propose to use the high-level sources given
in Table 5 as a starting point for the initial analysis and brainstorming. Note that stakeholders can be accessed directly,
e.g., by consulting with engineers, and indirectly, e.g., by analyzing user behavior through product usage patterns.

Table 5. Example stakeholders and other requirements sources

Category High-level
examples Detailed examples

Internal
stakeholders

Engineers,
Product
managers,
business
stakeholders

Product engineers, architects, customer
service representatives, sales
representatives, managers, company
executives

External
stakeholders Users

Premium customers, freemium
customers, prospects, end-users, partners,
competitors, suppliers, lawmakers,
regulators

Analytics Product usage
data

Telemetry data, user data, user behavior
analysis

Reports Market research Market analysis, public surveys, trends,
analysis of similar products

Environment Domain
knowledge

Domain experts, Technology standards,
laws, regulations, industry conventions,
opinion leaders

4.4.2. Quantify the requirements sources (apply criteria)
The analysts apply the selected criteria to evaluate each requirements source. Each analyst produces a table

where each row maps to a requirements source, and each column to a criterion. The cells contain the analysts’ score
quantifying the requirements source in regards to the criterion.
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We suggest using a scale from 0 to 5, where 0 denotes the lowest and 5 the highest score. Higher scores are
awarded to more favorable evaluations, e.g., lower cost and higher accuracy. In Table 6, we provide the semantic
meaning of each score. Note that we consider only favorable (positive) scores.

Table 6. Semantic meaning of the measurement scale

Score Meaning

0 The requirements source does not favorably contribute to criteria at
all

1 The requirements source provide a marginal favorable contribution

2 The requirements source provide a somewhat favorable contribution
to the criteria

3 The requirements source provide a moderately favorable
contribution to the criteria

4 The requirements source provide a favorable contribution to the
criteria

5 The requirements source most favorably contribute to a criteria

4.4.3. Calculate the result
Up to this point, each analyst has produced scores quantifying the relevance of each criterion and a table evaluating

each requirements source in terms of each criterion. The resulting scores for each requirements source are calculated
by normalizing analysts’ scores, calculating the dot-product between data sources evaluations and criteria evaluations,
and averaging the scores between multiple analysts. The averaged scores are scaled between 0–1. Python code
performing the calculations is provided in Listing 1. The complete code used to to produce results of the case analysis
is accessible online2. The code returns intermediate results as well to enable transparency and analysis of potential
disagreements between analysts.

4.5. Step 4: Interpret results
Interpretation of results consists of two steps: i) Identify and resolve discrepancies between analyst perspectives,

ii) Present the ranked requirements sources for decision makers.

4.5.1. Identify and resolve discrepancies between perspectives
Breaking down the results and analyzing how different analysts have estimated criteria and requirements sources

can help to spot discrepancies. The analysis of such discrepancies can be useful for improved problem understanding,
removing ambiguity, and improving results of the method. We propose to visualize the resulting scores for each
analyst, i.e., result[’ans’] from Listing 1. The values show how different analysts have evaluated each data source
according to each criterion. Significant differences between evaluations suggest a discrepancy.

It is important to identify the cause of any discrepancies to improve and strengthen the results of the method. We
recognize the following causes for discrepancies:

1. Mistakes. A discrepancy can be caused by a wrongly entered number, miscalculation, or issue in a tool, etc.
Such discrepancies can be easily removed by remedying the cause.

2. Misunderstanding. Different analysts may have different interpretations of certain criteria or requirements
sources. Misunderstandings can be mitigated by initiating discussions and conducting an analysis of the an-
alysts’ estimates, and making corrections if applicable.

3. Different perspective. Discrepancies could also be caused by different and multimodal perspectives on the
problem at hand. Genuine different perspectives are handled by the method.

2Jupyter notebook with data and calculations: https://github.com/EriksKlotins/data_sources_method
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Listing 1. Implementation of the method calculations

import numpy as np

# cs − c r i t e r i a e v a l u a t i o n s c o r e s
# ds − d a t a s o u r c e e v a l u a t i o n s c o r e s
# i m r e s u l t s = F a l s e − r e t u r n i n t e r m e d i a t e r e s u l t s
def r a n k d a t a s o u r c e s ( cs , ds , i m r e s u l t s = F a l s e ) :

r e s u l t = { ’ c sn ’ : [ ] , # c r i t e r i a s c o r e s n o r m a l i z e d
’ dsn ’ : [ ] , # da ta s o u r c e s c o r e s n o r m a l i z e d
’ ans ’ : [ ] , # r e s u l t i n g s c o r e s f o r each a n a l y s t
’ avs ’ : [ ] } # averaged s c o r e s

# Normal i z e c r i t e r i a s c o r e s
r e s u l t [ ’ c sn ’ ] = cs / np . sum ( cs , a x i s =0)

# f o r each s c o r e s m a t r i x ( i . e . A n a l y s t )
f o r i , s c o r e s in enumerate ( ds ) :

# Normal i z e da ta s o u r c e s s c o r e s
dsn = s c o r e s / np . sum ( s c o r e s , a x i s =0)
r e s u l t [ ’ dsn ’ ] . append ( dsn )

# Dot−p r o d u c t be tween d a t a s o u r c e s c o r e s
# and c r i t e r i a s c o r e s
r e s u l t [ ’ ans ’ ] . append ( dsn @ [ row [ i ] f o r row in r e s u l t [ ’ c sn ’ ] ] )

n = l e n ( r e s u l t [ ’ ans ’ ] ) # number o f a n a l y s t s

avs = np . sum ( r e s u l t [ ’ ans ’ ] , a x i s =0) / n # Averaged s c o r e s

r e s u l t [ ’ avs ’ ] = avs / np . max ( avs ) # s c a l e

re turn r e s u l t i f i m r e s u l t s e l s e r e s u l t [ ’ avs ’ ]
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Discrepancies caused by misunderstanding, misinterpretation, and perspectives modalities can be addressed by
breaking down higher-level criteria and requirements sources into more specific terms. For example, a product could
consist of many technologies. Thus a criterion such as knowledge of product technology could be too broad to be used
for ranking data sources. Breaking down such high-level criteria into more specific can help arrive at more consistent
evaluations.

4.5.2. Present the ranked data sources for decision makers
The weights in the result[’avs’] indicate the overall relevance of each data source based on the evaluations of

all the involved analysts. That is, higher-ranking data sources are more relevant to the problem under consideration
and should be consulted with higher priority, e.g., see Fig 2 and Fig 4. We suggest interpreting the results in parallel
with analyzing discrepancies and exploring analysts’ views on each data source and criterion. Thus, it benefits both
the aggregated individual-based approach and the exchange of ideas within a group [46].

5. Case studies

In this section, we describe the demonstration and application of the method in three industrial cases and practi-
tioners’ reflections on each component of the method, lessons learned from each step, and the collected data. The three
companies were selected from our network based on the following criteria: 1) they develop software-intensive product
or services, 2) they undergoing significant business transformations, 3) they get the impression that the current set of
requirement sources is not the most optimal for answering the challenges that the significant business transformation
brings. All three companies volunteer to participated in this research receiving no compensation.

The raw data obtained from the cases and code used to analyze the data is available online3.

5.1. Case I - Supply Chain Digitalization
Stockfiller AB offers a software-intensive service digitalizing the supply chain between sellers (farmers, food

producers, and food importers) and buyers (restaurants and grocery stores) of food products in Sweden. The service’s
main value is a more efficient and transparent supply chain that historically is based on personal contacts and manual
processes. The service’s monetization model is based on the volume of goods traded on the platform. The service
manages about 10 000 sellers and buyers. The company has been in the market for five years. The company currently
works on securing the local market before expanding to nearby regions.

Two managers of the company, chief of operations, and head of sales, participated in a workshop. Since the
beginning, they have been with the company and have quite extensive knowledge about the product, market, potential
requirements sources, and stakeholders. The workshop follows the steps described in Section 3.5. We start by eliciting
practitioners’ experience with selecting requirements sources and a specific example that can be used as an input to
the method.

Reflections on the challenge: The participants reflected that the quality of elicited ideas from potential customers
is low due to a lack of understanding about the service and potentially sub-optimal processes at the customer side.
As a consequence, such feature requests had little value to other customers. Moreover, customers are often incapable
of articulating their actual needs. Thus demonstrating a prototype and eliciting feedback works much better than
interviews.

The company uses knowledgeable and experienced customers as a filter to vet new feature ideas, both internal
and provided by other customers. The respondents also identified product vision (their view of how the supply chain
should be organized) as a critical tool to shape the product and gauge customer requests for new features.

Triggers: The company discovered that a substantial amount of sellers have poor sales performance on the service.
Lagging sellers present missed revenue since the monetization model is based on the traded volume. Principals of the
company had proposed to explore the matter.

Analysts: The principals of the company are the main product decision-makers. Chief of operations, head
of product, and director of sales regularly meet and discuss opportunities for new product features, among other
concerns. In the demonstration, only the chief of operations and the director of sales were present.

3Data and code used in the calculations: https://github.com/EriksKlotins/data_sources_method
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Problem statement: The principals set forth an objective to support sellers by providing insights on their sales
performance. Initially, there were no insights for sellers to assess their performance and spot opportunities for im-
provement. As a consequence, the company was losing potential revenue. The wanted scenario would be that the
service provides useful information for sellers to monitor their performance and suggests adjustments to boost their
trade volumes.

Criteria: The participants immediately identified good relationships and knowledge as the primary criteria to
select stakeholders for collaboration. The participants also identified the product’s knowledge and experience, ac-
cessibility, value per purchase, life-time value, mutual trust, openness, capacity, and eagerness to contribute, e.g. by
piloting experimental features, as relevant criteria.

Only two analysts participated in the workshop, and disagreements on what are the relevant criteria were resolved
in the discussions; thus, explicit shortlisting of criteria was not necessary.

Further discussions revealed that some criteria could be broken down to be more specific and suit both stakeholders
and data sources, e.g., accessibility could be interpreted as the ease of access (for meetings, observations, or reading),
and understandability (of the actual needs and descriptions).

Requirements sources: The participants acknowledged using multiple inputs in their decisions. They listed
experienced and knowledgeable customers (key customers), similar products, internal engineers, new customers,
technologies (used design templates, patterns, frameworks), technology trends (such as new available technologies),
business needs, engineering concerns, laws, and industry standards as relevant data sources. In Fig. 2 (left side) we
show the original baseline estimates on data source relevance by both analysts.

Application of the method: The participants had no difficulty understanding the rationale behind assigning the
scores to criteria and evaluate the data sources. However, there were some discussions on the exact definitions of
requirements sources and criteria. For example, the product vision could have no lifetime value at all, if it is considered
as a document. However, the vision could have the highest possible lifetime value as realizing the vision is the
company’s purpose.

Interpretation of the results:
We observe several tendencies when looking at the results; see also Fig. 2. First, the method results show mostly

negligible differences between analysts views on how relevant each source is. The moderate disagreement concerns
the relevance of new customers as a source of data. Examining this discrepancy, we found that the root cause is a
disagreement on how much value per purchase new customers deliver (see Fig. 3). Analyst 1 wished to emphasize
that new customers directly contribute to the bottom line of the company. However, the other analyst expressed a view
that new customers contribute relatively little compared to established customers.

Secondly, comparing the original estimates and results from the method, see Fig. 2, we observe that the method
arrives substantially more consistent results between both analysts. Such results demonstrate that the method is
useful for consensus-building among the analysts. It also enables to conduct a multi-layer analysis of the analysts’
assessments. In that way, it further facilitates the interpretation and better understanding of the selected criteria, the
used data sources and the connections between them.

Lessons learned: When presented with the aims of our method, practitioners reflected on the challenging nature
of selecting requirements sources. Thus, their feedback added support to our hypothesis on the need for a structured
method. The participants were already familiar with all the concepts and their relationships. Thus we did not identify
any shortcomings in the construct validity.

The discussions revealed that the main area for improvement could be more refined guidelines for formulating
criteria applicable to human stakeholders and other types of requirements sources.

The application of the method helped participants to reflect on their views on what are the most relevant sources
of input and why. Specifically, how the use of certain requirements sources connects to short and long-term revenue.

According to the participants, the most valuable outcome from the demonstration was the discovery that even
though they consider product vision the key input into product decisions, they lack a clear connection between product
vision, revenue, and features. Features that originate from product vision lack an appraisal of potential impact revenue.
However, features requested by specific customers can be directly tied to revenue. As a consequence, they are not
able to weigh their generalized vision against the needs of a specific customer, thus lacking support for prioritizing
requirements.
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Figure 2. Results from the Case I. Figure on the left shows baseline estimates, i.e. respondent estimates without the method. Figure on the right
shows results from applying the method. Y-axis denotes the relative importance of data sources.
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Figure 3. Discrepancies in analyst estimates evaluating the relevance of new customers from Case I. Y-axis denotes normalized estimates on how
much data from new customers contribute to each criterion. Observe the disagreement between analysts on how much value per purchase new
customers deliver.

5.2. Case II - Construction Equipment

The second case is a company developing and manufacturing construction and mining machinery. The machines
are software-intensive, and most new features concern updates in the software. The company uses its global partner
network to sell and service its machines, and employs over 13 000 people.

Two managers participated in the workshop. The managers are involved and oversee the research and development
of new product features and have been with the organization for several years. We followed the steps described in
Section 3.5 and started by presenting the method, and then collected the data using a spreadsheet. We did follow-up
interviews with each participant to discuss and interpret the results from the method.

Reflections on the challenge: The participants noted that the organization recognises the challenge and had devel-
oped an internal framework for gathering information concerning future product development. However, the applica-
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tion of the framework varies per use.
Example case: The company introduced connectivity to construction machines. The connectivity provides teleme-

try on machine performance, error reports, maintenance needs, and operator behavior, among other data.
Triggers: The opportunity to benefit from the recent IoT development is considered a trigger.
Analysts: The company has a dedicated product planning group for product development. They also involve key

accounts and dealers in product decisions.
Problem statement: A substantial part of the company’s offering is the maintenance of the machines to ensure

efficient operation and reduce downtime. However, there is limited feedback to product development why a machine
breaks down and what usage patterns led to it. IoT technology delivers real-time data on how machines are operated,
thus enabling the company to prevent breakdowns and proactively improve the machines. This reduces maintenance
costs and improves availability, leading to improved service quality and reduced operational costs.

Criteria: The participants needed guidance for selecting criteria, thus they adopted the high-level criteria from
Table 2. The selected criteria were knowledge, amount of experience (with the product), revenue, cost, opportunity
cost, timing, ease of use, and suitability for collaboration. Only two analysts participated in the workshop; thus,
shortlisting of criteria was not necessary.

Requirements sources: The participants reflected that the key sources for ideas are dealers and key accounts.
Dealers and regional partners work closely with end-customers and have first-hand knowledge of their actual needs.
Furthermore, key accounts and dealers provide substantial revenue for the company; thus there is a financial incentive
to prioritize their input. Other sources of information are industry standards, regulations, engineering, direct feedback
from customers, workshops with machine operators, and engineers. We show the initial baseline ranking of data
sources in Fig. 4, the left side.
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Figure 4. Results from the Case II. Figure on the left shows baseline estimates, i.e. respondent estimates without the method. Figure on the right
shows results from applying the method. Y-axis denotes the relative importance of data sources.

Application of the method: The method application ran with only minor issues. The first issue was identifying
a problem to be studied, but after the initial discussion, the participants quickly agreed. The effort needed to get
them acquainted was moderate. Most time was dedicated towards the individual estimates of the importance of each
requirements source against the criteria (about 45 minutes on average for each participant). Some additional effort
was needed during the prioritization to explain the meaning of particular criteria for a particular data source.

Interpretation of the results:
The baseline estimates (Fig. 4, left side) show a discrepancy between the analysts regarding the product planning

group’s importance. However, applying the method (Fig. 4, right side) helped to arrive at more aligned results. The
key accounts were estimated (without the method) to be the primary data source. However, the method suggests that
input from regional partners, dealers, and product planning groups should be prioritized.
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Lessons learned: The participants’ reflections during the demonstration supported our earlier hypothesis that
product decisions are often opinion-based. The application of the method builds consensus and helps to reduce
discrepancies.

We observed a need to accommodate a scenario where distributed analysts work independently, and combine their
input. This can be achieved by more stringent guidelines on selecting criteria and data sources for evaluation and tool
support to facilitate the method. Our participants saw value in eliciting the criteria and consensus building among
them, and a large group of stakeholders involved in decision-making.

5.3. Case III - Real Estate Management

PlanOn Software offers solutions for real estate managers, occupiers, and service providers. The main offering of
the company is a software platform streamlining real estate management. The main office of PlanOn is located in the
Netherlands. However, the company services customers in 40 countries. The company has operated since 1982 and
now employs over 750 people.

We conducted three workshops with this company. The first workshop was to explore their case, the second to
apply the method and collect data, and the third workshop to analyze the results. A total of six managers from different
areas participated in the workshops. The participants were:

• Sales manager

• Key account manager

• Systems design/development manager

• Functional design/product manager

• Marketing manager

• Lead product manager

The participants have varying experiences in the organization ranging from 1 to 10 years.
Reflections on the challenge: The participants immediately pointed out that most product decisions are heavily

influenced by one of the founders (currently an executive in the company), who maintains great influence on the
organization and offers extensive experience and knowledge of the market.

The participants shared some concerns about the status quo and indicated that product decision-making needs to
be distributed to sustain further growth of the organization.

Marketing and sales managers mentioned that they are typically involved late in product development, leaving
them with impaired influence on marketing and sales activities.

In addition to internal sources, the participants mentioned piloting new features with focus groups and useful
contacts with key customers.

Triggers: The company decided to improve its offering by providing a cost settlement feature to mediate relation-
ships between utility service providers and tenants. At the time of our workshops, the feature was recently launched.

Analysts: There is no established way of product decision-making. Most decisions are made by the before-
mentioned executive. Six internal stakeholders were invited into the workshop.

Problem statement: Since there is no established process of selecting data sources, participants wished to explore
the rationale behind each source. Most importantly, to what extent the executive’s knowledge and experience should
be prioritized over market signals.

Requirements sources: During the discussions, we elicited several potential requirements sources they are cur-
rently using or would consider useful. The participants identified market research, marketing, prospects (potential cus-
tomers), key customers panel, sales, external analysts, the executive, launch customers, product maintenance teams,
product telemetry, engineering teams, standards/regulations, competitors, and accounting principles as potential data
sources.

Before introducing the method, we asked participants to evaluate the data sources according to their relevance
to the cost settlement feature. We asked each participant to evaluate each source on a scale 0 - 5. The results are
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Figure 5. Results from the Case III, comparing ad-hoc estimates (baseline) and results of the method on the importance of data sources. Y-axis
denotes the relative importance of data sources.

summarized in Fig. 5. Note that we visualize analyst estimates with box plots to improve the readability of a large
number of data points.

Criteria: The participants identified knowledge about market direction (from market leaders), knowledge about
the mainstream market’s needs, potential monetary gains, investment in accessing a source, knowledge about technical
possibilities and constraints, risk of tunnel vision, and risk of non-compliance as relevant criteria. The participants
discussed the criteria and swiftly reached a consensus on what criteria were relevant. Thus, explicit shortlisting of
criteria was not performed.

We show the summary of participant estimates on criteria importance in Fig. 6.

Monetary value Risk of 
non-compliance 

Knowledge about 
the market direction

0.05
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Knowledge about 
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market

Knowledge about 
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and constraints

Investment of 
accessing a source 

or stakeholder

Figure 6. Results from the Case III, showing the participant estimates on criteria importance. Y-axis denotes the normalized relative importance of
data sources.

Application of the method: The application of the method went smoothly despite the larger number of participants.
The steps of our method were easily understood and followed.

We parallelized the data collection by distributing individual spreadsheets to participants; thus, the larger number
19
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of participants had a negligible effect on the time spent.
Interpretation of the results: Analyzing the results, see Figure 5, we observe several tendencies. After applying

the method, analysts’ estimates are less spread, indicating better agreement. Discussing the results, participants
admitted that the use of criteria helped them focus and generate insight into the rationale behind using each data
source.

We observe that standards, regulations, and accounting principles have lost some importance according to the
method. Analysts explained that to ensure global relevance, they specifically avoid building features that depend on
local laws. Thus, as long as they are not violating any regulations, they do not consider them as relevant input to
product development.

Interestingly, the executive has gained some importance as a requirements source. We investigated this further and
found that the executive is evaluated high on criteria such as the vision of further market direction and mitigating the
risk of tunnel vision.

When we presented these results to the participants, they admitted the executive is the main source of product
vision, due to long experience in the domain. Furthermore, the executive is the only person overseeing the work of
different teams and mitigating silo effects that may occur.

We further looked at what other data sources could be used to replace knowledge provided by the executive and
found that external market analysis could be used as input for determining product vision and further market direction.

Lessons learned: From Case III we have learned that the challenge of selecting requirements sources is rele-
vant. PlanOn realizes the pitfalls of following the vision of a single executive or customer, however lacks tools for
systematically analyzing requirements sources.

Our method scales well with an increased number of analysts. The application of the method, including discus-
sions, elicitation of evaluations, and analysis fit in a two hours slot. However, an on-line tool facilitating the method
could streamline the application and remove the need for manual handling of spreadsheets.

In conclusion, participants reflected that the method had helped them to understand their requirements sources and
had provoked some interesting discussions.

5.4. Potential improvements and limitations

One of the central areas for improvement is providing better support for identifying relevant criteria and candidate
requirements sources. Using overly broad criteria and requirements sources reduces the usefulness of the results.
However, identification and evaluations of many very specific terms may require excessive effort. To alleviate this
shortcoming, we propose to iteratively apply the method by increasing detail with each iteration. We suggest starting
with high-level requirements sources and criteria, e.g., ones given in Tables 2 and 5. Then gradually eliminate less
relevant criteria and detail the relevant ones, to arrive at specific data instances (e.g., Customer 1 and Customer 2)
from high level classes (e.g., key customers).

Interestingly, in all three cases analysts were able to agree on a list of relevant criteria without any issues. That
is, there were no extreme opinions on whether a criterion is relevant or not. Thus, we did not perform the shortlisting
of criteria. Explicit shortlisting of criteria, e.g., by voting, is relevant only if an overly large number of criteria are
identified, and there is a strong disagreement between analysts on what criteria are worth considering further.

We use an ordinal scale from 0 to 5 to facilitate analysts in the task of ranking the criteria [60]. Alternative ranking
methods might also be used, for example, ones based on pairwise comparison [61] and large preference relation [62].
However, evaluations in the ordinal scale are more intuitive, faster, and require relatively fewer steps than the other
two methods.

Another limitation is the use of arithmetic mean, which is well-known to be sensitive to extreme values. In
general, the choice of the aggregation operator is critical since some aggregation operators can lead to a significant
loss of information as extreme values can greatly influence their scores (e.g., the arithmetic mean), while others are
penalizing too much for low-scoring outliers (e.g., the geometric mean and the harmonic mean) [63]. A possible
solution to the described problem is to use different aggregation operators in order to find some trade-off between
their conflicting behavior, e.g., hybrid aggregation operators proposed in Tsiporkova et al. [64, 65].

A potential scalability issue emerges when inputs from many analysts, a large number of criteria, or data sources
need to be considered. A large number of criteria (C) and data sources (D) require each analyst to provide C + D ×C
inputs. However, this limitation remains theoretical until full-scale validation of the method.
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6. Discussion

We structure our discussion around the research questions and objectives of the method presented in Section 3.3.
We also present lessons learned and improvement suggestions.

6.1. What are the needs towards identifying and selecting the most relevant requirements sources (RQ1 and RQ2)

Objective 1: Context independence of the method. The review of related work in Section 2.2 reveals that
stakeholders are usually identified once at the beginning of the project and based on generalized characteristics [34, 26,
43]. Such an approach does not take into consideration the dynamic nature of software-intensive product development
with a continuous inflow of requirements [21] and many changes to the initial scope of the project [66]. Therefore,
we formulated in Objective 1 that the method should support the adaptation to new or changed problems or tasks.
The results from the case studies indicate that Objective 1 has been achieved. Our method applied to the supply chain
digitalization case helped decision-makers in understanding the un-articulated needs (lagging sellers) and the need to
amplify this source of requirements. We also observed that our method helps to evaluate the importance of current
customers vs. potential new customers. Our results confirm that changing business environment needs to be reflected
in adaptation of requirements sources and their ranks, increasing the flexibility in responding to changing needs, and
new business objectives. Our results support the assumption that the selection of data sources needs to be specific
to each situation (Objective 1). This reflects the current trend in decision making where information networks get
created for a specific decision problem and are dissolved after a decision is made [67].

Our proposed method is not coupled with any specific context, criteria, or data sources. Instead, we provide
instructions on how to identify inputs for the method from its context of use. Thus, the method can be tailored for use
in a wide range of situations, that we exemplify providing example criteria and requirements sources.

Objectives 2 and 3: Support for identification and ranking of different sources. Given the dynamic nature of
software business and the advent of data-driven product strategies, the identification of new and unrealized require-
ments sources becomes critical (Objective 2). Our method fulfills this objective thanks to inviting multiple roles and
considering multiple criteria associated with the problem or task under consideration.

In a crowd requirements engineering context, analysts may benefit from a wide range of requirements sources,
both within companies’ control and beyond [28, 3]. Thus, directly consulting specific stakeholder groups may not
be possible or require substantial efforts. In turn, stakeholder needs could be elicited indirectly, for example, by
examining documents, artifacts, and data generated by stakeholders interacting with the product. Our method can
support the selection of a broad range of requirements in such a context (Objective 3).

There are no inherent limitations on what types of requirements sources the method can operate with. One diffi-
culty could be to formulate evaluation criteria that suit both individuals and potential requirements sources. Thus, the
formulation of criteria and requirements sources can be done iteratively. The initial set of criteria can help understand
the needs for requirements sources, thus supporting the identification of new requirements sources.

Objective 4: Consensus building and collaboration between multiple roles Requirements engineering is a
collaborative activity, and product decisions could be cross-cutting and require consideration of multiple perspec-
tives [68, 69]. Aggregating multiple perspectives and reaching consensus between opposing views is challenging.
Our method helps discover and resolve inconsistencies between the roles around the importance of the data sources
for particular criteria.

Handling inconsistencies during requirements prioritization has been a significant challenge for many prioritiza-
tion techniques. For example, AHP includes consistency checks for pairwise comparison [70]. Our proposed method
pro-actively reduces conflicts between stakeholders. The results from all three cases show a flattening of the degree
of disagreement between the participants. Our work also complements previous efforts on studying prioritization
imbalances, e.g., favoring fewer large customers over many smaller customers [71].

Our method proposes to collect individual preferences in multiple steps and at each step, analyze the discrepancies
between the preferences. In this way, we mitigate the adverse effects of group-based approaches and encourage
focused discussions on specific disagreements.

Objective 5: Transparency and understandability. Visualizing results helps to identify discrepancies and in-
crease transparency and understandability of the results (Objective 5). In the third case, product decisions are domi-
nated by a single executive. Although his knowledge and expertise is valuable, the organization must move towards
replicating his input. Our method helped the organization to identify the strengths of the executive. By analyzing other
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data sources, it was possible to identify alternative data sources to remove the dependency on a single stakeholder in
critical decisions.

Effort and value return. An important concern is to what extent the benefits of using a method outweigh the
resources needed to use it. Using our method requires several analysts to meet, set forth relevant criteria and candidate
data sources, run the method, and discuss the results. We argue that such meetings already take place, and the use of
the method adds structure and transparency to these meetings. Moreover, decision on criteria helps to bring common
understanding about the aspects used to select and prioritize requirements sources.

In two cases, participants have regular product steering group meetings. Thus, using the method to support such
meetings would require minimal additional effort. Not utilizing any structured approach could lead to unproductive
discussions and poor decisions. At a minimum, a poor decision requires an immediate extra effort to correct it.
However, it could also lead to wasted development effort and missed market opportunities. Therefore, potential
benefits from using the method outweigh the additional effort.

6.2. RQ3: Suggested method improvements

We summarize received feedback and our lessons learned from the workshops. In all three workshops, we identi-
fied the need for additional guidance for identifying and interpreting the evaluation criteria. Even though we exemplify
some criteria in the method description, the selection of criteria was difficult. The support for criteria selection could
be provided with, for example, a taxonomy of criteria and their descriptions.

In all three companies, the practitioners were able to list relevant requirements sources based on their experience
and our examples. These were mostly current or well known requirements sources. However, the identification
of candidate/future requirements sources could be supported further by a more extensive taxonomy and improved
guidelines.

We implemented the method using spreadsheets and a simple script. During the application of the method, par-
ticipants were guided and supported by researchers. However, we identify the need for a robust tool guiding analysts
through the steps of the method and minimizing the need for guidance from researchers. This tool should have
examples and suggestions how to proceed in the process.

7. Conclusions and further work

In this paper, we have proposed and demonstrated a method for the selection of requirements sources. The method
comprises of systematic steps to collaboratively identify candidate requirements sources, evaluate them according
to agreed criteria, and to produce a ranking of their relevance to the decision. We have paid particular attention to
consensus building and provided means to analyze and understand the final results.

We have explored the usability of the method in three different industrial scenarios and have gathered data for
its further refinement. The method has been shown to facilitate consensus building among analysts and additionally
contribute to a better understanding and a consistent view of the importance of individual requirements sources. The
systematic steps of the method enable analysts to analyze and remedy their disagreements.

An important insight from the cases is that practitioners use ad-hoc methods based on accessibility and conve-
nience in requirements sources selection. Furthermore, analysts views on which sources to prioritize vary signifi-
cantly. After piloting our method, practitioners reported that the use of the structured method allowed them to reflect
and arrive at a joint view on the importance of different data sources.

The case study results show that our method can improve the selection of requirements sources by highlighting and
helping to resolve discrepancies in the analyst’s views. The method also mitigates the issue of one list of requirements
sources composed by one person and kept mostly unchanged over time. The workshops with the three companies have
highlighted that understanding the rationale and value behind already known requirements sources is a strength of our
method, and exploring other views on potential new data sources is beneficial for our company partners. Furthermore,
our method can help to discover new data sources that are currently outside of the organization’s perspective [72].
As our method is triggered by a specific event or program, its nature becomes iterative, and it is re-run on a regular
basis. This, in turn, enables updates of potential data sources and adaptations towards new product opportunities and
problems.
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Further work focuses on additional validations and improvement rounds. We plan to develop a tool to facilitate
the use of the method and data collection on its application, and extend our support towards criteria and data sources
identification.
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