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Learning effects due to repeated interviewing, also known as panel condi-
tioning, are a major threat to response quality in later waves of a panel
study. To date, research has not provided a clear picture regarding the cir-
cumstances, mechanisms, and dimensions of potential panel conditioning
effects. In particular, the effects of conditioning frequency, that is, differ-
ent levels of experience within a panel, on response quality are underex-
plored. Against this background, we investigated the effects of panel con-
ditioning by using data from the GESIS Panel, a German mixed-mode
probability-based panel study. Using two refreshment samples, we com-
pared three panel cohorts with differing levels of experience on several
response quality indicators related to the mechanisms of reflection, satis-
ficing, and social desirability. Overall, we find evidence for both negative
(i.e., disadvantageous for response quality) and positive (i.e., advanta-
geous for response quality) panel conditioning. Highly experienced
respondents were more likely to satisfice by speeding through the ques-
tionnaire. They also had a higher probability of refusing to answer sensi-
tive questions than less experienced panel members. However, more
experienced respondents were also more likely to optimize the response
process by needing less time compared to panelists with lower experience
levels (when controlling for speeding). In contrast, we did not find signifi-
cant differences with respect to the number of “don’t know” responses,
nondifferentiation, the selection of first response categories and mid-
responses, and the number of nontriggered filter questions. Of the
observed differences, speeding showed the highest magnitude with an
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average increase of 6.0 percentage points for highly experienced panel
members compared to low experienced panelists.

KEYWORDS: Data quality; Longitudinal surveys; Panel conditioning;
Probability-based panel study.
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Statement of Significance This study investigates the susceptibility of panel data

from a probability-based mixed-mode survey to panel conditioning effects, a potential

measurement error induced by repeated interviewing. We explore the magnitude of

bias in the data due to panel conditioning by examining the underlying mechanisms of

panel conditioning (satisficing, social desirability, reflection) and its consequences on

different aspects of response quality. The research compares respondents with three

different levels of experience (low, medium, high) within the panel study regarding

eight indicators of response quality. The results show the occurrence of positive and

negative effects of panel experience on response quality. In sum, our study shows

measurement differences between different levels of panel experience, which need to

be considered when conducting panel data analyses.
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1. INTRODUCTION

Longitudinal studies are highly valued by researchers across disciplines due to
the multitude of advantages they provide compared to cross-sectional studies.
With longitudinal data, researchers can analyze intra-individual stability or
change over time and are able to approach causal relationships (Lynn 2009;
Andreß et al. 2013). However, longitudinal data also entail specific problems
and challenges. When analyzing longitudinal data, researchers might implicitly
assume that measuring respondents’ attitudes and behavior in previous inter-
views does not alter responses in subsequent surveys. However, when working
with panel data, researchers should consider the possibility that respondents’
previous interviews influence their responses in subsequent waves of the
study—a phenomenon referred to as panel conditioning (Kalton et al. 1989).

Various studies have demonstrated that previous survey participation influ-
ences respondents’ answers in subsequent interviews (e.g., Das et al. 2011;
Warren and Halpern-Manners 2012; Kroh et al. 2016; Halpern-Manners et al.
2017), pointing out the relevance of panel conditioning as a specific measure-
ment error in longitudinal studies. Panel conditioning is caused by learning
effects that take place over the course of a panel study causing changes in
respondent’s actual behavior, attitudes, and knowledge or solely affect the way
in which answers are reported (Struminskaya 2020). Those artificial changes in
actual attitudes and behavior represent a major threat to the validity of panel
data since such changes are often indistinguishable from real changes in
respondents’ attitudes and behaviors over time and might lead to substantial
misconceptions when investigating developments of social patterns across
panel waves.

Following the concern of jeopardized validity of scientific conclusions
based on panel data, researchers have investigated the presence and magnitude
of panel conditioning effects in large-scale and widely-used longitudinal stud-
ies such as the US General Social Survey (Halpern-Manners et al. 2017; Sun
et al. 2018), the LISS Panel (Toepoel et al. 2009; Schonlau and Toepoel 2015;
Crossley et al. 2017), the Current Population Survey (Halpern-Manners and
Warren 2012), and the German Socio-Economic Panel (Kroh et al. 2016).
Despite numerous studies that have investigated panel conditioning, prior
research provides mixed evidence of its existence and consequences for the
quality of survey responses. Whereas some studies show evidence of negative
learning effects (e.g., increased straightlining, misreporting to questions that
trigger follow-ups) (Halpern-Manners and Warren 2012; Schonlau and
Toepoel 2015), which result in lower response quality, others report positive
effects of prior survey participation on response quality in later waves (e.g.,
increased reliability of survey responses, higher knowledge levels) (Waterton
and Livesley 1989; Sturgis et al. 2009; Toepoel et al. 2009; Kroh et al. 2016).
Yet, some studies do not find any evidence of changes in response quality due
to repeated interviewing (Sun et al. 2018). Thus, it remains unclear whether
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respondents’ experience with a survey is advantageous or disadvantageous for
the overall quality of panel data, and if so, under which circumstances.

In this article, we examine the following research questions: (1) Does posi-
tive and/or negative panel conditioning exist within a probability-based mixed-
mode panel of the general population? (2) What is the magnitude of panel
conditioning effects and which indicators of response quality are affected most
by panel conditioning? (3) Which theoretical mechanisms are responsible for
the effects of panel experience on response quality?

Our study uses data from the GESIS Panel, a German probability-based
mixed-mode panel survey (Bosnjak et al. 2018), and contributes to the litera-
ture that uses large-scale longitudinal surveys to study panel conditioning. To
examine the effects of panel conditioning on survey response quality, we
assess a range of response quality indicators that are derived from theoretical
mechanisms of prior survey participation: (1) reflection of prior survey content
that leads to changes in respondents’ attitudes, behavior, and knowledge, (2)
acquired strategies to reduce survey burden, and (3) a growing trust to reveal
socially undesirable information. This theory-driven analytical approach pro-
vides additional evidence regarding which specific indicators of response qual-
ity worsen or improve by repeated interviewing and which mechanisms might
account for the positive or negative consequences. We use the GESIS Panel’s
specific study design, which incorporates two refreshment samples along
with initial panelists (the first cohort) to analyze the consequences of repeated
interviewing on data quality. Thus, we extend previous research by examining
different levels of experience within a panel in greater detail using a compre-
hensive set of indicators related to positive and negative panel conditioning.

2. MECHANISMS OF PANEL CONDITIONING AND
HYPOTHESES

The majority of the literature on panel conditioning effects can be grouped
by distinguishing among the mechanisms that cause different changes in sur-
vey responses due to prior survey participation: reflection, survey satisficing,
and social desirability bias (Struminskaya and Bosnjak 2021). The first
mechanism—reflection—describes changes in survey responses which are
based on respondents’ increased awareness of the survey topic, possibly lead-
ing to more deliberation and an increased information search (Sturgis et al.
2009). The second mechanism—survey satisficing (Krosnick 1991)—
describes a change that results from increasingly applying response strategies
which aim to reduce survey burden by taking shortcuts during the response
process. The third mechanism—social desirability bias—comprises changes
in survey responses which are based on the need to provide answers that are
in line with presumed social norms (Struminskaya 2016; Bergmann and
Barth 2018).
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Satisficing and socially desirable responding can affect response quality in
both longitudinal surveys and one-time surveys (see, e.g., Duan et al. 2007).
The adverse consequences of satisficing and socially desirable responding on
response quality threaten the validity of longitudinal data because repeated
exposure to a survey can cause changes in those unwanted effects across
waves. The mechanism of reflection, however, is especially relevant for longi-
tudinal studies because the repeated exposure to the survey content is a precon-
dition for reflection processes to take place.

Each respondent undergoes four stages of the cognitive response generation
process when presented with a survey question (Tourangeau et al. 2000): (1)
comprehension of a survey question; (2) retrieval of relevant information that
is needed to make a founded judgment; (3) the formation of this judgment; and
(4) the provision of an answer to the respective survey question. The three
underlying mechanisms of panel conditioning affect response formation at dif-
ferent stages of the response process and thus can affect the quality of the final
response positively or negatively (see, e.g., Struminskaya and Bosnjak 2021).

2.1 Reflection

2.1.1 Process learning
During the comprehension stage, complexity and ambiguity of the survey
questions are key factors that affect the potential occurrence of measurement
error (Kroh et al. 2016). Previous participation in the survey can be beneficial
for question comprehension since respondents’ familiarity with the survey
topic(s) and questions can decrease a question’s complexity and ambiguity
(Waterton and Livesley 1989). Specifically, by participating in previous inter-
views respondents may gain general experience with answering different types
of survey questions as they become familiar with the overall response proce-
dure, different survey instruments, and how to use different response scales
(Basso et al. 2001; Nancarrow and Cartwright 2007; Kroh et al. 2016).
Accordingly, one can assume that experienced respondents have an improved
comprehension of both the general survey response process and specific ques-
tions due to learning effects from previous interviews. These learning effects,
however, are more likely if respondents fill in previous questionnaires carefully
and put effort into answering the questions.

Considering respondents’ increased familiarity with the survey procedure,
possibly improving their overall comprehension of administered question
types, we assume that experienced respondents have optimized the response
process, independent of the specific question content.

Hypothesis 1: Experienced respondents undergo the response process
more efficiently than less experienced respondents.
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2.1.2 Content learning
The second stage of the cognitive response process is characterized by the
retrieval of relevant information from memory. Again, the reflection process as
one of the main mechanisms of panel conditioning might be relevant at this
stage of the response process. Specifically, previous survey participation might
raise respondents’ awareness of topics that were addressed during a survey.
Respondents may reflect on survey topics and may discuss these topics with
others or seek out further information on these topics, by paying closer atten-
tion to the news, for example (Sturgis et al. 2009). As a result, respondents’
attitudes can become more stable and reliable over the course of a study
(Sturgis et al. 2009; Kroh et al. 2016) and their knowledge on surveyed topics
may increase (Toepoel et al. 2009). Thus, respondents might provide fewer
“don’t know” answers (Binswanger et al. 2013). We expect these learning
effects to be more likely for respondents who carefully answered the questions
of previous surveys and assume that their question-specific knowledge
increases with more panel experience.

Hypothesis 2: Experienced respondents show higher levels of question-
specific knowledge than less experienced respondents.

2.2 Survey Satisficing

In the third stage of the cognitive response process, respondents form judg-
ments based on their comprehension of the question and the information they
considered relevant and retrieved from memory. Some respondents might
resort to the response strategy of survey satisficing if their main interest does
not lie in providing optimal responses, but instead in reducing the burden of
answering demanding survey questions. According to Krosnick (1991), three
factors affect the susceptibility to satisfice: (1) respondent’s cognitive ability,
(2) respondent’s motivation, and (3) the task difficulty. Respondents’ motiva-
tion—a key influence on response quality—might decrease across panel waves
as respondents experience the tedious process of repeatedly answering identi-
cal survey questions (also known as panel fatigue; Lundmark and Gilljam
2013).

When aiming to produce a sufficient answer to a question, respondents can
use several response strategies to shorten the survey response process: nondif-
ferentiation of response options in matrix questions (e.g., Roßmann et al.
2018), selecting “don’t know” instead of a substantive response option (e.g.,
Silber et al. 2021), selecting the first acceptable response option of a question
(e.g., Holbrook et al. 2007), selecting mid-responses on rating scales (e.g.,
Kaminska et al. 2010), and speeding through the questionnaire (e.g., Zhang
and Conrad 2014). Previous research investigating satisficing in a longitudinal
context has shown that experienced respondents are indeed more likely to non-
differentiate their answers on matrix questions (Schonlau and Toepoel 2015)

Panel Conditioning in a Probability-Based Study 41

D
ow

nloaded from
 https://academ

ic.oup.com
/jssam

/article/12/1/36/7117780 by Johannes F.G
. Vliegenthart user on 04 M

arch 2024



and speed through the questionnaire without taking the time to properly proc-
ess the survey tasks and form substantive and accurate answers (Zhang and
Conrad 2014).

An additional form of satisficing response behavior is motivated misreport-
ing—a strategic underreporting of certain behaviors to prevent follow-up ques-
tions to reduce survey burden (Eckman et al. 2014; Eckman and Kreuter
2018). To shorten the survey, respondents with knowledge about the structure
of the survey and the follow-up questions deliberately triggered fewer filter or
looping questions (i.e., questions that are asked multiple times for different
options) (Bach and Eckman 2018; Daikeler et al. 2020; Kreuter et al. 2020).

Within the context of repeated interviewing, motivated misreporting among
respondents with an advanced knowledge of the questionnaire has been docu-
mented for unemployment (Bailar 1975; Halpern-Manners and Warren 2012),
party membership (Warren and Halpern-Manners 2012), everyday hygiene
product use (Nancarrow and Cartwright 2007), and functional limitations
(Mathiowetz and Lair 1994). However, other studies analyzing reports of
household purchases and social contacts did not find any evidence of an
increase in motivated misreporting among experienced respondents (Silber
et al. 2019; Bach and Eckman 2020; Eckman and Bach 2021).

In line with most previous research, we assume similar negative consequen-
ces for response quality due to increased satisficing and motivated misreport-
ing with multiple interviews.

Hypothesis 3: Experienced respondents show higher levels of survey sat-
isficing and motivated misreporting than less experienced respondents.

2.3 Social Desirability

At the last stage of the cognitive response process, respondents provide an
answer to the survey question. Even after undergoing the three steps of cogni-
tive processing to arrive at a “true” answer, respondents might decide against
reporting these opinions or behaviors. For questions on sensitive attitudes or
behaviors, some respondents will bring their reported attitudes or behaviors in
line with social norms instead of revealing socially undesirable information.
This phenomenon is known as social desirability bias (Phillips and Clancy
1972).

Previous research has found inconsistent patterns on the effect of social
desirability bias in longitudinal studies or across multiple survey waves.
Whereas some studies found no change in socially desirable responding in a
panel study (Pevalin 2000), other studies indicate an increase in social desir-
ability bias (Fendrich and Vaughn 1994; Torche et al. 2012; Warren and
Halpern-Manners 2012). An explanation for such an increase could be that
respondents tend to bring their true behaviors and attitudes in line with societal
norms to avoid experiencing cognitive dissonance and a repeated conflict
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between their true behaviors and attitudes and societal values in future waves
(Warren and Halpern-Manners 2012). On the contrary, studies that found evi-
dence for a decrease in social desirability bias over the course of a panel study
have argued that respondents’ increasing trust in the panel study and the confi-
dentiality of their responses might account for the positive effects of prior par-
ticipation in the panel on the reporting of sensitive information (Waterton and
Livesley 1989; Wooden and Li 2014). Since respondents may grow familiar
with the survey content and sponsor and learn that providing sensitive informa-
tion does not lead to any adverse consequences, the reporting bias due to social
desirability might decrease in later waves. Indeed, several studies have shown
this positive effect of previous survey participation on response quality with
respect to sensitive questions in subsequent waves. For example, respondents
answered more truthfully to questions about their body weight (Uhrig 2012),
life satisfaction (Van Landeghem 2012), were more likely to report racial prej-
udice (Waterton and Livesley 1989), and the receipt of unemployment benefits
(Yan and Eckman 2012). Based on this evidence, we assume that previous par-
ticipation within the panel will lead to more honest and less socially desirable
responding, positively affecting the quality of the respective responses.

Hypothesis 4: Experienced respondents show less socially desirable
responding than less experienced respondents.

3. METHODS

3.1 Data

To test our hypotheses, we use data from the GESIS Panel, a German
probability-based mixed-mode access panel of about 5,000 panelists (GESIS
2021). The first cohort of the GESIS Panel (n¼ 4,938) was recruited in 2013,
based on a random sample drawn from municipality registers targeting
German-speaking persons aged 18–70 years who were permanently residing in
private households in Germany. In 2016 and 2018, two refreshment samples
(n¼ 1,710; n¼ 1,607) were recruited to counter the effects of panel attrition.
In each survey wave, respondents receive an annually administered longitudi-
nal core study on a specific issue and several studies on varying topics (for
detailed information, see appendix A in the supplementary data online).

In this article, we use data from two survey waves of the GESIS Panel, the
17th and 29th waves, which have been administered in October–November
2016 and October–November 2018 (GESIS 2021). In the 17th (n1st cohort ¼
3,273; n2nd cohort ¼ 1,447) and 29th waves of the GESIS Panel (n1st cohort ¼
2,759; n2nd cohort¼ 1,149; n3rd cohort ¼ 1,313), the annually repeated core ques-
tionnaire focused on the topics of media usage and work and leisure. As
refreshment samples have been incorporated into the existing panel at different
stages, we selected those waves comprising respondents of different panel
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cohorts and with different levels of experience regarding the survey content.
The 29th wave of the GESIS Panel includes all three cohorts and thus repre-
sents our main data source for the analyses, whereas the 17th survey wave is a
suitable data base to analyze the mechanism of social desirability due to the
availability of specific items, which were not administered in wave 29.

In the 29th wave, completion rates (AAPOR COMR; AAPOR 2016) for the
first, second, and third cohorts were 91.5, 90.7, and 88.2 percent, respectively.
Cumulative response rates (CUMR2) varied from 12.8 percent for the first
cohort to 10.9 percent for the second and 11.5 percent for the third cohort.
Attrition rates were 39.4, 26.1, and 8.0 percent for the three cohorts, respec-
tively (Bretschi et al. 2019). In the 17th wave, completion rates (AAPOR
COMR) were 90.7 and 87.5 percent for the first and second cohorts.
Cumulative response rates (CUMR2) varied from 15.1 to 13.7 percent and
attrition rates were 27.7 and 3.9 percent for the first and second cohorts, respec-
tively (Pötzschke et al. 2017) (for a detailed description and calculation of the
outcome rates, see appendix E in the supplementary data online).

3.2 Measures

3.2.1 Survey experience
We compare respondents with different levels of survey experience with
respect to the quality of their survey responses. This variation in panelists’
experience with the survey content is given by the specific survey design of the
GESIS Panel, which encompasses three different panel cohorts that differ in
their frequency of participation and thus represent more experienced or less
experienced respondents. In the 29th wave of the GESIS Panel—our main data
source—the initial cohort has responded to the annual core survey questions
on media usage and work and leisure for the fifth time (highly experienced
cohort), the second cohort has answered the questions for the third time
(medium experienced cohort), whereas the third—newly integrated refresh-
ment sample—responded to the questions for the first time (low experienced
cohort, see figure 1). Thus, membership in the different cohorts in the 29th
panel wave serves as a measure of respondents’ experience within a panel in
the following analyses.

To ensure that nonresponse did not confound the different levels of experi-
ence across the three cohorts, we only included respondents of the first and sec-
ond cohorts if they had participated in the previous annual core studies at least
once more than the subsequent cohort, respectively (i.e., respondents of the
first cohort were only included if they had participated in at least three of the
previous core studies; n¼ 2,736; respondents of the second cohort were only
included if they had participated in at least one of the previous core studies;
n¼ 1,139). 93.0 percent of the first and 93.2 percent of the second cohort had
participated in all previous target studies.
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Our analyses follow a quasi-experimental design. We conduct pairwise
comparisons across the three cohorts of the GESIS Panel using several
response quality indicators to assess differences in response behavior of differ-
ently experienced respondents (analytic sample: n¼ 3,756).

3.2.2 Control of confounders
A major concern for the comparability of the three panel cohorts is confound-
ing effects due to different sample composition. Initial differences in unit non-
response across the cohorts or nonrandom dropout of respondents from the
panel can lead to an imbalance of respondent characteristics among the cohorts
that in turn can confound the relationship between experience within the panel
and the provided survey responses. We compared the panel cohorts in waves
29 and 17 on selected covariates which were previously found to predict panel
attrition (Lugtig 2014; Lugtig et al. 2014). Based on covariates for which we
found significant differences between the cohorts, we calculated calibration
weights using iterative proportional fitting (raking) (Battaglia et al. 2009) to
adjust for the different distribution of the covariates across the cohorts (for
detailed information on control of confounders, see appendix B in the supple-
mentary data online).

3.2.3 Reflection
To test our first hypothesis predicting optimized response processes among
experienced respondents, we used response time measurements. For the com-
parison of response time measurements across cohorts, we only used data on
those respondents who participated in the online mode since page-level
response latencies were only collected when panelists completed the question-
naire online (see table 1). We focused on the core study questionnaire, which
included 45 items displayed on eight pages administered to every respondent.

Figure 1. Cohort Comparison Across Survey Experience Levels within the
GESIS Panel.
NOTE.—We used weights to control for sample composition bias due to panel attrition
when comparing the three panel cohorts.
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Table 1. Overview of Response Quality Indicators and Analytic Strategies

Type of conditioning Indicator Example References Regression model Corresponding
hypothesis

Empirical
result

Positive
conditioning

Reflection Response latencies (total
response time in sec)

Höhne and Schlosser
(2018) and Schnell
(1994)

Linear regression Hypothesis 1 Supported

Given “don’t know”
answers (proportion)

Struminskaya (2016) Binomial GLM with
logit link function

Hypothesis 2 Not supported

Decreased
socially
desirable
responding

Item nonresponse in
sensitive questions
(proportion)

Tourangeau and Yan
(2007)

Binomial GLM with
logit link function

Hypothesis 4 Evidence for
adverse effect

Negative
conditioning

Satisficing Nondifferentiation in grid
questions (proportion)

Roßmann (2018) Binomial GLM with
logit link function

Hypothesis 3 Not supported

Selection of mid-responses
(proportion)

Chyung et al. (2017)
and Nadler et al.
(2015)

Binomial GLM with
logit link function

Hypothesis 3 Not supported

Selection of first response
options (proportion)

Holbrook et al. (2007) Binomial GLM with
logit link function

Hypothesis 3 Not supported

Speeding (threshold: 300
milliseconds per word�
number of words in ques-
tion; proportion)

Zhang and Conrad
(2014)

Binomial GLM with
logit link function

Hypothesis 3 Supported

Motivated
misreporting

Number of nontriggered fil-
ter questions (proportion)

Daikeler et al. (2020) Binomial GLM with
logit link function

Hypothesis 3 Not supported

NOTE.— GLM, generalized linear model.
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To ensure comparability, we excluded the 21 remaining question pages of the
core questionnaire for the calculation of the response time measurements as
they were not administered to all respondents due to routing. Since outliers can
distort the comparison, we excluded extreme response times at the lower and
upper ends of the distribution. Extremely short response times are typically
associated with satisficing, while overly long response times are indicative of
difficulties with question comprehension, interruptions, and multitasking
(Matja�si�c et al. 2018). For the exclusion of outliers at the upper end, we fol-
lowed the boxplot criterion (Schnell 1994; Höhne and Schlosser 2018). We
excluded response times higher than the median response time (q5) plus the
interquartile range (IQR) multiplied by 1.5 (i.e., cases with response times lon-
ger than q5þ 1.5 � IQR). We further excluded overly short response times
following Zhang and Conrad (2014), who define response latencies under a
threshold of 300 milliseconds per word as speeding, arguing that questions
cannot be adequately processed and answered within such a short amount of
time. We consequently excluded response times lower than 185.7 s, which
equals the sum of the page-level speeding thresholds for the eight underlying
question pages of the indicator response time calculated following Zhang and
Conrad (2014).

To test our second hypothesis on an increase in question-specific knowl-
edge, we used a 17-item battery that focused on the use of different media
devices. The response options of the items were “yes,” “no,” and “don’t
know.” We created a sum score of selected “don’t know” options
(Struminskaya 2016) across the item battery ranging from 0 to 17 and calcu-
lated the proportion of “don’t know” answers based on the number of items a
respondent had answered (see table 1).

3.2.4 Satisficing response behavior
To test our third hypothesis on an increase in satisficing behavior with higher
levels of experience, we used five different indicators of satisficing response
behavior: nondifferentiation, the selection of first response options, the selec-
tion of middle response options, speeding, and motivated misreporting (see
table 1).

Nondifferentiation. To assess a difference in nondifferentiation, we used eight
different matrix questions within the core study (see appendix F in the supple-
mentary data online for question wordings and implementation). We operation-
alize nondifferentiation as providing the same (i.e., nondifferentiated) answers
across a set of items (Roßmann et al. 2018). In the first step, we created a count
variable that indicates to how many of the eight item batteries in the question-
naire a respondent had provided identical answers to the respective set of
items. In the second step, we calculated the proportion of matrix questions
answered with nondifferentiation over the total number of matrix questions a
respondent answered.
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Selection of first response options. To measure selecting the first response
option, we used questions with a vertical response scale (nine questions in
total) from the core study. We computed the mean proportion of selected first
response options based on the number of the respective questions a respondent
answered.

Selection of middle response categories. For this indicator, we used all ques-
tions from the core study that use Likert rating scales with a midpoint category
(three questions in total) (Nadler et al. 2015; Chyung et al. 2017). We calcu-
lated the proportion of midpoint responses over the number of questions a
respondent answered and compared mean proportions across the three cohorts.

Speeding. To examine differences in respondents’ speeding behavior, we
restricted our analytical sample to the online respondents for whom page-level
response latencies were collected. Following Zhang and Conrad (2014), we
defined speeding as those response latencies that lie under a threshold of 300
milliseconds per word. We first calculated page-level indicators of speeding
that we then aggregated to composite scores, comprising the counts of question
pages on which respondents showed speeding. We compared the mean propor-
tion of pages on which a respondent sped to the number of pages respondents
have seen. We included 45 items displayed on eight pages within the core
study that were also used for the calculation of the response time indicator and
were administered to all respondents.

Motivated misreporting. To examine differences across the cohorts in moti-
vated misreporting, we used three different filter questions within the core
study. The analyzed filter questions could trigger up to 21 follow-up questions.
We created a count variable indicating how often respondents chose response
options to filter questions that did not trigger follow-up questions (Daikeler
et al. 2020). We compared the mean proportion of motivated misreporting
over the number of received filter questions across the three panel cohorts.

3.2.5 Socially desirable responding
To examine our fourth hypothesis predicting a decrease in socially desirable
responding with higher levels of experience, we used data from the 17th wave
of the GESIS Panel that included a study on attitudes toward foreigners, refu-
gees, and ethnic minorities (e.g., Muslims, Sinti and Roma). In wave 17, only
two of the three panel cohorts were surveyed. Specifically, the wave included
the first cohort, which answered the questions of the study for the second time
(representing medium experienced respondents), and the second cohort, which
was just newly integrated into the panel and answered those questions for the
first time (representing low experienced respondents). We operationalize
socially desirable responding as the extent of item nonresponse in several sen-
sitive attitude questions (23 items in total) (Beatty and Herrmann 2002;
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Tourangeau and Yan 2007; Müller and Schmiedeberg 2021). Item nonres-
ponse here refers to either not giving any response to a sensitive question at all
or explicitly refusing to answer by choosing an offered evasion category (“I do
not want to answer.”). We created a count variable indicating how many of the
sensitive questions were not answered (see table 1) and compared the mean
item nonresponse rate based on the number of received questions across the
two cohorts.

3.3 Analysis

We test our four hypotheses using pairwise comparisons across the three panel
cohorts for each of the response quality indicators. For this, we estimate differ-
ent regression models in which the dependent variables reflect the respective
outcome measures. To investigate differences in response latencies across the
cohorts, we use linear regression analyses. To assess the difference in the pro-
portion of “don’t know” answers, we used binomial generalized linear models
with a logit link function to predict the probability to provide “don’t knows”
instead of substantial answers. Lastly, for the analyses of the remaining data
quality indicators of satisficing response behavior and socially desirable
responding, we also used binomial generalized linear models with a logit link
function to model the relationship between the proportional outcome measures
and cohort membership (see table 1 for an overview of the analytic methods).
To assess the magnitude of bias introduced by prior experience in the panel,
we calculated average marginal effects (AMEs) for the binomial generalized
linear models. Specifically, AMEs describe the average change in probability
for a less experienced cohort to show a respective outcome (i.e., speeding)
compared to the highly experienced cohort. Given the multitude of compari-
sons we aimed to conduct across the panel cohorts, we performed multiple test-
ing corrections on p-values following Scheffe’s method (Wright 1992).
Furthermore, accounting for the calibration weights in our models, we esti-
mated robust standard errors based on the first-order Taylor linearization
method (Wolter 2007) for each comparison, which is the standard procedure
for the variance estimation of regression coefficients for complex survey data
(i.e., surveys not based on a simple random sample).

4. RESULTS

4.1 Reflection

The first hypothesis predicted that experienced respondents take significantly
less time to complete the questionnaire compared to their less experienced
counterparts as a result of an optimized response process. In line with this
hypothesis, results of the linear regression model show that both the first
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(highly experienced) cohort and the second (medium experienced) cohort
show significantly lower response times than the least experienced cohort
(tables C1 and C2 in the supplementary data online). As shown in figure 2,
compared to respondents of the least experienced cohort (who showed an aver-
age total response time of about 5 minutes), highly experienced respondents
took almost 24 seconds less to complete the questionnaire (b ¼ �23.9,
t(2,325) ¼ �6.32, p < .001). The difference in response time between
respondents from the medium experienced cohort and the low experienced
cohort was also significant and similarly strong with medium experienced
respondents taking about 20 seconds less than the least experienced cohort (b ¼
�20.3, t(2,325) ¼ �4.53, p < .001). However, we did not find a significant dif-
ference in response time between members of the highly and medium experi-
enced cohort: medium experienced panelists only took about 4 seconds more to
complete the questionnaire compared to the highly experienced cohort (b¼ 3.6,
t(2,325) ¼ 0.95, p ¼ .638). The latter finding might indicate that respondents’
familiarity with the survey process and their advanced knowledge about the sur-
vey content evolved after participation in a few more survey waves.

To exclude the possibility that increased levels of satisficing were the cause
of the lower overall response latencies among more experienced respondents,
we conducted a robustness check that included nondifferentiation and both the
selection of first response options and mid-responses as control variables into
the regression model. The results did not change substantially, still showing
significantly higher response times for the low experienced cohort compared to
members of both the highly and medium experienced cohort (see tables D1
and D2 in the supplementary data online).

The second hypothesis predicted that experienced respondents provide
fewer “don’t know” answers compared to less experienced ones. As shown in
figure 2, we did not find any significant differences in the proportion of
selected “don’t know” answers across the three cohorts. Specifically, both
medium experienced [b ¼ �0.09, p ¼ .912, OR¼ 0.92 (95 percent CI: [0.611,
1.372])] and low experienced [b ¼ 0.22, p ¼ .508, OR¼ 1.24 (95 percent CI:
[0.862, 1.793])] respondents were not significantly more likely to provide
“don’t know” answers than members of the highly experienced cohort (for
detailed results see tables C1 and C2 in the supplementary data online). Thus,
our results did not support the second hypothesis of increased knowledge lev-
els influencing response behavior.

4.2 Satisficing

The third hypothesis predicted that experienced respondents show more satis-
ficing response behavior for which we analyzed several indicators.
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Figure 2. Pairwise Comparisons of Different Response Quality Indicators.
NOTE.—Weighted estimates; reported p-values are Scheffe-adjusted p-values based on
generalized linear models; for response latencies Scheffe-adjusted p-values are based
on linear regression models.
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4.2.1 Nondifferentiation
We did not find significant differences in the extent of nondifferentiation
across the three panel cohorts (figure 2). Respondents of both the medium
experienced [b ¼ �0.04, p ¼ .947, OR¼ 0.96 (95 percent CI: [0.756, 1.221])]
and low experienced [b ¼ �0.19, p ¼ .306, OR¼ 0.83 (95 percent CI: [0.652,
1.053])] cohorts were not significantly less likely to nondifferentiate on matrix
questions compared to highly experienced panelists (see tables C1 and C2 in
the supplementary data online).

4.2.2 Selection of first response option
We did not find any significant differences in the selection of first response
options across the three cohorts (figure 2). Accordingly, medium experienced
[b ¼ �0.00, p ¼ .999, OR¼ 0.10 (95 percent CI: [0.902, 1.103])] and low
experienced panelists [b ¼ �0.04, p ¼ .764, OR¼ 0.97 (95 percent CI:
[0.878, 1.061])] were not significantly less likely to select first response options
as a strategy to satisfice than members of the highly experienced cohort (for
detailed results see tables C1 and C2 in the supplementary data online).

4.2.3 Selection of middle response option
With respect to the proportion of selected middle response options, we did not
find significant differences across the three cohorts (figure 2). Neither medium
experienced [b ¼ �0.07, p ¼ .557, OR¼ 0.93 (95 percent CI: [0.819, 1.059])]
nor low experienced panelists [b ¼ �0.13, p ¼ .156, OR¼ 0.88 (95 percent
CI: [0.777, 1.002])] were significantly less likely to select middle responses
compared to respondents of the highly experienced cohort (for detailed results
see tables C1 and C2 in the supplementary data online).

4.2.4 Speeding
Our results show that less experienced respondents are significantly less likely
to speed through the questionnaire than members of the highly experienced
cohort (figure 2). Specifically, respondents of both the medium experienced
cohort [b ¼ �0.13, p ¼ .028, OR¼ 0.88 (95 percent CI: [0.800, 0.966])] and
the least experienced cohort [b ¼ �0.40, p < .001, OR¼ 0.68 (95 percent CI:
[0.618, 0.738])] are significantly less likely to speed than highly experienced
panelists. The latter difference shows to be relatively strong with an increase in
average speeding behavior of 6.0 percentage points for the highly experienced
cohort compared to low experienced panelists (figure 2). Furthermore,
respondents of the least experienced cohort were significantly less likely
to speed compared to their medium experienced counterparts [b ¼ �0.27,
p < .001, OR¼ 0.76 (95 percent CI: [0.681, 0.855])] (see tables C1 and C2 in
the supplementary data online).
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4.2.5 Motivated misreporting
With respect to motivated misreporting, we expected that respondents
with lower or no experience with the survey would trigger follow-up
questions more often. Our results shown in figure 2, however, did not support
this assumption, since we did not find significantly lower levels of misreport-
ing among medium experienced respondents [b ¼ 0.04, p ¼ .749, OR¼ 1.04
(95 percent CI: [0.941, 1.149])] or members of the least experienced cohort
[b ¼ 0.05, p ¼ .636, OR¼ 1.05 (95 percent CI: [0.951, 1.157])] compared to
highly experienced respondents (see tables C1 and C2 in the supplementary
data online for detailed results).

4.3 Socially desirable responding

To investigate hypothesis 4 that predicted a decrease in socially desirable
responses among experienced respondents, we analyzed the prevalence of item
nonresponse in sensitive questions addressing attitudes toward ethnic minor-
ities. Since we had to use a different survey wave (i.e., the 17th wave) for this
analysis, we could only compare item nonresponse in sensitive attitude ques-
tions across two panel cohorts. We found a significant difference in item non-
response to sensitive questions between the two groups [b ¼ �0.34, p < .001,
OR ¼ 0.71 (95 percent CI: [0.601, 0.845])] (figure 2; see table C2 the supple-
mentary data online for detailed results). However, contrary to our hypothesis,
medium experienced panelists did not provide fewer nonresponse answers to
sensitive questions compared to their less experienced counterparts.
Conversely, we observed that respondents of the low experienced cohort are
less likely to provide nonresponse answers to sensitive questions than medium
experienced panelists, indicating that respondents with higher experience lev-
els may have been more prone to socially desirable responding than low expe-
rienced respondents.

4.4 Magnitude of effects

The results show distinct effects regarding the significant differences in speed-
ing and item nonresponse across the cohorts with the average change in the
probability to show one of these response patterns ranging from 17 to 60 per-
cent: compared to highly experienced panelists, medium experienced respond-
ents have on average a 17 percent lower probability to speed (AME ¼ �0.17,
p ¼ .028), whereas the average probability to speed is even about 48 percent
lower (AME ¼ �0.48, p < .001) for the least experienced cohort. Compared
to medium experienced respondents, respondents of the low experienced
cohort have on average a 31 percent (AME¼�0.31, p < .001) lower probabil-
ity to speed. We find the largest effect for the extent of item nonresponse in
sensitive questions with low experienced respondents having a on average 60
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percent lower probability (AME¼�0.60, p < .001) to show item nonresponse
than their medium experienced counterparts. Regarding the differences in
response latencies across cohorts, we find that the least experienced panelists
take on average 3.0 seconds longer than highly experienced panelists to com-
plete a question (b¼ 23.9 for 8 questions). Compared to the medium experi-
enced cohort, low experienced respondents take on average 2.5 seconds more
to answer a question (b¼ 20.3 for 8 questions). Compared to these significant
findings, our results on the nonsignificant differences in given “don’t knows,”
nondifferentiation, selection of first and middle response categories, and moti-
vated misreporting show not unexpectedly overall small average differences
between the cohorts. The effects on average range from 0.2 percent for the
probability to select first response categories to a maximum of 5 percent for the
probability of selecting middle responses.

5. DISCUSSION

In this article, we examined the effects of prior survey participation on the
quality of survey responses provided by members of a large-scale probability-
based panel. We compared three panel cohorts with differing levels of experi-
ence across the panel on a variety of response quality indicators related to the
mechanisms of reflection, satisficing, and social desirability. The results pro-
vided evidence for a positive effect of panel conditioning on response quality.
More experienced respondents showed significantly lower response times
(when excluding the possibility of short response times due to satisficing) than
members of less experienced panel cohorts, indicating an optimized response
process. However, we did not find a similar effect for the other two indicators
of positive panel conditioning: “don’t know” responses and item nonresponse
to sensitive questions. In fact, we did not find differences with respect to “don’t
knows,” but experienced respondents provided higher item nonresponse rates
than less experienced panel members. The latter finding contradicts previous
literature (Waterton and Livesley 1989; Wooden and Li 2014) which sug-
gested that experienced panelists are more likely to provide confidential
information.

A possible explanation for the finding regarding item nonresponse could be
that experienced respondents might have tried to appear consistent in their sur-
vey responses across waves (Waterton and Livesley 1989) and their desire to
avoid cognitive dissonance arising from the conflict of their own actual behav-
ior or attitudes and society’s norms (Warren and Halpern-Manners 2012).
These cognitive processes might be especially prevalent after repeatedly
answering identical sensitive questions causing discomfort and embarrassment
(Uhrig 2012). Considering that we did not observe significant differences in
the extent of “don’t know” answers across the cohorts, it is also possible that
respondents learn that they can simply skip or refuse to answer a question
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without providing any response. Low experience respondents might not be
aware of this possibility and therefore show lower item nonresponse than the
more experienced cohort. However, the item nonresponse indicator we used in
the analyses includes both leaving the question blank and explicitly refusing to
answer by selecting “I do not want to answer.” We also compared both types
of item nonresponse separately across the cohorts to test the hypothesis of
learning to leave a question blank. Our results support this hypothesis (see
table D3 in the supplementary data online). Previous research also supports
this hypothesis by showing that “don’t know” answers and item refusals are
indeed different types of item nonresponse that result from different disrup-
tions in the cognitive response process (Silber et al. 2021).

With respect to negative panel conditioning, we found evidence for a
decrease in response quality as a result of speeding. Specifically, highly experi-
enced respondents showed higher levels of speeding compared to less experi-
enced respondents. We did not find, however, a significant conditioning effect
on nondifferentiation, the selection of first or middle response options, and
misreporting to filter questions. Comparing those results to previous research
using the Dutch probability-based LISS Panel (Schonlau and Toepoel 2015),
our study did not replicate their findings of higher levels of nondifferentiation
among more experienced respondents. Our findings on motivated misreport-
ing, however, support some of the previous research that did not provide evi-
dence for an increase in misreporting to filter questions with higher panel
experience (Silber et al. 2019; Bach and Eckman 2020; Eckman and Bach
2021).

Considering the three respondent groups with differing levels of experience,
the main differences we found were between panel members with the highest
and lowest levels of experience. In fact, we only found significant differences
between members of the highly and medium experienced cohort for one indi-
cator (speeding). Apart from that, we did not find significant differences
between highly and medium experienced respondents, potentially indicating
that learning processes within a panel take place at an early stage after initial
participation. However, the effects between members of the low and medium
experienced cohorts were usually weaker than the effects between low and
highly experienced panelists. This, on the other hand, suggests that a certain
amount of experience might be necessary to evoke a positive or negative learn-
ing process within a panel study. Yet, due to the variety of findings for the dif-
ferent indicators and the multiple group comparisons, it was not possible to
conclude on the amount of experience that causes the strongest learning
effects. In this study, the difference in experience between the low and highly
experienced panel members was about five years (or 28 waves), whereas the
difference between the low and medium experienced respondents was only
about two years (or 14 and 16 waves, respectively).

Although the effects of survey experience on most indicators of response
quality appeared to be relatively small, larger effects of speeding exist for panel
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members with higher levels of experience (i.e., on average 6.0 percentage
points difference between the highest and least experienced cohort). Speeding
indicates lower response quality because respondents do not take enough time
to properly process questions and to provide optimal answers. Thus, future
research should examine this considerable increase in speeding behavior in
greater detail by studying potential explanations such as respondent motiva-
tion, survey enjoyment, topic interest, or panel fatigue. Overall, our results sug-
gest a dose–response relationship by showing graded response patterns for the
different levels of experience within the panel, although many of the differen-
ces between the cohorts were not significant.

Several limitations need to be considered when generalizing the findings of
the present research. As is typical for studies of panel conditioning that use a
quasi-experimental design, the amount of experience and the duration of mem-
bership in the panel cannot be disentangled (Struminskaya 2016). Thus, we do
not know whether one or the other may have caused the group differences that
we observed. Also, due to the study design, there is the danger of confounding
effects of panel attrition. To mitigate the attrition problem, we followed pre-
vious research using adjustment weighting (Dennis 2001; Nancarrow and
Cartwright 2007; Struminskaya 2016). Furthermore, the selection of indicators
was driven by the available data which were not specifically designed to iden-
tify panel conditioning effects. The reflection indicator of shorter total response
times across more experienced panelists could also (partly) reflect less engaged
response behaviors instead of optimized response processes. Although we
excluded speeders from the indicator and differences remained significant after
controlling for several satisficing response behaviors, we invite future studies
to test the robustness of these findings.

SUPPLEMENTARY MATERIALS

Supplementary materials are available online at academic.oup.com/jssam.
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Höhne, J. K., and Schlosser, S. (2018), “Investigating the Adequacy of Response Time Outlier
Definitions in Computer-Based Web Surveys using Paradata SurveyFocus,” Social Science
Computer Review, 36, 369–378.

Holbrook, A. L., Krosnick, J. A., Moore, D., and Tourangeau, R. (2007), “Response Order Effects
in Dichotomous Categorical Questions Presented Orally: The Impact of Question and
Respondent Attributes,” Public opinion Quarterly, 71, 325–348.

Kalton, G., Kasprzyk, D., and McMillen, D. (1989), Panel Surveys, New York: Wiley.
Kaminska, O., McCutcheon, A. L., and Billiet, J. (2010), “Satisficing among Reluctant

Respondents in a Cross-National Context,” Public Opinion Quarterly, 74, 956–984.

Panel Conditioning in a Probability-Based Study 57

D
ow

nloaded from
 https://academ

ic.oup.com
/jssam

/article/12/1/36/7117780 by Johannes F.G
. Vliegenthart user on 04 M

arch 2024

https://doi.org/10.4232/1.13785


Kreuter, F., Eckman, S., and Tourangeau, R. (2020), “The Salience of Survey Burden and Its
Effect on Response Behavior to Skip Questions: Experimental Results from Telephone and Web
Surveys,” in Advances in Questionnaire Design, Development, Evaluation and Testing, eds. P.
Beatty, D. Collins, L. Kaye, J. Padilla, G. Willis, and A. Wilmot, Hoboken, NJ: Wiley, pp.
213–227.

Kroh, M., Winter, F., and Schupp, J. (2016), “Using Person-Fit Measures to Assess the Impact of
Panel Conditioning on Reliability,” Public Opinion Quarterly, 80, 914–942.

Krosnick, J. A. (1991), “Response Strategies for Coping with the Cognitive Demands of Attitude
Measures in Surveys,” Applied Cognitive Psychology, 5, 213–236.

Lugtig, P. (2014), “Panel Attrition: Separating Stayers, Fast Attriters, Gradual Attriters, and
Lurkers,” Sociological Methods & Research, 43, 699–723.

Lugtig, P., Das, J. W. M., and Scherpenzeel, A. C. (2014), “Nonresponse and Attrition in a
Probability-Based Online Panel for the General Population,” in Online Panel Research: A Data
Quality Perspective, eds. M. Callegaro, R. Baker, J. Bethlehem, A. S. Göritz, J. A. Krosnick,
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