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Abstract Survey researchers frequently use supplementary data sour-
ces, such as paradata, administrative data, and contextual data to aug-
ment surveys and enhance substantive and methodological research
capabilities. While these data sources can be beneficial, integrating
them with surveys can give rise to ethical and data privacy issues that
have not been completely resolved. In this research synthesis, we re-
view ethical considerations and empirical evidence on how privacy
concerns impact participation in studies that collect these novel data
sources to supplement surveys. We further discuss potential
approaches for safeguarding participants’ data privacy during data col-
lection and dissemination that may assuage their concerns. Finally, we
conclude with open questions and suggested avenues for future
research.

In 2011, Robert Groves argued that we had recently transitioned into the
third era of survey research, an era characterized by designed data supple-
mented with organic data from the internet and other digital systems (Groves
2011). The abundance of continuously produced process data from digital
systems as well as data from smart devices is viewed as a promise to mitigate
the downward trend of response rates and increasing risk of nonresponse
bias observed across countries and over time (Luiten et al. 2020).
Researchers are drawn to the rich and fine-grained auxiliary data sources
available, such as survey paradata, administrative data, and contextual data
derived from digital traces, apps, sensors, wearables, and geodata. These data
are seen as particularly attractive when augmented with self-reported data
collected through surveys or in-the-moment questionnaires, such as
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Ecological Momentary Assessments (EMA). Augmenting these data with
surveys has the potential to improve data quality and overcome recall and so-
cial desirability errors of survey self-reports and potentially reduce respon-
dent burden, as some tasks that require commitment and diligence from
respondents can be substituted by passive measurement (e.g., tracking travel
patterns via smartphone apps instead of relying on self-reported travel diaries
on paper or the web).

Recent years have witnessed a surge in “third-era” social and behavioral
research that addresses substantive research questions by combining auxiliary
data with surveys. The applications are wide ranging: from studying job
search behavior using native apps and sensors available on smartphones
(Sugie 2018), linking administrative data to investigate social disadvantage
(Pattaro, Bailey, and Dibben 2020), exploring the effects of air quality on
health through the linkage of survey data and environmental sensor data
(English et al. 2022), examining happiness by utilizing contextual data of
participants’ geographic locations and EMA data collected through smart-
phones (MacKerron and Mourato 2013), and many more (see, for example,
an overview by Keusch and Conrad 2021). Administrative data is frequently
used alongside survey data by National Statistical Offices, such as the US
Census Bureau and Statistics Netherlands, and research institutes, such as the
German Institute for Employment Research (IAB). Additionally, several
infrastructures that link administrative data and survey data have been estab-
lished, such as Administrative Data Research (ADR) UK in the United
Kingdom, the Secure Data Access Center (CASD) in France, and the Open
Data Infrastructure for Social Science and Economic Innovations (ODISSEI)
in the Netherlands.

The role and demand for auxiliary data in social and behavioral research
will continue to grow, as the breadth of substantive research questions that
can be addressed through the use of these data sources is plentiful. However,
the greater accessibility and usage of these data sources raises potential ethi-
cal and data privacy issues, including whether research participants have a
clear understanding of what they are consenting to, the purposes for which
their data will be used, and how their data privacy will be protected. Such
issues can impact the willingness of individuals to participate in survey re-
search studies that use auxiliary data sources. This synthesis complements an
earlier one in these pages that focused more on how response to ethical and
privacy concerns impacted data quality (Plutzer 2019; see also Fobia et al.
2019; Keusch et al. 2019; Sakshaug et al. 2019a). Here, we highlight recent
scholarship in order to provide an overview of the ethical considerations
raised by utilizing these data sources in survey research and various
approaches that scholars have employed to both understand and address
respondents’ data privacy concerns. We conclude by suggesting directions
for future development.
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Ethics and the Use of Auxiliary Data

Social and behavioral research rests on the premise that research participants
should be able to provide accurate and relevant information without fear of
negative consequences (Joe et al. 2016). Ethical principles for protecting the
rights of research participants are rooted in several documents such as the
Declaration of Helsinki (World Medical Association General Assembly
1964), the Belmont Report (1979), and the Menlo Report on ethical princi-
ples guiding information and communication technology research issued by
the US Department of Homeland Security (Bailey et al. 2012). Some of these
reports were created in response to violations of research subjects’ rights. In
general, the three basic ethical principles for conducting research are: (1) be-
neficence—minimizing harm and maximizing benefit for individual subjects;
(2) justice—ensuring research burdens are shared equitably among groups of
subjects; and (3) autonomy—requiring informed consent from research sub-
jects for their participation (Joe et al. 2016, p. 79). The purpose of the auton-
omy principle is to give research participants agency over the sharing of
their collected information.

Paradata, administrative records, smartphone sensor data, app data, and
digital trace data are characterized by large-volume and highly granular in-
formation on individuals. These features make these kinds of auxiliary data
particularly susceptible to confidentiality breaches. Furthermore, it is chal-
lenging to anticipate all the purposes for which the information collected
about individuals may be used. Due to their relative newness, researchers
may be uncertain about the appropriate conduct in digital social research.
Salganik (2018) provides three examples in which people’s privacy was vio-
lated by enrolling them in unethical experiments due to such uncertainty.
One controversial study he cites investigated emotional contagion, in which
about 700,000 Facebook users were unwittingly subjected to an experiment
that may have altered their emotions. Negative words (or positive ones in an-
other experimental condition) were blocked from participants’ Facebook
feeds without specific consent or third-party ethical review. Since then, the
Cambridge Analytica scandal in 2016, in which a British consultancy firm
built an app allowing them to construct psychological profiles of Facebook
users without their consent and use those profiles for political advertising,
resulted in Facebook revising its privacy settings (BBC 2018). Moreover, the
EU General Data Protection Regulation or GDPR (EU Data Protection
Regulation 2016) changed the way companies can collect and store data
about their users, giving individuals knowledge and control over their data,
such as the right to be forgotten.

While the ethical principles discussed above are not exclusive to the big-
data era, the nature of the data and their unique characteristics (longitudinal,
detailed, rich), coupled with their potential unforeseen uses, can pose distinct
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risks to research participants both at the stage of collecting auxiliary data and
combining them with surveys and at the stage of data dissemination. In the
following discussion, we focus on ethical and privacy-related issues for both
of these stages.

Informed Consent, Willingness, and Privacy Concerns

As individuals increasingly use smartphones, apps, and online platforms for
their daily activities, their knowledge and attitudes toward data collection
and uses of such data can influence their willingness to share such data for
research purposes. In a recent study, Turow et al. (2023) show that
Americans do not understand what it means to consent to companies’ use of
their data, feel that they have no control over it, and believe they are being
harmed by the companies using the data. The study, which used data from a
mixed-mode panel of internet users in the United States, found that 80 per-
cent of respondents feel they have little control over how marketers learn
about them online, and believe that information that can be learned about
them from their online behavior can cause harm. The authors refer to this
phenomenon as “digital resignation,” wherein individuals desire control over
the data companies have on them but feel powerless to do so (Turow et al.
2015). These beliefs may explain why individuals can be reluctant to provide
auxiliary data for research purposes.

Singer and Couper (2011) conducted a vignette experiment to study the
effects of informing participants about paradata collection on their willingness
to participate in survey data collection. The study used several conditions,
ranging from no mention of paradata collection, a simple description of what
data was being collected (keystrokes, timestamps, browser information), a sim-
ple description with information about the purposes of the data collection, and
a simple description with a hyperlink to additional information. The results in-
dicated that none of the conditions fully informed respondents about what par-
adata is, and requiring informed consent reduced willingness to participate in a
survey. Similarly, a recent study by Henninger et al. (2023) in this special is-
sue found that participants were less willing to provide mouse-tracking para-
data when the survey participation and paradata collection were requested
sequentially as opposed to when the requests were bundled together. The study
also found that mentioning specific purposes for the paradata collection did
not increase willingness to participate and, in some cases, even decreased it.

Privacy and Confidentiality Concerns and Linkage to
Administrative Data

In the context of linking surveys with administrative data, Sala, Knies, and
Burton (2014) found that respondents who declined to consent to such
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linkages did so primarily due to privacy and data confidentiality concerns.
The level of risk perceptions to data linkage appears to be driven by respond-
ents’ own privacy beliefs and attitudes toward the data collector and relevant
stakeholders. For instance, Fobia et al. (2019) demonstrated that trust in fede-
ral statistics, the belief that the federal statistical system keeps information
about them confidential and respects people’s privacy, and the belief that
policymakers need federal statistics to make informed decisions were associ-
ated with greater favorability toward data linkage. Additionally, studies have
explored how the framing of the data linkage request may impact respond-
ents’ attitudes toward linkage and their willingness to link their own data.
Various frames have been investigated, including those emphasizing the ben-
efits of data linkage, such as cost savings, improved data accuracy, and re-
duced respondent burden, among others (Singer, Bates, and Van Hoewyk
2011; Bates, Wroblewski, and Pascale 2012; Sakshaug, Tutz, and Kreuter
2013; Sakshaug and Kreuter 2014), and those emphasizing the negative
aspects of non-linkage, such as reducing the value of the survey data collec-
tion (Kreuter, Sakshaug, and Tourangeau 2016; Sakshaug et al. 2019a).
However, the results of framing studies are mixed, not all frames have the
same effect on respondents, and some frames have more leverage than others
for specific subgroups (Sakshaug et al. 2019b; Fobia et al. 2020).

Privacy Concerns in Data Collection via Smartphone Apps and
Wearables

In studies that collect smartphone sensor data, app data, and wearables data,
and link to social media data, research has demonstrated that privacy con-
cerns are a significant barrier to participation. Privacy concerns were the
main reason against participation when survey respondents were asked about
stated willingness to perform additional tasks, such as provide data from
smartphones and accelerometers about their physical activity, provide access
to their social media profiles, track geolocation, use measurement devices
provided for data collection, etc. (Revilla et al. 2019), download a research
app that would track geolocation, app use on smartphone and send additional
questionnaires (Keusch et al. 2019), share their geolocation, photos, or vid-
eos, and download an app for the collection of household expenditure data
(Jäckle et al. 2019). Studies have found that higher privacy concerns are as-
sociated with lower willingness to participate in app-based and smartphone
sensor data collection (Keusch et al. 2019; Revilla et al. 2019; Wenz et al.
2019; Struminskaya et al. 2020, 2021; Roberts et al. 2022; Silber et al.
2022), as well as linking survey data to social media data (Mneimneh et al.
2021). Despite efforts to emphasize privacy and confidentiality protection,
such as assuring respondents that their data will be anonymized, will not be
accessed by third parties, and will only be used for the purposes of the
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research, there was no increase in stated willingness or actual sharing of data
collected by smartphone sensors (Struminskaya et al. 2020, 2021).
Participants can have multiple concerns regarding data sharing, such as data
streams being intercepted by unauthorized parties, multiple streams of data
being connected to reidentify anonymous users, and information being used
to impact credit, employment, or insurability. Keusch et al. (2019) demon-
strated that the more situations respondents perceived as a violation of pri-
vacy (e.g., by banks, government, social media), the less willing they were
to share smartphone sensor data.

Do Privacy Concerns Vary by the Type of Task?

For tasks that involve passive measurement, such as tracking geolocation
and app usage, privacy concerns are higher than for tasks that require active
participation, such as taking pictures with a smartphone camera or filling out
surveys using a smartphone app (Keusch et al. 2020). This is likely due to
the respondents’ perceived control over the data collection process. Indeed,
research has shown that when participants have more control (perceived or
actual) over the data collection process, such as the ability to stop the data
collection, view the data before it is shared, and revoke consent if desired,
this increases stated willingness to share sensor data (Keusch et al. 2019;
Struminskaya et al. 2020) and actually do so (Struminskaya et al. 2021).
However, Kreuter et al. (2020) found that only 30 percent of participants
who were willing to install a research app that collected information about
participants’ geolocation, call and messaging logs, physical activity data, so-
cial network information, and information on smartphone usage reviewed the
descriptions of the individual functions before consenting to data collection.
Similar to studies from the data linkage consent literature, studies examining
the influence of framing requests on willingness to share sensor data have
yielded mixed results. While some studies found no effect of framing the re-
quest in terms of time-saving benefits (Struminskaya et al. 2021; Beuthner
et al. 2023), others have shown a small negative effect of emphasizing time-
saving benefits for sharing of sensor data (Struminskaya et al. 2020).

How Well Do Respondents Understand Consent Requests?

Given that many surveys employ procedures to obtain informed consent
from respondents to link their survey data to auxiliary data sources, particu-
larly administrative records, a key question is to what extent respondents un-
derstand the consent request and the specific aspects of what they are
consenting to. While detailed information may be presented regarding data
processing, storage, and security, it’s unclear how much of this information
is comprehended by respondents and whether their consent is truly informed,
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aligning with legal and ethical standards. Qualitative studies indicate that re-
spondent understanding of linkage requests is often low, with participants
frequently misunderstanding the purpose of the linkage and the accessibility
of their survey responses and linked data to third parties and data custodians
(Bates and Pascale 2005; Jäckle et al. 2018; Thornby et al. 2018). Thornby
et al. (2018) noted that some participants only skim-read the information
about the linkage process and did not always understand the terminology
used. However, their study also indicated that respondents who improved
their knowledge about data linkage over the course of the interview became
more receptive to the idea of consenting to link their own data. Jäckle et al.
(2021) found that using easy-to-understand language in the consent question
increases understanding of the linkage request. Burton et al. (2021) found
that respondents use different decision-making processes when considering
linkage consent, and that “reflective” processes are associated with a higher
likelihood of consent, better comprehension, and greater confidence in their
decision compared to “instinctive” (or “gut feeling”) processes.

Studies using quantitative data have also established a link between under-
standing the linkage request and the likelihood of giving consent. In one
such study, Das and Couper (2014) experimented with providing members
of a probability-based online panel in the Netherlands with varying amounts
of information regarding the proposed data linkage in an advance letter or
email. The information provided included: (1) a standard description of the
purpose of the linkage and data protection assurances, or (2) an extended de-
scription that contained more details and examples of the linkage process,
data access and storage, and planned uses of the data. The respondents were
then asked several knowledge questions about the proposed linkage. The
study found that respondents who opted out of the linkage and those who re-
ceived only the standard linkage description tended to give fewer correct
answers than those who did not opt out and those who received the extended
description. Understanding of the consent request was particularly low with
respect to the purpose of the linkage and storage of the linked data and per-
sonal identifiers.

More recent studies that have used knowledge questions to assess respond-
ents’ comprehension of the consent request have yielded similar findings.
Sakshaug et al. (2021) found that the percentage of correct answers was sig-
nificantly higher among those who consented to linkage compared to those
who did not in a German survey. Notably, only about one-third of non-
consenters answered correctly that their survey responses would not be
merged with administrative data, suggesting that the majority of non-
consenters believed their data would be linked anyway, irrespective of their
wishes. Jäckle et al. (2021) also found that respondents who had a better un-
derstanding of the linkage request were more likely to consent, and that web
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respondents had lower levels of understanding compared to face-to-face
respondents.

According to early studies on the donation of digital trace data, the level
of understanding of consent requests among participants is not very high.
For example, Struminskaya and Boeschoten (2022) asked participants of a
Dutch online panel to download their Google Semantic Location History and
share data on their distance traveled and time spent on different modes of
transportation or on foot. About 30 percent stated their willingness to donate
their data, and only about 14 percent actually did so. The study also included
seven knowledge statements that checked participants’ understanding of the
request, with an average of 3.23 statements answered correctly. Only 5.5 per-
cent of participants answered all seven statements correctly. Those who an-
swered more correct statements were more likely to agree to donate their
data.

Data Privacy-Utility Trade-Off

The literature cited above indicates that privacy concerns are a significant is-
sue for research participants when it comes to sharing their auxiliary data. As
the demand and accessibility of these data continue to grow, the magnitude
of such concerns may also increase. Bender et al. (2017) argue that individ-
ual privacy and confidentiality should be balanced against the social benefits
of research access and use. The level of data access must be carefully consid-
ered, as the greater the access, the greater the risk to individuals.
Additionally, the usefulness of the data must be measured against disclosure
risks (Duncan et al. 2011). This can be thought of in terms of a privacy-
utility trade-off, which refers to the inverse relationship between data utility
and privacy protection of the study participants. At the two extremes, all data
could be accessible and available for analysis, resulting in high utility but
low privacy protection, or no one could have access to the data, resulting in
low utility but high privacy protection. Researchers must therefore strike a
balance between these two extremes: increasing access to the data, and thus
increasing the utility of these data, and protecting participants’ data privacy.

Privacy risks and data utility are closely connected to the aforementioned
ethical principles of beneficence, justice, and autonomy. Bowen (2022)
argues that personal privacy loss is not evenly distributed in society, with un-
derrepresented individuals, minorities, and socially and economically disad-
vantaged individuals experiencing higher levels of privacy insecurity and
being at greater risk of privacy breach and reidentification. However, remov-
ing their data from publicly released datasets would also mean they miss out
on the benefits and impacts of the research performed on the data.
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Promising Approaches for Protecting Data Privacy

To protect participants’ privacy in individual research projects, researchers
can consider privacy-preserving methods during data collection by aggregat-
ing or minimizing the amount of data that’s collected. For example, if
researchers are interested in collecting information about conversation fre-
quency and duration using a smartphone microphone, they might choose to
implement privacy-preserving aggregation on the device by using privacy-
sensitive classifiers (Rabbi et al. 2011). This allows researchers to obtain
only binary information, such as whether a conversation is happening or not,
without recording the content of the conversation (see, for example, Wang
et al. 2014). In the case of digital trace data, researchers are establishing
privacy-preserving infrastructures that locally extract information from data
download packages (DDPs) provided by digital platforms, such as Google,
Facebook (Meta), Netflix, and others, and then aggregate the data into a rele-
vant form (e.g., distance traveled instead of GPS coordinates, or the number
of liked social media posts without revealing the specific content being liked)
before transmitting them to researchers (see Boeschoten et al. 2022).
Moreover, this infrastructure allows participants to view the aggregated digi-
tal trace data before sharing them with researchers. This approach is similar
to the data reduction principle in the context of linking social media data to
survey data (Sloan et al. 2020), which states that only necessary data should
be linked, with “high-risk” variables that may increase the risk of re-
identification excluded or aggregated from the raw data.

For the dissemination of privacy-sensitive data to the research community,
one solution is to add uncertainty or noise to the data. One such approach is
data synthesis, which involves generating synthetic datasets that replicate the
structure and statistical properties of the original confidential dataset using
statistical modeling and imputation methods. Well-known applications of
synthetic data include a synthetic version of the Longitudinal Business
Database at the US Census Bureau (Kinney, Reiter, and Miranda 2014) and
a synthetic version of the IAB Establishment Panel at the German Institute
for Employment Research (Drechsler et al. 2008). Another privacy-
preserving approach is differential privacy (see, e.g., Oberski and Kreuter
2020; Bowen 2022), which is a framework that involves adding noise to the
data in a way that ensures the outcome of any statistical analysis “is nearly
equally likely” regardless of whether any single unit is included or excluded
from the dataset (US Census Bureau 2021). Since 2020, the US Census
Bureau has adopted formal differential privacy protections in the Decennial
Census (see, e.g., the special issue by Gong, Groshen, Vadhan 2022).
However, for some research questions, researchers may need access to the
original data. One option is to provide them with restricted access. For this
option, secure data access platforms are available, such as the Coleridge
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Initiative (https://coleridgeinitiative.org/) that facilitates data sharing across
agencies and states in the United States or the Secure Analysis Environment
(SANE) in the Netherlands, a virtual data vault in which researchers can ana-
lyze sensitive data while data owners retain complete control (https://www.
surf.nl/en/news/sane-secure-data-environment-for-social-sciences-and-human
ities).

Conclusions

When supplementing survey data with paradata, administrative data, and
contextual data from auxiliary sources, apps, sensors, and digital platforms,
it is the responsibility of researchers to be aware of the ethical implications
of collecting and using these data sources. It is essential to adhere to basic
ethical principles, such as collecting and using the data responsibly and en-
suring that participants endure no harm during any phase of the research cy-
cle, including data collection, storage, analysis, and dissemination. It is also
important to ensure that certain groups are not disadvantaged, and that the
burdens of the research are spread evenly. As the sources and uses of these
auxiliary data continue to expand, it is crucial for researchers to consider po-
tential ethical implications of the research early in the study design stage. In
this research synthesis, we have outlined ethical considerations pertinent to
supplementing these data with surveys, including individuals’ willingness to
participate in such research studies and their comprehension of consent
requests, as well as approaches to addressing potential data privacy risks,
such as aggregating data during data collection, carefully introducing uncer-
tainty/noise into the data prior to public release, and the use of secure data
access platforms. We anticipate that further development of such platforms
and new data access modalities will facilitate the transition from highly re-
stricted access options to more open science principles.

In addition to developing new access models and privacy-preserving data
collection software and methods, it is essential to gain a deeper understand-
ing of privacy and confidentiality concerns to effectively address them.
Helen Nissenbaum’s theoretical framework provides a useful perspective,
positing that information is not inherently private or public, but is governed
by context-specific norms that determine to whom it can be appropriately
transmitted and for what purpose (Nissenbaum 2010). Further research is
needed to explore the norms, preferences, and interests of all actors involved,
including data providers and recipients. A good example is the PERVADE
(Pervasive Data Ethics) Project at the University of Maryland, which exam-
ines questions related to quantifying risks to data subjects, public attitudes
about data reuse, and adapting ethical codes for computational research
(https://pervade.umd.edu/).
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Gaining a better understanding of privacy concerns should go hand-in-
hand with communicating to research participants how their privacy is being
protected and the safeguards put in place to prevent data disclosure.
However, questions remain regarding whether respondents understand the
sophisticated measures and approaches taken to protect their privacy, such as
differential privacy, and whether providing this level of information will ef-
fectively alleviate their concerns. We encourage further research in this do-
main. We know from previous research that respondent understanding of
data requests is associated with willingness to participate and that privacy
concerns are the main cause of nonparticipation; thus, if researchers can ef-
fectively communicate the approaches that protect participants’ privacy, this
may increase understanding, transparency, trust, and possibly willingness to
participate.
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Boeschoten, Laura, Jef Ausloos, Judith E. Möller, Theo Araujo, and Daniel L. Oberski. 2022. “A
Framework for Privacy Preserving Digital Trace Data Collection Through Data Donation.”
Computational Communication Research 4:388–423.

Bowen, C. M. 2022. Protecting your Privacy in a Data-Driven World. Boca Raton, FL: CRC
Press.

Burton, J., M. P. Couper, T. F. Crossley, A. Jäckle, and S. Walzenbach. 2021. “How Do Survey
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