
Chapter 18

Neurotechnology to reduce recidivism:
Ethical and legal challenges

GERBEN MEYNEN1,2*, NAOMI VAN DE POL1, VERATESINK2, AND SJORS LIGTHART1,3

1Willem Pompe Institute for Criminal Law and Criminology, Faculty of Law, Economics and Governance, Utrecht University,
Utrecht, The Netherlands

2Department of Philosophy, Faculty of Humanities, Vrije Universiteit Amsterdam, Amsterdam, The Netherlands
3Department of Criminal Law, Tilburg Law School, Tilburg University, Tilburg, The Netherlands

Abstract

Crime comeswith enormous costs, not only financial but also in terms of loss of mental and physical health
and, in some cases, even loss of life. Recidivism is responsible for a considerable percentage of the crimes,
and therefore, society deems reducing recidivism a priority. To reduce recidivism, several types of inter-
ventions can be used, such as education and employment-focused rehabilitation programs which are
intended to improve psychological and social factors. Another way to prevent reoffending is to influence
the offender’s brain functions. For example, medication can be offered to treat delusions or to diminish
sexual drive. In the near future, innovative neurotechnologies are expected to improve prediction and
prevention of reoffending. Potential positive effects of such neurotechniques include a safer society
and earlier release of prisoners who are no longer “at high risk” to relapse into criminal behavior.
Meanwhile, employing these neurotechniques in the criminal justice system raises fundamental concerns,
for example, about autonomy, privacy and mental integrity. This chapter aims to identify some of the
ethical and legal challenges of using neurotechnologies to reduce recidivism.

INTRODUCTION

Crime comes with enormous costs, not only financial but
also in terms of loss of mental and physical health and, in
some cases, even loss of life (Cohen, 2005; Yeh, 2010;
Chalfin, 2015). Recidivism is responsible for a consider-
able part of the crimes. In the Netherlands, for instance,
two-thirds of former prisoners have been reconvicted
within 4 years after release (Wartna et al., 2005). In the
United States, 68% of released prisoners is rearrested
within 3 years and 83% within 9 years (Alper et al.,
2018). Worldwide, reconviction rates 2 years after prison
release range from 20% to 63% (Yukhnenko et al., 2019).
Society therefore deems reducing recidivism essential.

To reduce recidivism, several types of interventions
can be used, such as education and employment-focused

rehabilitation programs which are intended to improve
psychological and social factors (Wilson and Petersilia,
2011). Another way to prevent reoffending is to influ-
ence the offender’s brain functions—which will be the
focus of this chapter. For example, medication can be
offered to treat delusions or to diminish sexual drive
(Knack et al., 2020). In addition, brain scans have been
used to predict recidivism, in research settings as well as
in legal practice, albeit incidentally (De Kogel and
Westgeest, 2015; Delfin et al., 2019; Kiehl et al.,
2018—see Neurotechniques for the prediction and
prevention of crime section). In the near future, neuro-
technologies, such as neuroimaging and neuromo-
dulation (changing brain activity through electrical
stimulation of specific brain regions), are expected to
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improve prediction and prevention of reoffending
(Glenn and Raine, 2013; Umbach et al., 2015; Chew
et al., 2018; Meynen, 2019b; Tortora et al., 2020).

Consider a futuristic scenario: a sex offender receives
deep brain stimulation (DBS) via electrodes implanted in
his brain. The DBS-device monitors brain activity and
becomes active when the offender is sexually aroused;
using an algorithm, the DBS-device selectively stimu-
lates the brain, thus reducing sexual arousal, to prevent
reoffending. When it no longer detects the sexual
arousal, the device will stop the stimulation (Ligthart
et al., 2021a). The positive effects of neurotechniques
to reduce recidivism could be the earlier release for pris-
oners who are no longer “at risk” to relapse into criminal
behavior and a safer and more resilient society. At the
same time, however, employment of neurotechniques
in criminal justice entails serious risks. It raises
fundamental ethical and legal concerns, for example
about autonomy, privacy, mental and physical integrity
(H€ubner and White, 2016; Meynen and Widdershoven,
2017; Ryberg, 2017; Douglas, 2019; Meynen, 2019a).
For instance, would it be morally and legally permissible
to offer parole to offenders in exchange for accepting
deep brain stimulation to reduce aggression? (Ligthart
et al., 2021a).

How neurotechniques could be used in criminal
justice in a responsible way has to be carefully consid-
ered. This is recognized as an urgent challenge in ethical
and legal literature. (Chew et al., 2018; Ryberg, 2020;
Vincent et al., 2020; Ligthart et al., 2021c; Ligthart,
2022). Often, this question of responsible use of neuro-
technologies in criminal justice is approached from either
legal or ethical perspectives. But, as it includes the ethics
of criminal justice, it is necessary to combine legal and
ethical perspectives. Moreover, as fundamental rights
are concerned, similar values—such as autonomy and
privacy—are central to both ethics and law. On this fun-
damental rights level, there is an important overlapwhere
ethics and law can inform each other: the analysis of
moral rights can benefit from analyzing human rights
law that protects these rights, while the analysis of
fundamental legal rights can benefit from analyzing its
ethical underpinnings (Ienca and Andorno, 2017;
Ligthart et al., 2019a; Ligthart et al., 2021b). Accord-
ingly, in this chapter we will consider both ethical and
legal perspectives.

On the one hand, we aim to identify why neuro-
technology deserves serious consideration as a tool in
criminal justice (at least in some of its many forms of
manifestation). On the other hand, this chapter identifies
important normative challenges regarding the (future)
application of neurotechnologies in the context of crim-
inal justice. In doing so, we make a case for thorough
normative attention for the possible introduction and
use of neurotechnologies in criminal justice.

The outline of this chapter is as follows. In the next
section, we consider the current state of affairs regarding
the prediction and prevention of recidivism. In the
Neurotechniques for the prediction and prevention of
crime section, we discuss some types of neurotechnology
that could potentially contribute to the prediction and
prevention of reoffending. The idea is to provide a
generic account without any detailed descriptions of indi-
vidual techniques. The Normative issues regarding
employing neurotechnology to reduce recidivism section
discusses central ethical and legal issues regarding the
use of neurotechnology to predict and prevent recidi-
vism: autonomy, mental privacy, and mental integrity.
The Further ethical and legal issues section briefly con-
siders four additional ethical issues, while the final sec-
tion draws conclusions.

PREDICTING AND PREVENTING
RECIDIVISM: THE CURRENT STATE

OF AFFAIRS

High rates of recidivism show that there is ample room
for improvement in the criminal justice system. Basi-
cally, there are two types of problems regarding recidi-
vism: prediction and prevention.

First, it is difficult to accurately predict recidivism: cur-
rent risk assessment tools often have only poor to moder-
ate predictive performance (Fazel et al., 2012; Douglas
et al., 2017). Individuals with dangerous behavior are
not always adequately identified as such and may be
released into society and cause further harm by reoffend-
ing (in this chapter, “dangerousness” refers to danger to
other persons or property). Conversely, offenders who
are not at risk for dangerous behavior (anymore) may
be incorrectly identified as a threat to society and could
therefore serve a much longer time in prison than neces-
sary. This is actually a well-recognized problem of current
risk assessment tools: they identify too many people as
“high risk,” which may well lead to unnecessary depriva-
tion of liberty by the criminal justice system (Fazel et al.,
2012; Douglas et al., 2017). This is clearly harmful to
these offenders and their relatives.

Second, even if we correctly identify those offenders
who are at risk for dangerous behavior, the interventions
that are currently used to prevent recidivism are clearly
not very successful. From various perspectives, the
urgency of this problem has been recognized. For exam-
ple, Yukhnenko et al. write that “with the increasing
recognition of the health burden of violence and crime,
reducing recidivism can make a large contribution to
public safety and public health” (Yukhnenko et al.,
2019). They refer to a World Health Organisation
(2014) report that identifies a variety of negative health
consequences of violence, both physical (e.g., thoracic,
brain injuries, pregnancy complications) and mental
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(e.g., depression, anxiety, posttraumatic stress disorder,
suicidal thoughts, and behavior). In other words, reduc-
ing recidivism will not only have impact on social safety
but is a health concern in its own right.

Furthermore, imprisonment hasmany adverse effects,
for instance, on the prisoner’s health. Currently, 10million
people are incarcerated worldwide, which is probably an
underestimation (Walmsley, 2018), and the number of
prisoners is increasing (Yukhnenko et al., 2019). Accord-
ing to the World Health Organization, “prisons are bad
formental health. There are various factors in prisons that
have negative effects on mental health, including: over-
crowding, various forms of violence, enforced solitude
or conversely, lack of privacy, lack of meaningful activ-
ity, isolation from social networks, insecurity about
future prospects (work, relationships, etc.), and inade-
quate health services, especially mental health services.
The increased risk of suicide in prisons (often related to
depression) is, unfortunately, a common manifestation
of the cumulative effects of these factors.” (WHO,
2005; Enggist et al., 2014). Importantly, it has been
reported that better mental health relates to lower rates
of recidivism (Wallace and Wang, 2020).

In addition to these negative effects of imprisonment,
recent studies found that neurocognitive functioning in
prisoners declined after 3–4 months in prison (Meijers
et al., 2018; Umbach et al., 2018). It has been hypothe-
sized that the impoverished nature of the prison environ-
ment could (partially) explain this negative change (see
Chapter 4). Animal studies, and some experiments in
humans, have reported on the impact of environmental
stimuli on brain and behavior. The effects of prison on
neurocognitive functioning have already been discussed
in legal literature (Ligthart et al., 2019b), for instance, to
argue against solitary confinement in the United States
(Coppola, 2019). If the neuropsychological findings
are correct, it appears that prison could have unintended,
diffuse adverse effects on a prisoner’s mental life and
brain function, while future neurotechnology may have
intended, focused positive effects on the quality of brain
function, mental states, and, ultimately, behavior. This
raises the question to what extent neurotechniques that
change offenders’ brains would be ethically and legally
different from changing the brain as an (unintended)
result of a prison environment.

Negative or even harmful effects of imprisonment on
detainees provide an important reason to look at alterna-
tive ways for a society to respond to crime. Clearly,
prison sentences are meant to punish (in general, retribu-
tion is one of the main goals of imprisonment), but they
come with substantial negative unintended side-effects
that may not only harm the detained person, but also soci-
ety. Not only may prison sentences have adverse conse-
quences for the individual offender, it is often argued that

prison sentences, while in the short-term effective at
keeping offenders behind bars, may in the long-term
result in increased risks of recidivism (Gendreau et al.,
1999; Cullen et al., 2011). We emphasize this because
it makes clear that the current state of affairs—both the
imperfect attempts to predict recidivism and the way
we currently treat offenders—is in need of improvement.

In conclusion, if we are to evaluate the option of using
neurotechnologies to reduce recidivism, we also have to
take the current situation of prediction and prevention of
crime into account. This means that we should not only
consider potential disadvantages of these novel neuro-
technologies, but also take account of negative effects
of the existing practice of incarceration on society, vic-
tims, and offenders. Even though detention is meant to
punish, generally it is also intended to prevent people
from committing crimes—a goal that is often not satis-
fied by prison sentences. Neurotechnologies may possi-
bly contribute to improvement.

NEUROTECHNIQUES FOR
THE PREDICTION AND PREVENTION

OF CRIME

Prediction

In an often-cited study, Kent Kiehl’s group showed that it
was possible to predict rearrest of offenders using fMRI
(Aharoni et al., 2013; Allen et al., 2022). The offenders
performed a go/no-go impulse control task while their
brain was being scannedwith fMRI. Based on the results,
the researchers predicted who would be rearrested in a
follow-up period of 4 years. As it turned out, the odds that
offenders with low activity in a particular brain region,
the anterior cingulate cortex, would be rearrested were
about double that of offenders with high activity in this
region. In 2019, Swedish researchers tried to predict
recidivism in a forensic psychiatric population. Interest-
ingly, they not only used brain scans (single-photon
emission computed tomography, SPECT), but they com-
bined information from these scans with typically used
risk factors, such as criminal history. Using an algorithm,
these researchers found that adding the data from the
brain scans to more traditional risk factors significantly
improved the prediction (Delfin et al., 2019). Zijlmans
et al. (2021) recently studied prediction of recidivism in
delinquent young adults using, among other factors,
EEG and fMRI and they reported that the neurobiological
data contributed to the accuracy of the prediction. These
latter studies show that brain scans can be of particular
value when combined with other data/techniques, such
as standard risk factors we use today. Such a combination
of techniques—which requires the analysis of data from
different sources—is facilitated by recent developments
in artificial intelligence (Tortora et al., 2020). Incidentally,
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as reported by De Kogel and Westgeest, neurobiological
data have already been used to answer questions about the
risk of recidivism in legal practice (De Kogel and
Westgeest, 2015).

Prevention

A common example of a brain-targeting intervention to
prevent recidivism is the use ofmedication to treat amen-
tal condition that is associated with an increased risk of
future criminal behavior. For instance, antipsychotic
drugs may be offered to offenders with a psychotic dis-
order. Occasionally, medication that reduces sexual drive
is offered to sex offenders (Douglas et al., 2013).

Some have argued for using neuromodulation as an
intervention for psychopaths and repeat offenders
(Canavero, 2014). Recently, transcranial direct current
stimulation (tDCS) has been used in a research setting to
reduce aggression in a forensic psychiatric population
(Sergiou et al., 2021; for a review, see Knehans et al.,
2022). As far as we know, DBS has not (yet) been used
in offenders to reduce criminal behavior, but such potential
future use has been discussed by Fuss et al. (2015). They
write that “patients with paraphilic disorders (sexual
sadism and pedophilia) who have uncontrollable sexual
urges and a concomitant high risk for sexual offense could
eventually be eligible candidates” (Fuss et al., 2015).These
authors have even identified the ventromedial hypothala-
mus as a potential target for DBS in these patients.

Technological developments suggest that, in the
future, prediction and prevention could possibly be com-
bined in a single neurotool that “reads” the brain and
directly intervenes. Such devices, which combine the
monitoring and modification of brain activity, are
referred to as “closed loop” brain devices (Kellmeyer
et al., 2016; Ligthart et al., 2021a). “Closed loop” refers
to the fact that the activity of the device is not regulated
by a person, but by the device itself—since there is no
outside interference, the loop is “closed.” The example
in the introduction about the sex offender who received
DBS concerned a closed loop scenario. This type of
“intelligent” devices may have fewer side-effects com-
pared with traditional DBS as they need not always be
active, but rather respond only to certain stimuli
(Meynen and Widdershoven, 2017). They may also be
more effective as they can tailor brain stimulation to what
is actually “needed” at a certain moment in time. Stimu-
lation is provided if and as far as required, similar to a
pacemaker for your heart: it detects problems with the
heart rate and then, only when necessary, it intervenes.
In a hypothetical situation, a closed loop brain device will
only intervene to prevent an offender from committing a
crime, protecting the interests of both the offender (fewer
side-effects) and society (crime prevention).

Emerging technologies

A justified question is whether we are not too early in
considering the normative intricacies of neurotechnolo-
gies in criminal justice, as they are basically emerging
technologies, at best. Let us provide some responses.

First, as Wajnerman Paz reminds us, there is a recent
example where normative considerations concerning
technological developments came too late: Facebook-
Cambridge Analytica. He writes: “If we wait for this
[neuro]technology to be fully developed before deciding
how to regulate it, by the time it is already developed, the
technical features and social practices associated with
it may become too culturally entrenched to be easily
modified” (Wajnerman Paz, 2022). In other words, we
should ensure that ethical and legal thinking are ahead
of new neurotechnological advances (Nadelhoffer
et al., 2012; Nadelhoffer and Sinnott-Armstrong, 2012;
Meynen, 2019b). At the same time, we need to realize
that neuroscientific developments are sometimes hyped
(Mackor, 2010; Morse, 2018), with the risk of creating
unrealistic expectations. So, there is the continued chal-
lenge to be realistic and to recognize the limitations of
current and upcoming neurotechnologies.

Second, by being ahead of technological develop-
ments, both law and ethics could contribute to the design
and development of neurotechnology (see also Yuste
et al., 2017; Ienca, 2021a). Here, paragraph 15 of the
Strategic Action Plan on Human Rights and Technolo-
gies in Biomedicine 2020–2025, adopted by the Commit-
tee of Bioethics (2019, Council of Europe), is highly
relevant. It states that “there is a pressing need to embed
human rights in technologies which have an application
in the field of biomedicine. This implies that technolog-
ical developments are from the outset oriented towards
protecting human rights” (Emphasis added). Thinking
ahead may ensure that human rights are embedded in
the development of neurotechniques used in criminal
justice.

In fact, it may be that certain applications will only be
developed if the normative boundaries are sufficiently
clear. Suppose that a company or research institute
intends to develop a neurotechnology for use within an
offender population. Approval by an ethical review
board is required, and review boards are likely to take
the special—in fact vulnerable (Kellmeyer et al.,
2019)—position of offenders/detainees into account.
Therefore, permission to study certain technologies in
this population will probably only be obtained if the eth-
ical and legal boundaries are clear, and more specifically,
if it is clear that such boundaries will not be violated.
Accordingly, clarifying the normative boundaries is
important for developing potentially beneficial neuro-
technologies in the criminal justice domain.
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NORMATIVE ISSUES REGARDING
EMPLOYING NEUROTECHNOLOGY

TO REDUCE RECIDIVISM

The use of neurotechnology for behavioral prediction or
intervention in an offender population raises profound
normative concerns. These include (1) the offender’s
autonomy (Vincent et al., 2020), (2) mental privacy
(Ligthart et al., 2020), and (3) mental integrity (Craig,
2016). In what follows, we focus on these three concerns.
The discussion is not meant to be exhaustive; it aims to
highlight some central normative issues regarding the
use of neurotechnologies in criminal justice. The legal
analysis is mainly based on the European Convention
on Human Rights (ECHR).

Autonomy

Basically, there are three issues concerning the offender’s
autonomy that deserve attention. First, to what extent is
the offender’s autonomous choice compromised by the
fact that an “offer” to apply a neurotechnique is made
in an involuntary context, such as a prison or a parole sit-
uation? In healthcare, the patient’s autonomy is normally
respected, which means that, in principle, it is crucial that
a patient gives informed consent before a medical treat-
ment can start. In order to give valid consent, the patient
has to be well-informed, competent and free to make a
decision (Beauchamp and Childress, 2019). Meanwhile,
in the context of criminal justice, the voluntariness of
consent may not always be clear (Ryberg, 2020). As
Douglas et al. (2013) write: “Some have argued that
the state should not offer sexual offenders the choice
between chemical castration and further incarceration
because valid consent cannot be obtained in these
circumstances.” The very context of criminal justice casts
doubts on the voluntariness of such a choice. More pre-
cisely, even a “free” choice can be coerced, and coercion,
it has been argued, is not a matter of black and white, but
rather a spectrum (Szmukler and Appelbaum, 2008).
Therefore, it is essential to identify the normative rele-
vance of this spectrum as related to various types of neu-
rotechniques and criminal justice contexts. Suppose that
an offender who is serving a long prison sentence is
offered the option of DBS in exchange for parole (and
refusal implies continuation of imprisonment).Would this
really be a free choice, or rather an offer “one cannot
refuse” (Pugh, 2018; Meynen, 2019b; Ryberg, 2020)?
Some theorists have referred to these offers as “coercive
offers” (Feinberg, 1986).

A second concern about autonomy is that the neuro-
technological intervention itself may affect a person’s
autonomy by influencing the brain and mental function-
ing (Birks and Douglas, 2018). Neurotechniques could,

for instance, have an impact on a person’s decision-
making, as exemplified by a case where DBS led to a
manic state in which the person was no longer competent
to make decisions (Leentjens et al., 2004). Even though
the effects of neurotechnologies in offenders could be
more subtle than inducing a manic state, they could still,
and perhaps decisively, influence the choices offenders
make, undermining their autonomy.

Third, neurotechnologies may also have positive
effects on an offender’s future autonomy. As Ligthart
et al. (2021a) write: “For example, suppose the rehabilita-
tion of an offender has failed several times because of
behavioural patterns that he apparently cannot shake
off—much to the offender’s own regret. In this way, he
will never be able to build the life in the community he
desires. If a correctional CBD [closed loop brain device]
targets those mental/brain states that undermine the
offender’s rehabilitation, the CBD might be considered
to empower the offender, increasing his autonomy, at least
in the sense of having control over one’s life.” In the same
vein,Douglas et al. (2013) have argued that considerations
about autonomymay support offering the option of chem-
ical castration to a convicted offender: “castration may
increase the offender’s future autonomy by removing
internal, psychological barriers to autonomy, such as irre-
sistible sexual urges, and by allowing the offender to be
released from prison, thus reducing restrictions on free-
dom of movement, association, and expression.”

Whether one views neurotechnologies as harming or
increasing autonomy depends, at least in part, on one’s
understanding of “autonomy.” In fact, the first and sec-
ond points mentioned above (regarding potentially
“coercive” offers and impact on mental functioning)
are primarily related to understanding autonomy as a
right to “noninterference,” while the third issue of
increasing autonomy understands this concept as
“having control over one’s own life” (Ligthart et al.,
2021a). In conclusion, there could be different ways—
at least three—in which autonomy is relevant for evalu-
ating the impact of these technologies, not just threaten-
ing autonomy, but, possibly, also fostering it.

Mental privacy

A second normative concern about employing neuro-
technologies in criminal offenders regards the offender’s
mental privacy. Traditionally, criminal law regulates
behavior and competences that physically take place in
the visible, outside world. For example, the European
Court of Human Rights (ECtHR) has established a clear
legal doctrine on how telephone tapping by the police can
harm private life (De Hert and Malgieri, 2020). Less
attention is paid to legal norms that protect the mental
domain. The reason is that until recently it was assumed
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that thoughts, emotions and other mental processes are
inaccessible to third parties (Bublitz and Merkel,
2014). The potential use of “brain reading” and neuro-
interventions in criminal law, however, prompts us to
reflect on the degree and manner of legal protection that
we want to offer to the brain and the mental domain
regarding privacy (Ligthart, 2022).

Different fundamental rights are relevant to the pro-
tection of mental privacy. Below, we discuss the right
to respect for private life, the right to freedom of thought,
and the right to freedom of expression.

First, mental privacy could be protected by the right to
respect for private life under Article 8 of the European
Convention on Human Rights (ECHR). “Private life”
is a broad concept and its meaning and scope are contin-
uously evolving, inter alia because of technological and
social developments (Ligthart, 2019). It is clear that the
protection of personal data is covered by this right. The
compulsory taking, retaining and/or using of someone’s
personal data therefore infringes the right to respect for
private life. Brain scans retrieve personal data, as the data
they generate relate to an identified individual (Rainey
et al., 2020b). As a consequence, (coercively) obtaining,
retaining, and/or using neuroimaging data in criminal
law is likely to constitute an infringement of the right
to private life (Ligthart, 2022). Indeed, sometimes these
interferences may well be justified for the prevention and
prosecution of (severe) crime. Still, Article 8 ECHR sets
fundamental legal boundaries to the use of nonconsen-
sual “brain-reading” in criminal law. At the same time,
neurotechnologies that enable to discover what people
think or feel, raise profound questions regarding the
scope and degree of legal protection we would like to
offer to our brains and our mental states (Goering
et al., 2021).

Second, the right to freedom of thought, laid down in
Article 9 of the ECHR, may safeguard mental privacy as
well (Ligthart et al., 2022). The freedom of thought
includes the freedom not to disclose thoughts
(Vermeulen and Roosmalen, 2018). The “internal aspect”
of this freedom is absolute: interferences can never be jus-
tified. However, the precise meaning and scope of the
notion of “thought” are yet unclear (Bublitz, 2021). The
ECtHR has decided that the freedom of thought, con-
science and religion denotes only those views that attain
a certain level of cogency, seriousness, cohesion and
importance (Ligthart, 2022). This view is endorsed in lit-
erature (Rainey et al., 2020a), although broader interpre-
tations have been advocated as well.

For example, Bublitz suggests that thoughts should be
understood as mental states that have content and/or
meaning (Bublitz, 2021). McCarthy-Jones proposes
placing core mental processes that enable mental auton-
omy, such as cognitive agency, at the center of the right to

freedom of thought. Additionally, he suggests that the
freedom of thought should also cover external actions
that are constitutive of thought, for example, reading
and writing (McCarthy-Jones, 2019). Alegre (2017) fur-
thermore interprets the notion of “thought” as including
political opinions, emotional states and trivial thought
processes. Apart from these broader interpretations of
“thought,” a debate has emerged on whether the freedom
of thought should remain unconditional (absolute), or
whether some exceptions should be allowed (Ligthart
et al., 2022).

The mental states and characteristics that will typi-
cally be identified by neurotechnology to predict
crime—such as aggressiveness and sexual drives—are
unlikely to qualify as thoughts in the narrow understand-
ing of the ECtHR (Ligthart, 2020). However, based on
broader interpretations, such as of McCarthy-Jones, the
right to freedom of thought may well protect mental pri-
vacy in a broad sense, covering all kind of techniques that
disclose mental data and undermine mental autonomy
(cf. UN Special Rapporteur on Freedom of Religion or
Belief, Report on the Freedom of Thought, 5 October
2021, A/76/380).

Third, the freedom of expression, laid down in Article
10ECHR,may offer protection tomental privacy aswell.
This freedom differs from the freedom of thought
because unlike Article 9 ECHR, Article 10 ECHR com-
prises a right to manifest or express thoughts. Moreover,
the scope of Article 10 ECHR is broader: the freedom of
expression extends to the transmission of almost any type
of information, regardless of the content or method of
communication (Ligthart, 2022). Article 10 ECHR pro-
tects mental privacy by including a right not to be com-
pelled to express oneself (Harris et al., 2018, p. 595).
Every individual is thus free not to disclose information.
Some neuroimaging assessments depend upon the sub-
ject’s participation, for example, a subject could be
required to perform an inhibition task in an fMRI scanner
in order to determine brain activity in areas that correlate
with antisocial behavior (Aharoni et al., 2013). When-
ever such an assessment would take place involuntarily,
the offender may well be conceived as to be forced to
express herself. The question thus arises whether the
obligation to “express” information through coercive
“brain-reading” elicits protection underArticle 10ECHR
(Ligthart, 2022).

Mental integrity

A third normative concern regarding the use of neuro-
technologies in criminal justice is whether they interfere
with the mental integrity of convicted offenders (for def-
initions of mental integrity, see below). Up until now,
one of the most widely used punishments for criminal

270 G. MEYNEN ET AL.

Swaab, H., & Meynen, G. (Eds.). (2023). Brain and crime. Elsevier.
Created from uunl on 2024-01-04 13:46:11.

C
op

yr
ig

ht
 ©

 2
02

3.
 E

ls
ev

ie
r.

 A
ll 

rig
ht

s 
re

se
rv

ed
.



offenders is incarceration, a punishment consisting of
physical restrictions to the offender that may yield ethical
concerns regarding autonomy and bodily integrity, but
that does not typically prompt us to consider mental
integrity. The introduction of neurotechnologies, how-
ever, presents a new “layer” of ethical and legal concerns
that pertain to the mental, inner sphere of human beings
that is targeted with these techniques (Bublitz and
Merkel, 2014).

Mental integrity is protected by law. For example,
Article 3(1) of the Charter of Fundamental Rights of
the European Union (CFR) guarantees that “Everyone
has the right to respect for his or her physical and mental
integrity.” A similar right has been recognized by the
ECtHR, as part of the right to respect for private life
(ECtHR 12 October 2006, § 83 (Mayeka and Kaniki
Mitunga v. Belgium), see alsoArticle 1 of the Convention
on Human Rights and Biomedicine). Furthermore, Arti-
cle 9 ECHR and Article 18 International Convention on
Civil and Political Rights (ICCPR) guarantee the right to
freedom of thought. Depending on the exact understand-
ing of this right, it could protect against certain interfer-
ences with mental integrity as well (Bublitz, 2021;
Lavazza, 2018; UN Special Rapporteur on Freedom of
Religion or Belief, Report on the Freedom of Thought,
5 October 2021, A/76/380).

As such, mental integrity receives protection from
various fundamental legal rights. However, inherent to
this notion is some ambiguity regarding its exact mean-
ing and scope (Bublitz, 2020). Some define a right to
mental integrity as an individual’s “mastery of his mental
states and brain data” (Lavazza, 2018), characterizing it
as a mental “capacity,” while others define the right as
a right “against nonconsensual mental interference”
(Bublitz and Merkel, 2014; Mendlow, 2021), emphasiz-
ing the absence of external influences (see also Douglas
and Forsberg, 2021). The notion of mental integrity is
also closely associated with other, more well-known,
fundamental concepts such as autonomy, agency, and
bodily integrity. For example, Craig (2016) contends that
the right to mental integrity “defends an individual’s right
to liberty of the inner-sphere that embodies features nec-
essary for autonomous human agency,” similar to how
Lavazza (2018) claims that mental integrity “guarantees
(among other things) freedom and autonomy.” While
the definitions may vary in their exact wordings, the
essence appears to be that the right tomental integrity pro-
tects the mind from significant interferences by others.

Regardless of the ambiguity surrounding its exact
meaning and scope, it is easy to imagine that the use
of neurotechnologies on criminal offenders may pose a
threat to this right. Neurotechnologies target the brain,
and by extension, the mind. The primary aim of using
intervention-techniques on offenders is to alter their

mental states—their beliefs, desires and preferences—
with the ultimate intention of altering their behavior so
as to prevent reoffending. Hence, neurotechnologies
appear to target that what a right to mental integrity
would protect (Craig, 2016).

Consider an example of an offender who has reof-
fended onmultiple occasions due to his aggressive tenden-
cies. To prevent him from reoffending, a neurotechnique
aimed at changing his aggressive tendencies may be
offered—for instance tDCS, where small electrical cur-
rents are administered to the offender’s brain via electrodes
on the scalp to alter the electrochemical processing in his
brain, which influence his mental states. In this case,
the offender’s pre-existing tendencies are replaced by
“modified” tendencies using tDCS, and the offender will
act differently from how he would have acted were his
impulses not altered by the technique. Since the tDCS
directly intervenes on the offender’s mental states—in this
case his aggressive tendencies—the use of such techniques
in criminal justice raises concerns with respect to the right
to mental integrity of offenders. Potential infringements of
the right to mental integrity such as in this example may
cause some to regard the use of neurotechnologies in crim-
inal justice settings as morally problematic.

It may also be argued that the above example is mor-
ally problematic because tDCS infringes the right to
bodily integrity of the offender. Such an infringement,
however, may not fully account for the potential moral
impermissibility of the example, because it is not the
electrical currents entering the brain per se that signify
the potential moral and legal wrongness. Rather, it is
the alteration of the offender’s mental states—his
tendencies—that raises moral concerns. This illustrates
that a right to bodily integrity may not be sufficient to
account for potential moral worries about applying
neurotechnologies in criminal justice settings—which
underlines the need for clarity regarding moral and legal
protection of the mental sphere (Bublitz and Merkel,
2014; Ienca and Andorno, 2017; Douglas and
Forsberg, 2021).

The adequacy of a right to mental integrity will
depend on how the right will be understood. Should it
protect against any mental influence that may affect
one’s mental states? This might be too broad, as it would
label everyday mental influences that may alter one’s
mental states—such as convincing someone to buy
something—as a breach of the right, while this intuitively
does not appear morally or legally problematic. Should it
only protect against harmful mental interferences (Ienca
and Andorno, 2017)? This, on the other hand, may be too
narrow, as there are mental interferences that are not nec-
essarily harmful but still should be considered to infringe
a right to mental integrity, such as nonconsensually alter-
ing someone’s mental states with a psychoactive
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substance to make a person happier. In sum, the extent to
which an offender’s mental integrity will be protected by
the law will be determined by how the right will be
explicated.

FURTHER ETHICAL AND LEGAL ISSUES

In addition to the concerns about autonomy, mental pri-
vacy and mental integrity, there are several other ethical
and legal issues that deserve attention too, some of which
we will discuss briefly.

First, an important issue concerns the role of physi-
cians in the application of neurotechniques in criminal
justice (Ryberg, 2020). Ryberg (2020) argues that for
medical procedures such as psychosurgery, medical doc-
tors will be essential. These physicians, however, have
their own medical ethical codes. Therefore, even if the
criminal justice system could legally allow neurotechno-
logical interventions, medical ethics may prohibit such
procedures and, to the extent that physicians are essen-
tial, may make it practically impossible to apply such
a technique. Even though Ryberg focuses on physicians,
a similar line of reasoning may well apply to other health
care professionals. In other words, medical ethics could
prevent criminal justice systems from using certain neu-
rotechniques. Of note, medical ethics is closely related to
health law—so ethical boundaries may also constitute
legal boundaries for health care professionals.

A central question here is: to which extent is it true
that medical doctors are necessary for the application
of neurotechniques? Clearly, where surgery is required,
medical doctors have to be involved. And true, their
medical codes might restrict the use of certain technolo-
gies. There are also noninvasive neurotechnologies,
however, that can already be bought by consumers on
the internet, such as EEG headsets. Several variants of
these EEG headsets are for sale on Amazon.com, for
instance “Muse 2: The Brain Sensing Headband—
Guided Meditation Multi Sensor Headset Tracker—
Feedback Device Monitors BrainWave, Heart, Breath &
Body Activity.” Such a device (we do not know if it
works) is available without the involvement of any med-
ical professional. So, the question arises of whether med-
ical doctors or other relevant health care professionals
will always be needed to apply neurotechnologies, such
as a “brain reading” device during parole. Or could such
devises be applied just like the current tracking ankle
bracelet for offenders, which does not require any
involvement of medical professionals at all? The answer
to this question may be very relevant from an ethical
perspective: to what extent could medical ethics put
limitations on the use of neurotechniques in criminal
justice?

The second, partially related issue concerns the inva-
siveness of neurotechniques. Some brain-targeting inter-
ventions may be considered highly invasive such as
DBS,while others, like transcranialmagnetic stimulation
(TMS), may seem less invasive as no surgery is required;
the skull and skin remain intact. However, is it justified to
determine the “invasiveness” of these techniques merely
based on the question whether surgery is involved
(Bluhm et al., 2021)? Clearly, surgerymay lead to serious
side-effects, and it is physically the most invasive proce-
dure. But the question that is relevant here is foremost:
What kind of techniques are ethically and legally the
most “invasive?” It may be that the brain-targeting
effects of something that is simply ingested aremore pro-
found than a brain surgery procedure because what has
been eaten may lead to irreversible effects, while the
brain surgery’s effect may be (largely) reversible. For
instance, DBS requires surgery, but the effects of DBS
can, to a considerable extent, be stopped/reversed if
the stimulation is terminated. In other words,
“invasiveness” must be considered through the lens of
ethics and law in order to really determine the impact
of these technologies (Ligthart et al., 2023).

Third, (future) neurotechnologies are likely to involve
artificial intelligence (AI). AI is able to assemble a lot of
neuroscience data and discover hidden links in these
data, for example, between brain activity and behavior.
On the basis of these links, AI can deduce general theo-
retical principles (Potter, 2007). AI could in the future,
for example, be employed to extract more (detailed)
information from brain scans. One profound concern
regarding the use of AI is bias, which can lead to system-
atic errors in the output (Tortora et al., 2020). AI is trained
on data—such as criminal files—and if these data reflect
biases, the outcome can be biased aswell. As a result, cer-
tain groups of individuals can be unfairly discriminated
against. For example, COMPAS has been used in the
United States to predict offenders’ recidivism risk. It uses
algorithms to convert certain offender characteristics into
a risk score. However, the tool contained a bias that made
it more likely for black offenders to be incorrectly labeled
as “high risk” compared to white offenders (Washington,
2018). When developing neurotechnologies, it is impor-
tant to be aware of bias and prevent it as much as possi-
ble, as bias may cause the neurotechnology not to work
equally effective for different groups of persons.

Finally, Ienca and Andorno have argued that the (near
future) possibilities offered by neurotechnology will
require new human rights (Ienca and Andorno, 2017;
Ienca, 2021b). They write that existing human rights
may not be sufficient to protect citizens’ mental dimen-
sion, and they suggest establishing four so-called neuro-
rights: the right to cognitive liberty, the right to mental
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privacy, the right to mental integrity, and the right to
psychological continuity (also referred to as personal
identity). Clearly, each of these is relevant to the applica-
tion of neurotechniques in criminal justice. Meanwhile,
the necessity of novel neurorights is a matter of ongoing
debate (Bublitz, 2022; Ligthart, 2022). In brief, it has
been argued that existing human rights are likely to pro-
vide sufficient protection against emerging neuro-
technologies. It is only a matter of specifying the
already existing rights with respect to novel technologies
rather than developing new rights in response to techno-
logical developments. In any case, there is some unclar-
ity about the protection offered by established human
rights—also with respect to the application of neuro-
technologies in criminal justice. Such unclarity is, at least
in part, due to the fact that the courts and legislators have
not yet considered cases concerning the use of neuro-
technologies in criminal justice. In order to determine
the need for new human rights, it is crucial to clarify
the scope of the current human rights framework.

CONCLUSION

Prediction and prevention of recidivism are in need of
improvement. Emerging neurotechnologies could con-
tribute to such improvement in the near future. First,
because they may more precisely predict reoffending
by using brain data. Second, neurotechnologies may pre-
vent reoffending by influencing the offender’s brain
functioning. Neuromodulation could be used to alter
offenders’mental functioning, for instance, by inhibiting
their aggressive impulses or sexual desires, to prevent
them from committing crimes. In this way, neurotechnol-
ogy could lead to earlier release of prisoners and to a safer
and more resilient society.

However, there are considerable ethical and legal con-
cerns regarding the use of neurotechnologies in criminal
justice settings, pertaining to autonomy, mental privacy
and mental integrity. Additionally, from a normative per-
spective, the role of health care professionals such as
medical doctors in the application of neurotechniques
should be considered, as well as the invasiveness of
the techniques and the possibility of bias in the algo-
rithms used to analyze brain data.

In conclusion, there are profound ethical and legal
concerns that arise when neurotechnologies would be
introduced into criminal justice systems. It is crucial to
address these concerns before the neurotechnologies
are fully developed and incorporated in our systems.Oth-
erwise, we run the risk that the technologies become too
ingrained in our societal structures for them to be sub-
jected to any “moral modifications.” Ideally, ethical
and legal values should already inform the design of neu-
rotechnologies, so they can be used to foster and protect
fundamental rights.
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