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9.1 Introduction

The previous chapters (Chapters 6, 7 and 8) address the use of statistical models in low flow and
drought analysis. Statistical models are a kind of mathematical models commonly used to describe
time series of data, as well as relationships between time series data and other variables (i.e., a data-
driven approach). Another kind of mathematical models, which are used in drought research and
applications, are so-called process-based models. These models generate continuous time series (e.g.,
hydrometeorological outputs) by simulating physical processes (e.g., water flow and storage) using
information on physiographic characteristics (e.g., land use) and meteorological drivers (e.g., pre-
cipitation, evaporation). Two categories of process-based models can be distinguished, that is, hy-
drological models and socio-hydrological models. These two categories of models along with their
model types are presented in this chapter (Fig. 9.1). When the term ‘model’ is used in this chapter,
process-based models are meant, if not otherwise stated. Simulated time series obtained from these
models are used to analyse and predict low flow and drought, as elaborated in other parts of the
textbook (Chapters 10, 11 and 13).

In hydrological models (Fig. 9.1, left part) processes, such as interception, snow accumulation and
melt, overland flow, soil moisture flow, saturated groundwater flow, and surface water flow are
included, as well as the interaction between them (Chapter 3). This results in simulated water flow
(fluxes) and storages (state variables) that vary over time. Most process-based models are not (fully)
physically based — rather they are referred to as conceptual models — because fully physically-based
models originate from partial differential equations describing conservation of mass estimated at the
local scale (or laboratory scale) of homogeneous systems (Clark et al., 2015). Such description is not
feasible for models covering the entire atmosphere-vegetation-subsurface-water domain of, for
example, a sub-catchment, because small-scale physical laws cannot be straightforwardly upscaled to
larger heterogeneous spatial units (Beven, 2012; Weiler and Beven, 2015). Hence, hydrological



9.1 Introduction 429

Process-based models

Hydrological Socio-hydrological
(Sections 9.3 and 9.4) (Section 9.5)
Spatiall 1| d Semi d,l ibuted ! Coupled-component
patially-lumpe emi-distributes T (Section 9.5.2)
(e.g. HBV*, Section 9.3.2) (e.8. HBV**, Section 9.3.2) Spatially-distributed
| System-dynamics
! 1 (ection 9.5.3)
Integral Differential
(e.g. PCR-GLOBWSB, Section (e.g. SIMGRO, Section Agen_t-based
9.4.2) 9.4.3) (Section 9.5.4)

FIGURE 9.1

Process-based models: two categories (hydrological and socio-hydrological), associated model types and
example models used in this chapter (HBV is in three versions, lumped, semi-distributed and spatially-
distributed (Section 9.2), HBV*, HBV** and HBV*** (Section 9.4.1), respectively). All hydrological model
types can be applied as a catchment-scale model or a large-scale model, although lumped models are more
regularly used as catchment-scale model. Table 9.1 provides more details.

process-based models are by definition a simplification of reality that contain to varying degrees,
conceptual elements (Hrachowitz and Clark, 2017). In order words, these models need to be para-
metrised, that is, they require a number of parameters that help to conceptualise processes controlling
the flow of water and associated physiographic characteristics of the hydrological system.

Water flow and storage in the domain of a hydrological system or model are controlled by both
internal and external factors. Internal factors are properties of the material in the model domain (e.g.,
vegetation, soils, groundwater, rivers), whereas external factors affect the rate at which water enters or
leaves the model domain. Internal factors include model parameters, whilst boundary conditions are
external factors (e.g., precipitation, river flow, abstractions). Similar to statistical models (Section 7.2),
process-based models simulate time series of hydrological variables, for example, river flow, surface
water level, groundwater hydraulic head and groundwater discharge, from which drought character-
istics and indices can be derived (Chapter 5).

Hydrological models typically simulate the physical system: (a) to improve understanding of its
functioning, (b) to naturalise a time series that is influenced by humans, that is, to remove the effect of
human interventions (Sections 4.3.9 and 10.4), and (c) to quantitatively explore what happens if people
intervene (e.g., abstracting groundwater, building reservoirs) often applying a scenario-based approach
(i.e., exploring how the future may develop based on a coherent and internally consistent set of as-
sumptions, including the effect of global change, Section 11.4). Process-based hydrological models are
further described in Sections 9.3 and 9.4. However, these models generally only deal with water
processes and do not explicitly account for people’s response (feedback) to hydroclimatological
anomalies or to altered hydrological conditions generated by human interventions.

Socio-hydrological models are required, if people’s response needs to be included in the scenario-
based approach (Fig. 9.1, right part). These process-based models have been developed to simulate
human-water interactions, including feedbacks, as central part of the model. Besides hydrological
variables, these models also simulate environmental, social and economic variables, such as water
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abstraction rates, reservoir operation schemes, crop yield and income. Simulation of the coupled
hydrological—social system, as done with socio-hydrological models, accounts for dynamical in-
teractions between water and people and considers factors, such as long-term socioeconomic (popu-
lation, prosperity) and water infrastructure developments (Sivapalan et al., 2012). Although the
hydrological components of socio-hydrological models usually have a simpler structure than most
hydrological models, they play an important role in informing policy makers and water managers by
developing a generic understanding of how drought may be enhanced or alleviated from specific in-
teractions between water and human systems (Di Baldassarre et al., 2019). Examples of process-based,
socio-hydrological models are further described in Section 9.5. The chapter concludes with some
remarks on how to select the best process-based models for drought analysis, including consideration
of the associated uncertainty and the purpose of the study (Section 9.6) in addition to data availability.

9.2 Modelling chain: process-based models

First, we describe the whole modelling chain commonly used when process-based models are applied
to simulate drought characteristics. Second, how spatial aspects are treated in these models is
described, that is, lumped, semi-distributed and spatially distributed models. The section concludes
with generic aspects of the calibration and validation of process-based models.

9.2.1 Modelling framework

Process-based models for low flow and hydrological drought analysis are part of a larger modelling
chain (data, models, procedures, outputs, Fig. 9.2). As input, models are driven by time series of
meteorological data, also referred to as forcing data (Fig. 9.2a). These can be either historical data,
going back far in time or representing more recent climate conditions or data describing weather
conditions predicted to happen in the next few days (weather forecasting), upcoming months (seasonal
forecasting) or decades (e.g., projections up to the end of the 21° century). More details about his-
torical and future drought can be found in Chapter 11, whereas seasonal drought forecasting is
elaborated in Chapter 13.

The most reliable meteorological data are those that are observed at a meteorological station. To
study catchment-scale drought, this can be a single observed time series from one station or from
several stations within or nearby the catchment. For large-scale drought analysis, for example, na-
tional, regional or global level, meteorological data from a considerable number of meteorological
stations need to be considered. Four categories of large-scale meteorological datasets can be distin-
guished (Fig. 9.2a, Section 4.4.2.4):

(a) point observations (Category 1) provide time series of meteorological information recorded at
in-situ meteorological stations, often not equally distributed across the geographic domain of
interest. One example is the European Climate Assessment & Dataset (ECA&D), which contains
regularly updated daily data of 13 meteorological variables from around 19,000 stations across
Europe (Van den Besselaar et al., 2015)

(b) gridded observations (Category 2) provide time series data over a full domain, generally divided
into a regular grid derived from point observations. Examples include E-OBS, a gridded time
series dataset at 0.25-degree spatial resolution over Europe generated by interpolating the EC&D
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Modelling chain with its different components (data, models, procedures, outputs) that generates time series
of hydrological and socio-economic variables from which drought characteristics can be derived: (a) observed
and simulated observed meteorological time series, and (b) process-based models.

dataset (Cornes et al., 2018). A similar dataset is available for the contiguous United States
(Newman et al., 2015)

(c) gridded reanalysis (Category 3) is generated using a combination of observations (in-situ, Earth
Observations) and models (Box 9.1) to facilitate an extension of the spatial and temporal domain.
One well-known example is the Copernicus Climate Change Service ERAS reanalysis, a global
dataset of tens of variables from 1950 to recent (Hersbach et al., 2020)

(d) gridded bias-corrected reanalysis (Category 4) is generated by comparing gridded reanalysis
(Category 3) with observation-derived datasets (point or gridded observations, Catogeries 1 and 2)
and applying statistical (bias) correction techniques to overcome systematic bias or errors detected
in the reanalysis data. One example is WFDES, a global 50-km dataset generated by applying the
WATCH Forcing Data (WFD) methodology (sequential elevation and monthly bias correction
techniques) to surface meteorological variables from the ERAS reanalysis. The WFDES is
finetuned to force hydrological models (Section 9.4.2.1) to simulate historical periods (Cucchi
et al., 2020).

Large-scale gridded meteorological data belonging to Categories 2, 3 and 4 are not directly
observed, but the outcome of a mathematical operation (e.g., interpolation or regridding, application of
a climate model). Hence, these data are called ’simulated observed’ (sometimes proxy or estimated
observed) to distinguish from actual observations (Category 1).
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Box 9.1 Meteorological data — reanalysis

Reanalysis datasets are based on a collection of meteorological observations from a multitude of sources and provide consistent
grids of input data for use in hydrological and socio-hydrological modelling. They combine in-situ ground-based and Earth
Observations (EO) and use data assimilation techniques to assimilate these observations into climate models (Fig. 9.2a,
Category 3). Observations typically include precipitation, temperature, soil moisture, moisture profile of the atmosphere,
sea surface temperatures and different radiation components. Reanalysis seeks an optimal combination of theory (usually
in the form of a climate model) with meteorological observations. The climate model, which incorporates physical
knowledge of the atmosphere-ocean-land surface system is corrected with relatively limited observed meteorological data.
Hence, a reanalysis dataset can be seen as the outcome of pre- and post-processing long-term time series of observational
data using a consistent analysis system, including a state-of-the-art climate model. Examples of widely used reanalysis
datasets include the ECMWF ERA-interim data (Dee et al., 2011) and ERAS (Hersbach et al., 2020); NASA’s Global
Modeling and Assimilation Office MERRA-2 (Gelaro et al., 2017) and Japan Meteorological Agency JRA-55 (Kobayashi
et al., 2015). Reanalysis datasets commonly start in the mid-twentieth century and provide seamless spatial grids of time
series of meteorological data. Some reanalysis products go back further in time, such as the full twentieth-century
reanalysis 20CR (Compo et al., 2011) dating back to 1871. However, the reliability of reanalysis products typically
decreases when going back in time as products become more model-based than observation-based due to the sparsity of all
observation types (in-situ or EO) before the 1950s. Most reanalysis datasets also include hydrological products, such as
gridded time series of groundwater storage and runoff. However, reanalysis datasets are typically simulated from climate
models optimised to produce the best meteorological simulations and not the most reliable hydrological outputs.
Simulations from hydrological models driven by meteorological reanalysis data are commonly preferred for low flow and
hydrological drought analysis rather than using the output from the climate model directly (Fig. 9.2b).

The basic concepts and different types of hydrological and socio-hydrological models (Fig. 9.2b),
driven by time series of meteorological data (Fig. 9.2a), are further elaborated in the remaining part of
this chapter followed by examples of their application at the catchment scale (Chapter 10 Human
influence), at larger scales (continental, global) in Chapter 11 (Past and future hydrological drought)
and in Chapter 13 (Drought Early Warning Systems).

9.2.2 Spatial scale of process-hased models

Process-based models are here classified based on how they represent the spatial scale:

(@) lumped models
(b) semi-distributed models
(c) distributed models.

Table 9.1 gives an overview of key properties of process-based hydrological models, including how
they represent the spatial scale. The terms spatially lumped and spatially distributed are widely
applied, often without the prefix ‘spatially’ (i.e., ‘lumped model’ or ‘distributed model’). In brief,
lumped models do not account for the spatial distribution of boundary conditions or model parameters
in the plan or map view (Type 1, Table 9.1). Distributed models, in contrast, do account for spatial
variability in physiographic characteristics (e.g., different land cover, soils) in the plan or map view
(Type 3, Table 9.1), and of boundary conditions, here defined as a prescribed flux or state variable at
any point of the top side (e.g., precipitation) and bottom side (usually an impermeable layer is
assumed, i.e., flux is zero). A lumped model is effectively a one-dimensional model, as it averages
processes over the entire spatial domain or it may include spatial variability only in a probabilistic way
and not in a spatially explicit way (see also Section 9.2.3).



Table 9.1 Properties of process-based hydrological models®.
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FIGURE 9.3

Examples of model spatial configurations: (a) hypothetical catchment in map view (x,y), (b) TIN discretisation,
(c) rectangular grid discretisation, (d) discretisation in depth z, and (e) vertical profile separating unsaturated
(above water table) and saturated (below water table) subsurface.

Modified from Kampf and Burges (2007).

The spatial domain can be an individual catchment or water management unit (Fig. 9.3) having
three dimensions, with the x and y dimensions representing the land surface and the z dimension
representing the depth below the land surface. A lumped model does not divide such a domain (x,y)
into separate spatial units, but uses catchment-averaged fluxes (e.g., precipitation, abstractions) and
generates average state variables (e.g., soil moisture, groundwater) and fluxes for the entire catchment
(e.g., runoff). In a lumped hydrological model, runoff (L T~') times the area of the domain gives the
total river flow at the outlet in discharge units (L T>). Most lumped models generate a single time
series for the variable of interest providing a catchment average value (Type 1, Table 9.1). The models
generally are deterministic by nature (i.e., one value for each input variable will result in one value for
each output variable), although some can be applied in a stochastic mode where a distribution is used
for the input variable producing a distribution as output. Some lumped, deterministic models can
simulate several time series for a catchment, each representing a distinct land surface type or elevation
range, but these are not spatially explicit. These models are referred to as semi-distributed; they divide
a catchment into spatial units (Type 2, Table 9.1), representing different physiographical conditions
(e.g., elevation, land use, soils). As the spatial units have no specific location in the model domain,
there is no lateral interaction between adjacent units (Selthun, 1996; Seibert and Vis, 2012; URLs 9.1
and 9.2). Lumped and semi-distributed hydrological models are further described in Section 9.3.

(Spatially) distributed models, in contrast to lumped models, do divide the model domain into
spatial units with X,y coordinates. In hydrological models, water moves or is routed through the x,y or
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x,y,z space (Figs. 9.3b—9.3d), resulting in a two- or three-dimensional model structure (e.g., Kampf
and Burges, 2007). The variables are a function of both space and time, which implies that time series
for each spatial unit and each variable are generated (Type 3, Table 9.1), generally in a deterministic
way (i.e., one value for each input variable is associated with one value for each output variable per
spatial unit). Distributed hydrological models are further elaborated in Section 9.4, including specific
aspects relative to calibration and validation, whereas more generic aspects are given in Section 9.2.3.
Socio-hydrological models can also be lumped or distributed, but are more often distinguished based
on how they model human-water interactions (Section 9.5).

In this chapter, the term ‘spatial scale’ is used to distinguish between lumped, semi-distributed and
distributed models (Fig. 9.1). Further, the terms catchment-scale model and large-scale model are also
used throughout the textbook. By definition, a catchment-scale model simulates (socio-)hydrological
processes in a catchment, which can be anything from a few km? to more than 100,000 km?. Large-
scale models commonly cover vast areas, from the national to the continental and global scale.
Lumped models are primarily applied as catchment-scale models, whereas distributed models are
applied at a range of scales, from catchment to global.

9.2.3 Calibration and validation of process-based (socio-)hydrological models

Most parameters of almost all process-based models cannot be measured directly because they are
conceptual entities that need to be calibrated. The scale at which model parameter values are required
is generally much larger than the scale of the process or the measurement techniques available.
(Socio-)hydrological models can be calibrated and validated in the same way as regression models,
that is, model parameters are determined by fitting the model to observations, and the model is then
validated against independent data (Sections 7.3.4 and 7.3.6). Quantitative metrics and graphical tools
are applied to determine the ‘goodness of fit’ that measures how well a model can reproduce time
series of observed hydrological variables. In hydrology, commonly the simulated time series of
discharge are compared against observed discharge at the catchment outlet (Section 4.2.2). Discharge
at the outlet represents water outflow from the entire catchment, which makes it very well suited as a
target variable for calibration and validation. Several goodness-of-fit metrics are available for model
calibration and validation, including the Coefficient of determination (RQ), Nash-Sutcliffe Efficiency
(NSE), root mean squared error (RMSE), Akaike Information Criterion (AIC) (Sections 7.5.4 and
7.5.5) and the Kling—Gupta Efficiency (KGE, Gupta et al., 2009). When using process-based models
to investigate low flow and hydrological drought, one is advised to apply goodness-of-fit statistics that
particularly target the simulation of low flow and groundwater levels. One example being the loga-
rithm of the NSE ('°logNSE) because it emphasises the simulation of low river flow rather than the
NSE, which puts more weight on the simulation of high flow.

Goodness-of-fit metrics can support the selection of the most suitable model structure, including
model parameters. In some distributed models, one can also calibrate initial and boundary conditions
(input data or drivers, e.g., set of precipitation stations, different spatial precipitation or groundwater
fields). In addition, visualising the differences between simulated and observed times series (residuals)
may help to identify model strengths and weaknesses. It provides ‘a “feel for how the model operates”
(Section 7.3.4) that may be masked by only using goodness-of-fit statistics. In particular, temporal
patterns in the residuals (Figs. 7.5 and 7.6) and spatial patterns (for distributed models) can be
investigated. When calibrating (socio-)hydrological models an ‘objective function’ is regularly used.



436 Chapter 9 Process-based modelling

The objective function (OF) defines which goodness-of-fit metrics (value) is to be minimised or
maxised subject to the constrains. For example, Garcia et al. (2017) tested objective functions in their
study of low flow for 691 catchments in France using two lumped hydrological models. Several
goodness-of-fit metrics, which they called ‘assessment criteria’, of simulated low flow indices (e.g.,
Qos, MAM(3-day)) were calculated based on NSE, RMSE, and KGE. Among other, six objective
functions (OFs) were defined, using one goodness-of-fit metric or combinations of two. It was
concluded that OFs using combinations of two goodness-of-fit metrics gave the best model validation
results.

Over time, the estimation of parameters of process-based models has been done in several ways;
Beven (2012) provides a comprehensive overview. When calibrating a (socio-)hydrological model,
one may assume that there exists a single optimum parameter set that best fits the observations.
Goodness-of-fit metric(s) of simulations obtained for different parameter sets can be viewed in a 2-D
or 3D space (response surface). The search for the global optimum can be done manually by
combining expert knowledge (defining reasonable parameter ranges) with trial and error, given that a
limited number of parameters are to be calibrated (often considered to be less than 3—5). However,
most models have more parameters and then optimisation algorithms (e.g., Mai, 2023) are applied.
These build a response surface and seek for the optimum in the goodness-of-fit metric(s), that is, the
best performing model. The response surface characterises the ‘sensitivity’ of model parameters and
cannot be visualised for models with more than three parameters. If n parameters are involved, the
algorithm searches the highest/lowest optimum (‘global maximum/minimum’) in an n-dimensional
space. Care should be taken that the algorithm does not get trapped in local optima (Mai, 2023). Some
users of multi-parameter models still choose for a manual parameter estimation by only calibrating two
or three parameters in one run and keeping the other parameters fixed based on an expert estimate. This
step is repeated for another set of 2—3 parameters and proceeds until the parameter values approach
stable values without changing the simulated hydrological output variables. Manual calibration of
multi-parameter models is generally not recommended because it is hard to account fully for de-
pendencies between parameters. Calibration becomes even more challenging in case of a distributed
model where the parameter set may vary per spatial unit (e.g., sub-catchment, grid cell) or cluster of
spatial units (e.g., grid cells with same land use). In (socio-)hydrological studies, often insufficient
observations are available to find a robust parameter set (‘ill-posed’ optimisation case), and there is a
risk of over-fitting (Section 7.3.6). Although, the goodness-of-fit metric(s) obtained using a single
optimum parameter set provide some information on uncertainty, the metric(s) do not give a predictive
uncertainty measure (Box. 9.4).

A model using the optimum parameter values (set), as described above, provides the best fit against
the observed variable(s) for the chosen calibration period, as defined by the goodness-of-fit metric(s)
selected. However, one should realise that all parameter values are affected by possible inadequacies
in, for example, model structure, initial and boundary conditions. Likely, a unique optimum parameter
set that fits the observations does not exist, and several parameter sets can be equally good (‘equi-
finality’). More comprehensive calibration procedures have been developed to address equifinality.
Knowledge using available observed data is applied to define prior parameter distribution functions.
Next randomly drawn parameter values are fed into the model, in which the selection of the model
structure also requires a critical prior analysis. This step is then repeated numerous times (‘Monte
Carlo’ method, Section 7.2) to yield model results (simulations) in terms of distributions (probabilistic
outcome). This implies that there is not one model with a unique parameter set, but several possible
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sets that are equally likely. This allows presenting low flow and drought indices also in a distributed
way, including the associated uncertainty (Box 9.4). Readers are referred to Beven (2012) for an in-
depth discussion of model parameter estimation techniques and potential to quantify associated
uncertainty.

Assessing the goodness of fit over a specific calibration period as a way to select the optimum
model structure, including model parameters and boundary conditions for a certain region, is not
sufficient to describe the predictive power of the model when using it under new conditions (inde-
pendent data). Model validation is introduced for this reason, which involves examining model per-
formance when using the model for a different (independent) period. The entire dataset is separated
into a so-called model-training (calibration) subset and a testing (validation) subset (split sample
analysis). In this process of ‘cross-validation’, one selects the best-suitable model structure, parameter
set and boundary conditions based on the training subset and investigates how well this model per-
forms on the (held-out) validation subset. Klemes (1986) was one of the first presenting an operational
framework for spilt sampling in hydrological modelling. This holdout method can be applied several
times by splitting the entire dataset with boundary conditions in training and testing subsets covering
different sub-periods (k-fold cross validation, Section 7.3.6). Robustness of the (socio-)hydrological
model can be determined by comparing the goodness-of-fit statistics (R2 , NSE, AIC, RMSE, KGE) of
the training subset (calibration sub-period) with those of the testing subset (validation sub-period). One
has an acceptable model if the validation statistics are not too different from calibration statistics
(acceptable difference is to be defined by the user of the model outcome).

Users of simulation models should realise that the choice of the calibration sub-period affects
model performance in the validation sub-period. Consequently, the data splitting scheme is essential in
model development (e.g., fine-tuning of model parameters and selection of boundary conditions). Shen
et al. (2022) investigated the effect of 50 different split-sample schemes on model performance using
about 35 years of data and two hydrological models in hundreds of USA catchments. The total length
of the calibration and validation sub-periods varied between 10 and 30 years, leaving 5—25 validation
years. The calibration sub-periods (CsP) covered between 30% and 100% of the total record length,
that is, calibration sub-periods varied from short-periods to full-periods, respectively. They show that
models based on short calibration periods were performing worse than those based on long periods and
recommend using the latter as a strategy to obtain robust models. Models using recent CsPs outperform
the ones employing earlier CsPs as they better represent the current climate. This means that building a
model by calibrating it against the first part of the record (older data) and validating it using the second
part of the record (newer data) as a single split-sample analysis, which is not uncommon in hydro-
logical modelling, should be avoided, particularly operating in a non-stationary climate.

Calibration and validation of process-based models that are applied for low flow and drought
studies should particularly pay attention to parameters representing storage (e.g., soils, hydrogeology,
lakes). In case the model underestimates catchment storage, simulated drought events tend to be too
short and occur too frequent. Of key importance are also parameters that control the response to
precipitation (e.g., soil infiltration capacity, drainage density). A too high soil infiltration capacity or
too low drainage density in the model would lead to simulated streamflow droughts that last too long.
The use of lumped models (e.g., HBV, Section 9.3.2) particularly, require care as how to convert
spatially distributed information in a catchment to catchment-average physiographic characteristics,
considering non-linear responses. On the other hand, distributed models (Section 9.4) are adapted to
consider spatially distributed information (e.g., precipitation, land use, lakes), but this implies that
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substantially more data are required; data that are adequate and of the required spatial and temporal
resolution. Models that are more physically-based, such as SIMGRO (Section 9.4.3), have a higher
number of parameters, as compared to lumped models; several of which can be measured or obtained
from existing sources, which reduces the numbers of parameters to be calibrated, although the gap
between the model scale and the measurement scale still must be bridged. In summary, calibration and
validation of process-based models require careful consideration because most likely there is more
than one best outcome. Several different models and parameter sets may reproduce the observations
equally well and hence, analysing model outcome from a single model with one unique set of pa-
rameters, which is not uncommon in low flow and drought model studies (e.g., Sections 9.3.3, 9.4.2,
9.4.3,9.5.2,9.5.3, 9.5.4), should be treated with caution.

9.3 (Spatially)lumped hydrological models

In this section, background information on (spatially) lumped hydrological process-based models is
presented (Section 9.3.1, Fig. 9.1), followed by an example description (HBV, Section 9.3.2) and
application (Section 9.3.3). In Section 10.5.1.1, the model is used to illustrate the impact of human
interventions on drought.

9.3.1 Background

Lumped models already have a long history. They represent the model domain as one single column
without further spatial discretisation in plan view (x,y in Fig. 9.3a). A common type rooted in holistic
empiricism is the ‘bucket-type’, a conceptual representation of several stores (or buckets) describing
the storage of water across the model domain. Examples of stores are snow, lakes, soils and
groundwater. Water stored in these buckets represent catchment-averaged storage (Box 9.2).

Box 9.2 Water storage in a lumped model

Subsurface water storage in a lumped model represents catchment-averaged water. The vertical and horizontal exchange of
water between the buckets is in most models typically not driven by actual gradients in groundwater hydraulic head, but
rather, in a simplified way, exclusively as a function of the water storage in the conceptually hierarchically ‘higher’
(‘above’) bucket. For example, the flux describing the percolation from a bucket representing the unsaturated zone (soil
bucket) to a bucket representing the groundwater (groundwater bucket) is often formulated exclusively as a function of
the water storage in the soil bucket (e.g., Hrachowitz and Clark, 2017). The higher the storage in the upstream bucket,
the more water flows to the downstream bucket. The change of storage in a certain bucket 7 in time step 7 is:

ASy= (D hi— > 0i)-Ar (B9.1)

Ois = K-Sy, (B9.2)
where: AS;, change in storage in bucket i over time step At (L), > _I;, is the sum of the inputs from hierarchically ‘upstream’
buckets (LT "), > 0; is the sum of the outputs to hierarchically ‘lower” buckets (LT "), kis model parameter representing
conductance (T~"), if the expoenent b = 1 then the model is linear, and S; is the volume of water stored (L).

Water input in the hierarchically ‘highest or upstream’ bucket (external factor) is the catchment-
averaged rainfall in non-snow affected climates. In some model structures, buckets have a threshold
storage. If the storage exceeds the threshold, the volume of water above the threshold flows (drains) to
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the downstream bucket. In most lumped models, the water flux between buckets is one way, implying
no water can be flow from lower (downstream) to higher (upstream) buckets. Such models cannot
account for capillary rise (no upward flow of water from the groundwater bucket to the soil bucket) or
surface water infiltration into an aquifer (no flow of water from the surface water bucket to the
groundwater bucket). In lowland catchments, two-ways water flow processes have been introduced not
to restrict applicability of lumped models (Brauer et al., 2014).

In this textbook, HBV is selected as an example lumped model (Section 9.3.2). Several other
lumped hydrological models exist, of which some are available online as software packages (e.g.,
Astagneau et al., 2020). Astagneau et al. (2021) describe a unified analysis of eight lumped models
from a user’ perspective, addressing: (a) the model framework (model structure, adjustable parameters,
spatial discretisation, data input and output), (b) practicalities (functionalities, documentation, user
implementation), and (c) computation times and R structure (partly or fully coded in R; the latter
enables fine tuning to own application). Staudinger et al. (2011) investigated the performance of a
series of such lumped models. The models were applied to a Norwegian catchment with both low
winter flow (snow-dominated processes) and summer low flow (below-normal rainfall less evapora-
tion). Seventy-nine equally plausible models were built based on different combinations of model
components, inclduing fluxes occurring in the upper soil layer and lower soil layer, evapotranspiration
(only from upper layer, or from both soil layers), percolation, subsurface flow and surface water runoff.
The logarithmic Nash-Sutcliffe Efficiency was used as a goodness-of-fit metric (Section 9.2). Models
performed better in simulating winter low flow than summer low flow pointing at different underlying
processes (Section 3.7). The authors conclude that it is challenging to satisfactory simulate both winter
and summer low flows; only 5% of the models performed well in this Norwegian case. The physical-
based nature of most of lumped models is limited (Box 9.3), which challenges their ability to simulate,
for example, their response to precipitation after extended dry periods and low river flow that usually
stems from slowly-responding storages (e.g., deep groundwater).

Box 9.3 Physical processes in lumped soil-vegetation-atmosphere-transfer (SVAT)
models

The soil water atmosphere plant (SWAP) model (Kroes et al., 2017) belongs to the group of SVAT models and is an example
of a model that explicitly represents several physical processes. SWAP is a one-dimensional, vertical model that simulates
water flow in the unsaturated-saturated column in interaction with vegetation development and subsurface hydrology.
Instead of water being transported from a soil bucket to a groundwater bucket (as implemented in most lumped models),
the Richards equation for water flow is numerically solved. For the implementation of Richards equation, the soil
column in SWAP is subdivided into layers that typically are a few centimetres thick in the topsoil and somewhat thicker
in the subsoil. Soil water pressure head difference governs the water flow between the layers rather than the pre-defined
functional storage relations (Eq. B9.2). Taufik et al. (2018) provide an example of using SWAP for the assessment of
hydrological drought and associated wildfire hazard in humid tropical peatlands.

Lumped models generate catchment-averaged time series of water stored in the different buckets
(state variables, e.g., soil water, groundwater) and the water that flows between the buckets (fluxes),
which is given a physical meaning, such as percolation, groundwater recharge, base flow, and sub-
surface flow. The models can be used for systems over a wide range of scales, from the field to
catchment scale, if the emergent relationships meaningfully capture the effects of spatial heteroge-
neity. Some authors (e.g., Fatichi et al., 2016) have criticised lumped models for lacking a robust
physical or theoretical basis and for their inability to adequately represent spatial patterns.
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9.3.2 The lumped hydrological model HBV

Hydrologiska Byrans Vattenbalansavdelning (HBV) is a well-known example of a spatially lumped,
process-based hydrological model (Type 1, Table 9.1, Fig. 9.1) with a conceptual nature (URL 9.3). It
was developed in the 1970s at the Swedish Meteorological and Hydrological Institute (Bergstrom,
1992). Over the years, different versions of HBV have been developed for both research and opera-
tional management (Seibert and Bergstrom, 2022). Although it was originally developed for Scan-
dinavian conditions, the HBV model has been further developed (Seibert, 1999; Seibert and Vis, 2012)
and widely used in modelling studies across the world (e.g., Beck et al., 2016). Its successful per-
formance internationally, covering a range of hydrological regimes, is partly a result of its non-linear
soil routine controlling the delay and transmission of water input from rain and snow melt (Box 9.2).
HBV is chosen as an example lumped model because: (a) it is a rather simple model that is based on
water stores (buckets), and (b) it simulates all variables (fluxes, state variables) needed for the
investigation of hydrological drought, that is, snow, soil moisture storage, groundwater storage and
river discharge. A case study on the impact of groundwater water abstraction on time series of river
flow and groundwater levels using HBV is elaborated below. Data are from the Upper-Guadiana
catchment in Spain (Section 4.5.3). In Section 10.5.1.1, the example is extended to assess the
impact of human intervention on drought in the Upper-Guadiana.

9.3.2.1 Model structure

The structure of HBV is illustrated in Fig. 9.4. The model consists of four components: (a) the snow
module, (b) the soil module, (c) the shallow and deep layer storage (modules), also called upper and
lower zone, representing fast responding (e.g., shallow groundwater in steep terrain) and slowly
responding storages (e.g., deep groundwater layer), and (d) and the routing module. Seibert (2005)
comprehensively describes all model equations and parameters.

The snow module simulates precipitation either as snow or rain depending on the threshold tem-
perature (TT). Below this temperature, the precipitation is assumed to fall as snow and accumulates in
the snow store. To correct for aerodynamic losses at the precipitation gauge (undercatch) the rainfall
and snow fall correction factors (PCORR and SCORR) are introduced. Snow melt is calculated using
the degree-day factor (CFMAX), and rain and melt water are retained in the snow store until it exceeds
a certain fraction, the water holding capacity (CWH). Liquid water in the snow pack refreezes ac-
cording to the refreezing coefficient (CFR).

The soil module determines the fraction of rain and snow melt that is stored in the soil bucket or
directly recharged to the shallow layer storage. A non-linear relation is used (Box 9.2), and the flux ata
given time step depends on the actual water storage of the soil bucket as a fraction of the maximum soil
moisture storage (FC) and to the power of the shape coefficient (BETA). Actual evapotranspiration
(ET) depends on the potential evapotranspiration (PET) and the evapotransration threshold (LP). If
the soil moisture exceeds LP, the actual evapotranspiration equals the potential; otherwise, it is linearly
reduced as a function of soil moisture content below LP. The potential evapotranspiration correction
factor is used to derive daily potential evaporation rates (PET ) from mean monthly values of potential
evapotranspiration (PET ) and temperature (in the original version of the model). Alternatively, a time
series of daily potential evapotranspiration can be used as direct input.

The shallow and deep layer storage are represented by simple linear reservoirs (buckets). The shallow
layer storage normally consists of two outflows (QO and Q1) depending on the water content (S;)
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Schematic overview of the HBV model with the different modules and model parameters. The lumped version
of HBV is shown here (HBV*). The model can also be run as a semi-distributed model (HBV**) in which case
the snow and soil modules are distributed (Seelthun, 1996; Seibert, 2000). Instead of one time series that
feeds the shallow layer storage, there are several recharge time series representing different elevation and
vegetation zones in the catchment. In some cases the model is run as a spatially-distributed model (HBV***,
e.g., Wong et al., 2011).

and threshold value (UZL), whereas the deep layer storage has one linear outflow (Q2), as shown in
Fig. 9.4. Each outflow is linearly related to the recession coefficient (KO, K1, K2) (Section 5.3.4).
Water can also percolate from the shallow storage layer to the deep one, depending on the percolation
rate (PERC). HBV can also include a lake module next to the deep layer storage (not shown in
Fig. 9.4), which directly receives precipitation and loses water through evaporation and outflow. The
lake module is connected to the routing module.
The routing module is based on a triangular weighting function defined by the parameter MAX-
BAS. It routes the three outflows from the shallow and deep layer storage to the catchment outlet.
HBYV can be run either as a lumped or as a semi-distributed model (types 1 and 2A, Table 9.1), that
is, the snow and soil modules can be distributed. The catchment can be divided in up to 20 elevation
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zones and three vegetation zones (i.e., spatial units, tiles). The elevation zones make it possible to
adjust precipitation and temperature due to vertical elevation gradients and are particularly important
for snow accumulation and melt. The vegetation zones ensure a unique parameter set for each land
cover class reflecting its different physical properties. Every spatial unit obtains a weight that relates its
area to whole catchment. Spatial units do not have a specific location in the landscape, that is, not
spatially explicit. They can even be different polygons spread over the model domain. Although not
spatially explicit, some semi-distributed model versions (URLs 9.1 and 9.2) include an empirical
function specifying the transmission time from the spatial unit to the outlet (Type 2B, Table 9.1). Over
time, a few alternative model structures for HBV have been developed, as described by Seibert (2005)
and Astagneau et al. (2021), including a delay in the response function to mimic delay and flatten
groundwater recharge in catchments with thick unsaturated zones (Section 3.3.4.3) and the integration
of dynamic glacier melt and geometry change (Seibert and Bergstrom, 2022). Changes in glacier melt
due to global warming may have significant impact on the low flow in summer, increasing the volume
of melt water up to a threshold, beyond which the contribution will be reduced due to the decreased
glacier size (area and volume) impacting also the overall water resources available for downstream
users. The glacial version of HBV can be run as a static model (stationary glaciated area) or as a
dynamic model (area is updated every year) (Stahl et al., 2008).

9.3.2.2 Input and output data

The HBV input data comprise (in addition to its parameters), time series of daily catchment-averaged
precipitation and temperature (driving forces) for the model period. Precipitation and temperature are
corrected for each elevation zone using the vertical precipitation gradient (PCALT) and temperature
gradient (TCALT). In addition, precipitation is corrected for undercatch. Furthermore, HBV requires
time series of potential evapotranspiration, either daily or monthly average. In the latter case, mean
monthly temperature must also be provided. Potential evapotranspiration may be output from any
evaporation model, for example, the Penman-Monteith equation. For drought analysis, daily time
series of soil moisture and groundwater storage are commonly used, as well as daily river discharge
and snow water equivalent, SWE (Wong et al., 2011; Van Loon and Van Lanen, 2012, 2013).

9.3.2.3 Calibration and validation
Although some model parameters of HBV have a physical basis, they are effective only on the scale of
the model domain (e.g., catchment), implying that they are hard to measure in the field. That makes
calibration of HBV — as all lumped models — necessary. Time series of daily observed river flow for
part of the model period are used to calibrate model parameters (Section 9.2.3). The lumped HBV
version requires 16 parameters (Fig. 9.4), and hence, it is a challenging to perform an objective and
optimum manual calibration. The HBV software package includes tools to perform automatic
parameter estimation. Model users can apply the Monte Carlo procedure, which tests thousands of
random parameter sets within given parameter ranges to obtain the best sets according to a prescribed
goodness-of-fit metric. Another automatic calibration tool available in HBV is based on a Genetic
Algorithm (GA, Seibert, 2000, 2005). GA seeks the global optimum (Section 9.2.3) using a random
group of different parameter sets as starting point, which then evolves in a way that improves the
goodness-of-fit metric until the GA arrives at the global optimum (Beven, 2012).

It is common practice to validate the simulated time series of discharge obtained by the HBV model
against observed discharge at the catchment outlet using the split sample approach (Section 9.2.3).
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HBYV can also be validated by comparing against time series of observed soil moisture and ground-
water. However, this is a challenging task, because these observations are site specific (state variables
at certain point x,y,z), whereas HBV soil water and groundwater are catchment-averaged values. The
inclusion of spatially-distributed observations to get catchment-averaged numbers may provide more
realistic data for comparison. In addition, HBV generates stored water in a domain (normally in the
unit of mm), which need to be converted into soil water contents and groundwater levels. This extra
step requires data, for example, on the storage coefficient of soils and aquifers. In summary, calibration
and validation of lumped hydrological models are not straightforward, and care is needed in the
interpretation of the results (Section 9.2.3).

Further information on how to use of the HBV model can be found in Seibert and Vis (2012) and at
the HBV website (URL 9.3). At the website, one can download the software and an example catchment
dataset is provided. One can also find several exercises to get started, and through these get experi-
enced with model calibration, parameter uncertainty and scenario analysis.

9.3.3 Application of the lumped HBV model to the Upper-Guadiana catchment
(Spain)

HBYV model has been applied to the Upper Guadiana catchment in Spain (Van Loon and Van Lanen,
2013) to assess the impact of groundwater abstraction on hydrological drought (river flow, ground-
water level). HBV cannot directly be applied to simulate effects of groundwater abstraction simply
because no groundwater gradients are simulated, as in most process-based hydrological models
(Section 9.4.1, Table 9.1). However, using HBV to reconstruct natural conditions, that is, without
groundwater abstractions, and comparing with the human disturbed (observed) river discharge can
help quantify the effect of abstraction on drought (Section 10.5.1.1).

The Upper-Guadiana catchment (16,480 km?) is located in central Spain, south of Madrid. From
this upper part, the Guadiana River flows through western Spain towards Portugal, and drains into the
Atlantic Ocean. More details about the Upper-Guadiana catchment and available climate, groundwater
level and river flow data can be found in Section 4.5.3.1.

The HBV model developed for the Upper Guadiana incorporated the DELAY extension (Section
9.3.2.1) to account for deep water tables in the catchment (flux across the bottom of soil module is
delayed and attenuated before it arrives at the groundwater module). Observed discharge and
groundwater levels from the period before intensification of groundwater abstraction (undisturbed
period) were used for calibration (1960—70) and validation (1970—80) of the model. The Genetic
Algorithm (GA) was used for calibration (Section 9.3.2.3). The Nash-Sutcliffe coefficient (Eq. 7.38)
based on the logarithm of the discharge ('°logQ) was used as calibration criterion to give more weight
to low flow (Section 9.2). Simulated groundwater storage was converted to time series of simulated
groundwater levels by introducing a storage coefficient.

Simulated and observed daily river flow for the undisturbed period (natural discharge) are given in
Fig. 9.5a. The HBV model simulates the seasonal variability as well as the interannual variability (wet
period in early 1960s and dry period mid 1970s) in discharge rather well. Peak flows are under-
estimated as could be expected given that the calibration gave more weight to the lower flow range
(Section 9.2). Simulated groundwater levels are a slightly spikier than the observed, but overall there is
a reasonable agreement (Fig. 9.5b). After calibrating and validating HBV on observations from the
undisturbed period, the model was run with the observed meteorological forcing from the period with
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Observed and simulated hydrological variables in the Upper-Guadiana catchment applying the lumped model
HBV for the period 1960—80 without substantial groundwater abstraction (undisturbed) and for the period
1980—2001 with groundwater abstraction (disturbed): (a) discharge at the outlet in the undisturbed period,
(b) groundwater level in a representative observation well in the undisturbed period, and (c) in the disturbed
period. Uncertainty (blue shaded areas) has been added to the observations.

Modified from Van Loon and Van lanen (2013).

substantial groundwater abstraction (disturbed period) without changing the model parameters. In this
way, a so-called naturalised time series is obtained. An example for groundwater is presented in
Fig. 9.5¢c showing the naturalised time series compared with the observed one affected by abstraction.
Their difference can then be used to quantify the influence of groundwater abstraction in the Upper
Guadiana catchment on hydrological drought (Section 10.5.1.1).

9.4 (Spatially) distributed hydrological models

We start this section with presenting background information on (spatially) distributed process-based
hydrological models (Fig. 9.1). Next, two types of distributed models are described: (a) large-scale
models that are used to simulate times series of hydrometeorological variables at the global or con-
tinental scale (Section 9.4.2), and (b) a catchment-scale model (Section 9.4.3); each with selected
example applications. Finally, an introduction to an online self-guided tour demonstrating in a step-
wise manner the simulation of the influence of groundwater abstraction using the distributed catch-
ment model is given.
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9.4.1 Background

The model domain of distributed models covers a wide range of scales, that is, global, continental,
national or regional, as well as catchment-scale models consisting of several sub-catchments.
Distributed models explicitly consider heterogeneity within the model domain (Hrachowitz and Clark,
2017). Accordingly, the model domain is divided into spatial units (spatial discretisation). Hetero-
geneity is accounted for in two ways: (a) spatial units are forced with spatially varying model input
(e.g., precipitation, abstractions), and (b) spatially distributed model parameters that account for
heterogeneity in physiographic characteristics (e.g., land cover, soil moisture storage capacity, hy-
draulic conductivity, population density). Commonly, both ways of of accounting for heterogeneity are
combined. Spatial units can have different shapes in the plan view. Rectangle shapes (on the relevant
spatial projection) are most common, described as ‘grids’ or ‘grid cells’, because of their computa-
tional efficiency (Fig. 9.3c). Large-scale models often are gridded models, which are aligned with
geographic coordinate systems. In some cases, the shape of the model spatial units is governed by the
way the water flow equation is solved numerically. For example, gridded models are associated with
saturated groundwater models that use finite differences as numerical solution technique. Other
models (e.g., surface water flow models and saturated groundwater flow models) may use finite ele-
ments as solution technique, which allows to define triangular shapes (Fig. 9.3b). The triangles do not
have to be of the same size, which allows flexibility to better represent hydrological similar response
units or to make the network denser where head gradients are dense, such as, near rivers (Fig. 9.3b),
groundwater abstraction wells, or geological faults.

Spatial distribution in hydrological models also involves the vertical dimension (z, Figs. 9.3d and
9.3e). However, the term spatially distributed model only refers to the spatial discretisation in the plan
view (x,y). A fundamental difference among distributed models is, whether the models explicitly
simulate lateral groundwater fluxes between neighbouring spatial units (Clark et al., 2015; Hrachowitz
and Clark, 2017). Todini (1988) grouped distributed hydrologic models into two broad classes;
‘distributed integral models’ (Fig. 9.1), defined as a spatial assemblage of one-dimensional column
(grid) models, which do not consider lateral fluxes below the soil surface (nGW1l, Section 9.4.2) and
‘distributed differential models’, which explicitly simulate lateral fluxes of water between spatial units
below the soil surface (GWAl) (Section 9.4.3). In nGWfl models, the one-dimensional columns may
generate runoff, but there is no lateral flow to neighbouring columns through the subsurface. A water
accounting system is used to keep track of the runoff and a routing scheme commonly used to calculate
accumulated runoff at specific locations (e.g., river outlets), which is interpreted as discharge. Because
GWIl models simulate lateral subsurface fluxes, they require a prescribed flux or state variable at any
relevant point of the vertical outsides of the model domain (e.g., groundwater level, surface water level,
groundwater flux, river flow) in addition to the boundary conditions at the top and bottom sides (Section
9.2.2). Most large-scale models are distributed integral models. Moreover, several lumped models are
also applied as distributed integral model (Type 3A, Table 9.1). For example, the lumped, catchment
model HBV (Sections 9.3.2 and 9.3.3) has also been used as a distributed, gridded model (i.e., HBV***)
at the national scale (e.g., Wong et al., 2011) and the global scale (Beck et al., 2016).

9.4.2 Large-scale hydrological models

The sub-section presents several large-scale (spatially)-distributed, process-based hydrological models
(Fig. 9.1) that have shown to be applicable for drought studies at the global or continental scale. The
models have been used for the study of human influences on drought (Chapter 10), the analysis of
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historical drought and projection of future drought (Chapter 11) and for monthly and seasonal drought
forecasting, as part of an Early Warning System (Chapter 13). In this section, some generic charac-
teristics are presented, some of which are further elaborated in the following chapters (Sections 10.5.4,
11.3.3.3 and 11.4.3), along with a selected example application. This includes the large-scale hy-
drological model PCR-GLOBWB (Sutanudjaja et al., 2018), which is used throughout for illustration.

9.4.2.1 Historical development

Since the start of the 21° century, large-scale models have been used to explore continental- and
global-scale drought (e.g., Sheffield and Wood, 2008; Haddeland et al., 2011; Prudhomme et al., 2014;
Wanders et al., 2015; Samaniego et al., 2019). An overview on their background, structure and
applicability is described in Van Lanen et al. (2019).

Large-scale models are often classified as land-surface model (LSM) or global hydrological model
(GHM). The main difference between the two types is that a LSM focuses on solving the energy
balance equation, whereas a GHM focuses on closing the water balance. Both groups vary substan-
tially in complexity among models within one group. Traditionally, LSMs have been developed by the
climate community and GHMs by the hydrological community, resulting in a different level of details
in modelled processes. Typically, they deviate in the representation of key processes, such as snow
accumulation and melt, evapotranspiration components (i.e., canopy evaporation, plant transpiration,
soil evaporation, open water evaporation) and the soil module (e.g., number of soil layers and soil
parameters represented, runoff scheme). Some LSMs account for the dynamic response of vegetation
to the carbon dioxide concentration in the air. Deviations are also found in the generation of runoff and
how groundwater and snow are conceptualised (Haddeland et al., 2011). Furthermore, they tradi-
tionally deviate in the spatial and temporal resolution, with LSMs normally run at a higher temporal
resolution and GHMs at a higher spatial resolution, although recent developments have seen a
development towards more similar temporal and spatial scales. Table 9.2 lists several characteristics of
large-scale models regularly used in drought studies, as demonstrated in Chapters 10 and 11.

Single large-scale models can be applied to explore particular aspects of hydrological drought. This
ranges from reconstructing monthly fields of gridded runoff and soil moisture across Europe over the
past (Hanel et al., 2018), to investigate the effect of changing hydrological regime on future drought at
the global scale (Wanders et al., 2015), to assess drought risk for both irrigated and rainfed agricultural
systems across the world (Meza et al., 2020), and to explore the potential for seasonal hydrological
drought forecasting (Sutanto et al., 2020). As demonstrated by these example applications, often an
ensemble of (i.e., several) large-scale models are used to provide robust estimates and quantify model
uncertainties. Multi-model ensemble (MME) projects have been designed as a community effort to
allow intercomparison of hydrological (drought) analyses derived from large-scale model runs
(Box 11.2). Following some early initiatives with focus on river flow (Arnell, 2004), more compre-
hensive assessments have been implemented, such as the Water Model Intercomparison Project
(WaterMIP) reported by Haddeland et al. (2011). WaterMIP provided simulated gridded time series of
historical and future water balance components from 11 global models (e.g., river runoff, soil moisture,
Table 9.2). This allowed the analysis of historical hydrological drought at continental and global scale
derived from these time series to be compared (e.g., Gudmundsson et al., 2012; Van Huijgevoort et al.,
2013; Tallaksen and Stahl, 2014). In 2012, the Inter-Sectoral Impact Model Intercomparison Project
(ISI-MIP) was initiated with a main objective to provide a framework to compare climate impact
projections in different sectors and at different scales (Warszawski et al., 2013). An MME of seven
large-scale hydrological models (Note: the climate community calls these Global *Impact” Models,
GIMs, Table 9.2, which deviates from our definition of impact models, Section 12.5.1) was the basis
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(Prudhomme et al., 2014) and EDgE (Wanders et al., 2019).

Model
name

GWAVA

HO8

HTESSEL

JULES

LISFLOOD*

LPJmL

MacPDM

MATSIRO

mHM

LSM/
GHM

GHM

LSM

LSM

LSM

GHM

GHM

GHM

LSM

GHM

Model
time
step

Daily

6h

1h

1h

Daily

Daily

Daily

1h

Daily

Meteorological
variables”

R T W O LWn,
SW, SP

R S, TWOQO
LW, SW, SP

RS TWQ
LW, SW, SP

RS TWQ
LW, SW, SP

P. T, ETo, EWo,
ESo

P. T LWn, SW

R T W O LWn,
Sw

R S, TWOQ
LW, SW, SP

P, Tavg, Tmin,
Tmax

Energy
balance

No

Yes

Yes

Yes

No

Yes

Evapo-
transpiration
scheme”

Penman-
Monteith

Bulk formula

Penman-
Monteith

Penman-
Monteith

Penman-
Monteith
equation/
Hargreaves
Priestley-
Taylor
Penman-
Monteith

Bulk formula

Penman-
Monteith

Runoff
scheme®

Saturation
excess/Beta
function
Saturation
excess/Beta
function
Infiltration
excess/
Darcy
Infiltration
excess/
Darcy
Infiltration
excess/Beta
function

Saturation
excess
Saturation
excess/Beta
function
Infiltration
and
saturation
excess/
groundwater
Saturation
excess

Snow
scheme

Degree day

Energy
balance

Energy
balance

Energy
balance

Degree day

Degree day

Degree day

Energy
balance

Degree day

Vegetation
dynamics

No

Yes

No

Yes

CO,
effect”

No

Varying

No

Varying

No

Constant
(345 ppm)

Included”

Water-MIP

Water-MIP;
ISI-MIP

Water-MIP

Water-MIP;
ISI-MIP

Water-MIP

Water-MIP;
ISI-MIP

Water-MIP

EDgE

Reference

Meigh et al.
(1999)

Hanasaki
et al. (2008)

Boussetta
et al. (2012)

Essery et al.
(2003)

Burek, P.
et al. (2013)

Rost et al.
(2008)
Gosling and
Arnell (2010)

Koirala
(2010)

Samaniego
et al. (2019)

Continued
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Model Evapo-
Model LSM/ time Meteorological Energy transpiration Runoff Snow Vegetation CO,
name GHM step variables” balance scheme” scheme® scheme dynamics effect” Included® Reference
MPI-HM GHM Daily P T No Thornthwaite Saturation Degree day No No Water-MIP; Hagemann
excess/Beta ISI-MIP and Gates
function (2003)
Noah-MP 3h P, T, SW, LW, Q, Yes Penman- Saturation Energy Yes - EDgE Niu et al.
SP, W Monteith excess balance (2011)
Orchidee LSM 15 min R ST WO, Yes Bulk formula Saturation Energy No Yes Water-MIP Guimberteau
SW, LW, SP excess balance et al. (2018)
PCR- GHM Daily P T ETo No Hamon'/ Infiltration Degree day No No ISI-MIP; Sutanudjaja
GLOBWB Penman- excess, EDgE et al. (2018)
Monteith saturation
excess,
groundwater
VIC LSM Daily/ P, Tmax, Tmin, Snow Penman- Saturation Energy No No ISI-MIP; Liang et al.
3h W, O, LW, SW, season Monteith excess/ Beta balance EDgE (1996)
SP function
WaterGAP GHM Daily P, T, LWn, SW No Priestley- Beta Degree day No No Water-MIP Alcamo et al.
Taylor function (2003)
WBM GHM Daily P T No Hamon' Saturation Empirical T No No ISI-MIP Wisser et al.
excess and P-based (2010)
formula

“R: Rainfall rate, S: Snowfall rate, P: Precipitation rate (rain or snow distinguished in the model), T: Mean daily air temperature, Tmax: Maximum daily air temperature, Tmin: Minimum daily air
temperature, W: Wind speed, Q: Specific humidity, LW: Longwave radiation flux (downward), LWn: Longwave radiation flux (net), SW: Shortwave radiation flux (downward), SP: Surface pressure, ETo:
(reference) Evapotranspiration rate, EWo: Potential evaporation rate from open water surface, ESo: Potential evaporation rate from bare soil.

Bulk formula: bulk transfer coefficients are used when calculating the turbulent heat fluxes.

“Beta function: runoff is a nonlinear function of soil moisture or groundwater storage.

dCOZ concentration in the air to calculate the stomatal conductance.

‘LISFLOOD was not used in WaterMIP and ISI-MIP, but has been applied for several continental and global studies, incl. forecasting of hydrological drought (Sutanto et al., 2020) and low river flow
(Box 13.5) for Europe.

Tsee Hamon (1961).

Modified from: Haddeland et al. (2011). © American Meteorological Society. Used with permission.
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for an assessment of future drought in runoff as predicted by five GCMs and four Representative
Concentration Pathways (RCPs, Section 11.4.1) at the global scale (Prudhomme et al., 2014). Key
results of WaterMIP and ISI-MIP effort with respect to historical and projected water system,
including past and future drought, are presented in Chapter 11.

Large-scale hydrological models are also used for seasonal low flow and hydrological drought
forecasting. One example is the Copernicus Climate Change Service Sectorial Information System
demonstration on water (e.g., Samaniego et al., 2019). Large-scale distributed models (Table 9.2) can
also be applied at an intermediate scale, such as the national or regional scale, and they have proven to
be key tools for water management at the national scale, incl. managing hydrological extremes
(drought and floods). The models can have an integral nature (nGWfl), such as the gridded HBV model
(HBV*** spatial resolution 1 km) for the whole of Norway, used to simulate impacts of climate change
on hydrological drought (Wong et al., 2011). The models can also have a differential nature (GWA), for
example, the Netherlands Hydrological Instrument, NHI (De Lange et al., 2014). The NHI (smallest
spatial unit: 250 m) is a multi-model system for consensus-based, integrated water management and
policy analysis in the Netherlands, which also copes with periods of low rainfall, and below-normal
river flow and groundwater level. A challenge of distributed hydrological models with a differential
nature (GWH1l), is the coupling, that is, simulation of a two-way flow between water stores in the
unsaturated zone, saturated zone and the surface water system.

9.4.2.2 Model characteristics
Large-scale hydrological models have a spatially distributed nature meaning that they consist of
hundreds of thousands vertical 1-D columns (grid cells). Most of these models are integral models
(nGWH1l). As columns have no subsurface connection, runoff components (surface runoff, base flow)
generated in a column are summed and routed based on the topographic gradient to a stream (river
cell). The discharge in a certain river cell is the sum of the total runoff from all upstream river cells.
Total runoff is routed along the stream network to the catchment outlet (here in the form of discharge).
The kinematic wave equation is commonly used to simulate river flow through the stream channel.
The model structure of the 1-D column (grid cell) is similar to that of lumped models (Section 9.3).
The PCR-GLOBWB model (Sutanudjaja et al., 2018) is described here as an example of a large-scale
model (Table 9.2, URL 9.4) followed by an application. PCR-GLOBWB is one of the ISI-MIP hy-
drological models (Section 9.4.2.1). The model has a daily time step and runs at 5 arcmin spatial
resolution (approximately 8 and 4.6 km at 30° and 60° latitude, respectively). Fig. 9.6 presents a
schematic overview of the model structure and modules of a 1-D column. The PCR-GLOBWB
consists of: (a) meteorological module, (b) land surface module, (c) groundwater module, and
(d) surface water module. Spatially distributed precipitation (P), temperature and reference evapo-
ration (water loss to the atmosphere from well-watered grass, E, Supporting Document 3.1') drive the
model. Similar to HBV, reference evaporation may be output from any evaporation model, for
example, the Penman-Monteith equation. The land surface module calculates land-cover-specific
potential evapotranspiration (PET) based on reference evaporation and crop or natural vegetation
factors. The degree-day approach is applied to simulate snow melt. The land surface module is the core
module and calculates actual evapotranspiration (E7T) using potential evapotranspiration and soil
dryness (S7). Furthermore, it simulates snow and interception (canopy) storage, vertical flow among

'https://github.com/HydroDrought/hydrodroughtBook.
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Schematic overview the modules of a PCR-GLOBWB column and its modelled states and fluxes. S1, S2 (sail
moisture storage), S3 (groundwater storage), Qu(surface runoff), Qi (interflow or stormflow), Qg (base flow or
groundwater discharge), and riverbed infiltration to groundwater, Qg < O, takes place when S3 < 0. The thin
solid red lines outside the 1-D column indicate surface water withdrawal, the thin solid blue lines groundwater
abstraction, the thin red dashed lines return flow from surface water use, and the thin blue dashed lines return
flow from groundwater use.

Modified from Sutanudjaja et al. (2018).

soil layers, including capillary rise and groundwater recharge and runoff. These processes are simu-
lated over several land cover types within a model column and aggregated in proportion to land cover
fractions. Vegetation characteristics, which may vary over the year, and soil characteristics are unique
for each land cover type within a column. This allows a fully spatially distributed specification of
vegetation and soils. In the soil, the degrees of saturation of two or three soil layers drive the vertical
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fluxes, including groundwater recharge. Surface runoff (Q,s, gorin Fig. 3.3 multiplied by the column
area) is generated by infiltration excess and saturation excess that considers variable source areas
(Section 3.5.1.1) within a column. Interflow (Q;), which can be observed in coarse-grained, partly
unweathered soils on hillslopes, is also handled in the same model column. The groundwater module
simulates time series of groundwater storage (S3) as a response to recharge (or capillary rise) and
groundwater discharge (Q,,) (Note: ‘transient’ means time series of hydrological or socio-
hydrological variables — can be input or output from process-based models). If groundwater stor-
age becomes negative, then riverbed infiltration takes place (Qg is negative). A linear storage-outflow
relationship, which depends on drainage network density and aquifer characteristics, is applied to
compute groundwater discharge. The groundwater module can be replaced by a saturated groundwater
flow model (e.g., MODFLOW) (De Graaf et al., 2015), in which case, the vertical 1-D columns are
connected to the nodes of the groundwater flow model. This allows to simulate lateral groundwater
flow, groundwater heads and groundwater streamlines. Using a saturated groundwater flow model
instead of the groundwater hydraulic flow module, transforms PCR-GLOBWB from an integral model
to differential model (nGW1l to GWAl, Section 9.4.1). The surface water module routes the daily total
runoff for each column in a catchment to the stream and then along the drainage network until passing
the lowermost (downstream) column (Q panner)- Routing can be simple, that is, accumulating the fluxes
over the drainage network or more complex by applying the kinematic wave approach.

PCR-GLOBWB is designed to simulate the effect of human intervention on the water cycle
(Bierkens, 2015) and hence, enhancement or alleviation of hydrological drought (Section 10.5.4). The
irrigation and water use module (Fig. 9.6) takes water demands, withdrawals and consumption into
account. The irrigated area per model column and type of crops grown determine the water demand.
Land is irrigated when potential evapotranspiration rates cannot be met by soil moisture storage and
precipitation. Water is abstracted either from surface water (fresh, desalinated) or groundwater
(renewable and non-renewable). In addition to crop water demands, one can investigate the effects of
water required by three sectors: livestock, industry and households (domestic). Data on required water,
which may vary over time, need to be specified as input to the model. PCR-GLOBWRB also includes a
simple reservoir operation scheme (Fig. 9.6), which allows to simulate the impact of over 6000 human-
made reservoirs across the globe (stored in the GRaND database, Lehner et al., 2011).

9.4.2.3 Calibration and validation of large-scale models
In contrast to lumped hydrological models (Section 9.3.2), large-scale hydrological models applied at
the continental or global scale are hard to calibrate. An important reason is the large number of pa-
rameters (in principle each grid cell or model column can have a unique set of parameters). Usually,
these models are not calibrated, but in some cases, they are calibrated against observed discharge in
large river basins. Performance of large-scale distributed models to simulate low flow or hydrological
drought at the level of each grid cell is in most cases lower (Feyen and Dankers, 2009; Van Loon et al.,
2012; Tallaksen and Stahl, 2014) than that of well-calibrated lumped models. This particularly holds
for regions with large storages (e.g., groundwater, lakes) and in seasonal snow climates. Model
structures of large-scale distributed models and lumped models are similar, but less attention is paid to
calibration and validation of large-scale distributed models at the grid cell level. There are simply too
many grid cells to allow calibration of model parameters for each grid cell individually.

The PCR-GLOBWB model has been calibrated to some extent and validated at length, as reported
by Wada et al. (2013), Sutanudjaja et al. (2014, 2018) and Wanders et al. (2015). Simulated discharge
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has been compared against over 3500 gauging stations (Sutanudjaja et al., 2018) from the Global
Runoff Data Centre (URL 9.5). Additionally, simulated monthly actual evapotranspiration was eval-
uated against ERA-40 reanalysis data, and simulated terrestrial water storage has been compared with
GRACE satellite data. Models with an integral nature, such as PCR-GLOBWB, cannot directly be
calibrated or validated against groundwater levels as differential models allow (Section 9.4.3).
Moreover, only one module (3" box, Fig. 9.6) represents the groundwater system in PCR-GLOBWB,
which does not allow calibration and validation for groundwater hydraulic heads in a multiple aquifer
system. Simulated output from PCR-GLOBWB generally shows good agreement with observed river
flow in large river basins and satellite soil moisture.

9.4.2.4 Application at the global scale

Similar to lumped hydrological models applied at the catchment scale (Section 9.3.3), large-scale
models can be used for scenario analysis. An interesting aspect of large-scale models is that the
effect of different scenarios on low flow or drought can be evaluated spatially across, for example,
continents or globally. This means that different regions can be compared, and the temporal and spatial
patterns of a historical drought event investigated in detail. Accordingly, regional differences in
climate, geology and socio-economic characteristics and their influence on drought characteristics can
be analysed, including how humans affect hydrological drought (Wada et al., 2013; Wanders and
Wada, 2015). Below a study on the effects of human water use and reservoirs is introduced.

PCR-GLOBWB was used to simulate daily runoff at the global scale at 0.5-degree spatial reso-
lution (about 50 km, Sutanudjaja et al., 2018) in the framework of ISI-MIP (Section 9.4.2.1). Time
series of simulated observed meteorological input (Category 4, Section 9.2) was from WFDEI
(Weedon et al., 2014). The model was run for the historical period 1901 to 2016. Two scenarios were
defined, namely: (a) natural conditions, and (b) human-influenced conditions. Both scenarios included
climate change over the 20" century, that is, it was implicitly included in the time series of forcing
data. In addition, human-influenced conditions accounted for the development of land use, water
abstractions, irrigation and reservoirs. Time series of simulated river flow under natural and human-
influenced conditions are given in Fig. 9.7 for two arbitrarily selected 0.5° grid cells (~ 50 km),
that is, in Mexico and Brazil. The grid cell in Mexico is located in the eastern part of the country in the
River Filobobos catchment, where land use change was the main human intervention in the 201
century. The grid cell in Brazil, which is located close to the River Banabuiu (east Brazil), is in a region
with several reservoirs (Van Loon et al., 2022).

Land use change in Mexico (Fig. 9.6a) had hardly any influence on low river flow in the selected
period, if any, the land use change resulted in a slightly flashier hydrograph, that is, in half of the time,
it was larger and the other half smaller. As expected, the construction of reservoirs in Brazil led to
lower river flow in the wet season and higher flow in the dry season (Fig. 9.6b). This is due to the filling
up of the reservoir in the wet season and a slow release of this water during the dry season to sustain
downstream water demands. In 70% of the time, the river flow was higher. The effect of other in-
terventions on hydrological drought at the global scale is discussed in Section 10.5.4.

9.4.3 The (spatially) distributed catchment model SIMGRO

Here, (spatially) distributed process-based hydrological models applied at the catchment scale are
introduced. The SIMGRO model (SIMulation of GROundwater flow and surface water levels) has
been selected as an example of a distributed differential model (GWfl) that generates spatially
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FIGURE 9.7
Simulated river flow (10-day backward moving average) with the (spatially) distributed large-scale model

PCR-GLOBWRB for the period 2005—10 under natural and human-influenced conditions: (a) Mexico, and
(b) Brazil.

distributed time series of hydrological variables both for natural conditions and human-influenced
conditions (URL 9.6, Fig. 9.1). Other well-known distributed differential models are the fully inte-
grated hydrological model MIKE SHE (URL 9.7) and the ParFlow hydrologic model (URL 9.8). They
also fall under the type of ‘fully integrated hydrological models’ referring to a model structure con-
taining all key hydrological domains (vegetation, soil, groundwater, surface water), which dynami-
cally interact and solve most flow equations.

9.4.3.1 Model characteristics

SIMGRO is a distributed model of a differential nature (GWfl) that simulates water flow at the
catchment scale, implying an explicit simulation of the groundwater (subsurface) flux among spatial
units. SIMGRO simulates time series of saturated groundwater flow, unsaturated flow, actual
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evapotranspiration, irrigation, river flow, groundwater hydraulic heads (Fig. 3.12) and surface water
levels (rivers, channels and lakes) in response to, for example, rainfall, reference evaporation and
groundwater abstraction (Querner, 1988; Van Walsum et al., 2010). The model can be applied to
catchments or to model domains for which the distributed surface and groundwater boundary con-
ditions (either level or flow) can be specified. It has been applied to catchment area varying from over
100,000 km? (Rhine) to a few km? (experimental catchments). SIMGRO applies a two-way coupling
between modules, i.e., water can flow in both directions. For example, in a spatial model unit water can
recharge the saturated zone from the unsaturated zone in one time step (downward flux) and flow
upwards (capillary rise) in the next time step. A system of nodal points is superimposed over the
catchment delineating so-called elements. The simplest system of nodal points is the well-known
regular grid of squares (Fig. 9.3c). SIMGRO, on the other hand, uses triangles to construct the
network of nodal points (Fig. 9.3b) allowing input of spatially distributed forcing and catchment
properties (e.g., land use, soil type, transmissivity, stream network). SIMGRO simulates multiple
aquifer systems (Fig. 9.8 and Section 3.4.1), including interaction between aquifers (leakage or
seepage) (Fig. 3.12).
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FIGURE 9.8

Schematic overview of water flow in a spatial unit of the (spatially) distributed model SIMGRO (Querner, 1988)
in the x-z dimension (y dimension not shown). The cross-section shows the groundwater level (phreatic level)
that separates the saturated and unsaturated zone. In this example cross-section, the saturated zone consists
from top to bottom of an upper aquitard (i.e., semi-permeable layer), 15 (shallow) aquifer, a deeper aquitard,
2" (deep) aquifer, and an hydrological base (i.e., impermeable layer). In the shallow and deep aquifer
horizontal flow occurs, whereas vertical flow occurs in the aquitards. Groundwater can be abstracted for
different purposed (e.g., sprinkling for agriculture, public water supply) from both aquifers. The upper
aquitard is fed by percolation from the root zone (upper part of the unsaturated zone) or looses water to the
root zone by capillary rise. At the top, the root zone is fed by precipitation (not shown), and sprinkling water
that may come from groundwater or surface water (or both). The root zone looses water through
evapotranspiration.
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Similar to HBV and PCR-GLOBWB, SIMGRO uses time series of daily reference evaporation for a
standard crop (grass) as input. This may be output from any evaporation model, for example, the
Penman-Monteith equation. The potential evapotranspiration for other crops or vegetation types
accounted for in the model, is derived from reference evaporation by converting with known crop or
vegetation factors (similar to PCR-GLOBWB). The model assumes steady state in the unsaturated
zone for each computation time step (typically 1 day). Important controlling factors are the storage
coefficient, Sy, and the capillary rise (negative percolation, g,) (Fig. 3.3). These depend on soil
characteristics (e.g., thickness of root zone, moisture retention, unsaturated hydraulic conductivity,
Section 3.3.4.1) and crop data (rooting depth). SIMGRO simulates for each node and time step
recharge, I, groundwater hydraulic head, water-table depth and soil moisture storage in the root zone,
Ssor, and in the unsaturated subsoil, S;,s (Appendix 3.1). The model S;,, controls actual evapotrans-
piration per node using a given relationship between soil moisture storage and actual to potential
evapotranspiration (ET/PET, Fig. 3.4). SIMGRO distinguishes several drainage sub-systems to
simulate the groundwater discharge from the aquifer. These sub-systems represent ditches, and tertiary
and secondary water courses. The flow from (or to, as riverbed infiltration is possible) the aquifer is
simulated for each drainage sub-system separately using their specific resistance (similar to reciprocal
of conductance) and the difference between groundwater level and surface water level. A primary
system can also be included in specific nodes (‘river nodes’) to represent the larger streams in a model
domain. River nodes’ main function is to convey water, although they also drain groundwater or
infiltrate surface water into the aquifer (riverbed infiltration). SIMGRO simulates the surface water
system as a network of so-called model surface water reservoirs. The inflow to a reservoir represents
outflow from upstream reservoirs and the discharge of the several drainage sub-systems, overland flow
and/or water from a sewage treatment plant in the nodal area in which the model reservoir is located.
The outflow from the reservoir is the inflow to the next reservoir. Irrigation is driven by soil moisture
storage in the root zone. When the storage is below a pre-defined level, a pre-defined volume of water
is abstracted (from groundwater or surface water) and applied to land to be irrigated. Water can also be
abstracted for domestic water supply. A comprehensive description of the SIMGRO model is provided
online (Supporting Document 9.1").

9.4.3.2 Calibration and validation

Distributed models with a differential nature (GWAl), such as SIMGRO, can be calibrated and validated
against observed river flow and soil moisture storage at different locations in the model domain
(Section 9.2). This is similar to distributed models with an integral nature (nGWfl) and different from
the lumped models, which only provide catchment-averaged state variables (Section 9.3.2). The main
difference between the two types of distributed models (GWAfl versus nGWf1l) is that models with a
differential nature can be calibrated and validated against observed site-specific groundwater hydraulic
heads (x,y,z) in a multiple aquifer system with aquifers on top of each other (Fig. 3.12).

The SIMGRO model was calibrated with observed data from the period 1990—92 with focus on
low flow. Actually, a longer period is preferred for calibration, but it is not uncommon for fully in-
tegrated hydrological models to have a short calibration period as more than one type of hydrological
variable is available (here: groundwater levels at different locations is used in addition to river flow).
The simulated flow hydrograph and the flow duration curve, along with time series of groundwater
levels from several groundwater observation wells were compared against observed flow and
groundwater levels in both catchments. The model was validated using observed data from 1993—95.
The model shows good performance especially in the low flow range. Simulated groundwater level
mostly deviate less than 0.20 m from the observed level. More details on the calibration and the
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validation can be found online (Supporting Document 9.2"). More calibration and validation results of
the SIMGRO model for the two Dutch catchment is available online (Supporting Documents 9.2").

9.4.3.3 Application to Poelsheek and Bolscherbeek catchments (the Netherlands)

The SIMGRO model has been applied to the Poelsbeek (41 km?) and Bolscherbeek (23 km?) catch-
ments in the eastern part of the Netherlands to investigate the influence of human intervention on
drought (Querner and Van Lanen, 2001). The key findings of the study are presented here. The
Poelsbeek and Bolscherbeek are adjacent catchments. Shallow water tables and rather wet soils are
common. About 75% of both catchments is used as agricultural land; the remaining land is covered by
woodland (16%) and residential area (8%). The catchments include an unconfined aquifer with a
thickness of 10—60 m overlying impermeable deposits. There is a dense network of streams draining
the groundwater system and convey the drained water to the rivers, i.e., Poelsbeek and Bolscherbeek.
A more comprehensive description of both catchments is provided online (Supporting Document 9.3").

The period 1951—98 was used as reference (benchmark) for the simulation of distributed recharge,
groundwater levels and discharge at the outlet of both catchments. Precipitation varied from 498 to
1218 mm year ' with 10% of the years having less than 595 mm year . Potential evapotranspiration
varied between 365 and 476 mm year ', and in 10% of the years, the potential evapotranspiration
exceeded 465 mm year™ .

Time series of simulated groundwater levels of one location in the Poelsbeek catchment is given in
Fig. 9.9a. In this lowland catchment, the water level fluctuated by about 1.5 m, with dry periods in the
late 1950s, the early and mid-1970s, and the mid-1990s. The annual discharge both for the Poelsbeek
and the Bolscherbeek catchments are shown in Fig. 9.9b. The average annual discharge of the Bol-
scherbeek was higher (483 mm yearfl) than that of the Poelsbeek (237 mm yearfl) due to the effluent
of sewage from the town Haaksbergen located in the eastern part of the catchments (source of the
town’ domestic water supply is outside the catchments). In 10% of the years, the discharge in the
Poelsbeek and Bolscherbeek catchments were smaller than 108 and 303 mm year ', respectively. Dry
years in the Poelsbeek catchment (discharge <125 mm year_l) were 1953, 1959, 1971, 1976, 1990,
1995 and 1996 (low discharge in the Bolscherbeek catchment was affected by the effluent of the
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FIGURE 9.9

Simulated time series of hydrological variables with the distributed SIMGRO model in the Poelsbeek and
Bolscherbeek catchments (the Netherlands) for the reference period 1951—98: (a) groundwater level at a
central location of the Poelsbeek catchment, and (b) annual river flow in both catchments.
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sewage plant and thus not reported here). More results for the reference situation, including drought
characteristics can be found online (Supporting Document 9.4").

In the Poelsbeek and Bolscherbeek catchments, there was limited groundwater abstraction during
the period of study, but this may change in the future in response to increasing water demands. Two
potential groundwater abstraction scenarios were defined for the Poelsbeek catchment:

(a) constant abstraction rate of 2050 m> day*1 during the winter season (October—March) (scenario
05Y, Scen 05Y)
(b) constant abstraction rate of 2050 m® day ™' throughout the whole year (scenario 1Y, Scen 1Y).

In the simulation, groundwater was abstracted from one single well in the Poelsbeek catchment
implying that the influence on groundwater levels in Poelsbeek is larger than in the Bolscherbeek
catchment, resulting in lower groundwater levels close to the pumping site during the dry season
(Fig. 9.10). Clearly, permanent abstraction (1Y) results in larger drawdowns than only winter
abstraction (05Y), but due to non-linear hydrological processes, the 1Y scenario is associated with
drawdowns more than twice as large as those for the 05Y scenario. In Section 10.5.3, the simulated
river flow and groundwater levels with SIMGRO are discussed further with respect to the influence of
abstractions on drought.

Distributed differential hydrological models, such as SIMGRO, can simulate distributed effects of
several types of human interventions in which groundwater flow (not only groundwater storage) plays
an important role. One example being the effect of a change in groundwater recharge or abstraction in
higher-elevation areas (recharge areas) on lower-lying areas in the catchment (discharge areas, Section
3.4.2). A variety of other scenarios can be simulated with SIMGRO. For example, surface water
reservoirs can be added, abstractions from groundwater and surface water can be implemented, land
use can be changed, return flows can be added or removed and drainage pathways can be altered
(higher or lower surface water levels, and reduction of drainage density by removing water courses).
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FIGURE 9.10

Simulated groundwater levels with the distributed SIMGRO model for the natural situation (Ref, benchmark)
and for the two groundwater abstraction scenarios (Scen 05Y and Scen 1Y, see text) at a location 500 m from
the abstraction well in the Poelsbeek catchment: (a) depth to the groundwater level (period 1970—80), and
(b) cumulative frequency distribution of the groundwater level (period 1951—-98).
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9.4.3.4 Self-guided tour: groundwater abstraction in Poelsbeek and Bolscherbeek
catchments (the Netherlands)

An online self-guided tour' was compiled to demonstrate how to develop a SIMGRO model, and how

it can be applied for studies on the influence of human interventions on drought (Section 10.5.3). The

example is menu-driven and supports the navigation through the whole assessment procedure. The

user works through the procedure at an individual pace and may review or skip a section.

The development of the SIMGRO model and the assessment of the effect of groundwater
abstraction in the Poelsbeek and Bolscherbeek catchments on hydrological drought is used as an
example to facilitate the learning process. Based upon the practical example, the user learns about:
(a) principles of distributed hydrological models with a differential nature, such as SIMGRO, (b) how
to perform a model simulation, (c) how to derive and select characteristics of the Poelsbeek and
Bolscherbeek catchments, (d) translation of catchment characteristics to model input data, (e) model
calibration and validation, (f) drought analysis using the results of a distributed model, and (g) the
influence of groundwater abstraction as compared to the natural situation.

At the bottom of the main menu, there are five key buttons: (a) aim, (b) study area, (c) method,
(d) model, and (e) scenario. These buttons allow jumping between sections. At the bottom, right two
arrow buttons help navigate through a particular part of the procedure. Throughout the exercise, results
are discussed, and conclusions drawn. It is important to note that the self-guided tour is not designed to
develop a SIMGRO model for the Poelsbeek and Bolscherbeek catchments. The model was already
developed and applied, and only results of the study are included in the self-guided tour.

9.5 Socio-hydrological models
9.5.1 Background

Socio-hydrology focuses on linking humans and water in a coupled hydrological-social system
(Sivapalan et al., 2012). Fig. 9.11 schematically shows the socio-hydrological cycle, in which changes
in hydrology affect society and the other way around. There has been a rapid development in the field
of socio-hydrological modelling (Blair and Buytaert, 2016; Srinivasan et al., 2017; Wada et al., 2017),
although it is still a rather young field. In contrast to the hydrological models that include some human
interventions, such as groundwater abstraction in SIMGRO (Section 10.5.3) or reservoirs in
PCRGLOB-WB (Section 10.5.4), socio-hydrological models allow for dynamic changes in the water
management. Socio-hydrological models are better suited to describe long-term interactions between

drought - -
interventions

impacts

society

FIGURE 9.11

Feedbacks between drought and society. Climate variability causes drought, which may lead to impacts.

Vulnerability determines how these are perceived and influences society. Society (economy and access to

technology) governs if and which interventions are taken that aim to alleviate the climate-induced drought.
Modified from Di Baldassarre et al. (2016).
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hydrology and human actions, in both water management and policy, but they often do not simulate all
hydrological processes at daily timescales.

There are different types of socio-hydrological models as defined by Blair and Buytaert (2016).
Here, we focus is on those most used for drought analysis (Fig. 9.1), namely: (a) coupled-component
modelling, (b) system-dynamics modelling, and (c) agent-based modelling (ABM). Coupled-
component socio-hydrological models (Section 9.5.2) are most similar to the family of hydrological
models (Sections 9.3 and 9.4) because they take a hydrological model and couple it to models of social
systems, including feedbacks between the model components. In this way, disciplinary models (e.g.,
water demand models) can be integrated with a hydrological model to form an integrated model for the
human-water system. Coupled-component models and system-dynamics models (Section 9.5.3) use a
top-down approach. System-dynamics models simulate overall system behaviour based on under-
standing of the processes connecting system components. Similar to coupled-component models,
agent-based models (Section 9.5.4) may also be built including disciplinary (e.g., hydrological)
models, but their focus is on the decisions and actions of individual ‘agents’ within a system. These
agents can be individuals (e.g., farmers), groups of individuals (e.g., groups from different sectors) or
organisations (e.g., governments, NGOs, businesses). By modelling the behaviour of individual agents
and discovering the emerging socio-hydrological patterns, ABMs use a bottom-up approach of
modelling the human-water system. The advantage of bottom-up modelling is that real-life com-
plexities are included, and assumptions are based on data, however, this is also its disadvantage, that is,
a lot of data are needed to parameterise and validate the models. Therefore, ABMs are often applied on
small scales (community or district level). Coupled-component models can be applied from very small
(plot) scales to very large (global) scales. The advantage of top-down modelling, such as system-
dynamics models, is that further dynamics can be included in a holistic way, and its disadvantage is
that it is challenging to parameterise and validate them. System-dynamics models are applied on larger
scales (large catchments or countries).

Not all socio-hydrological models are applied to an actual case. Some applications of socio-
hydrological models are completely theoretical or based on some real-life situations, but then
generalised to the point where the model does not match any situation on the ground, for example,
taking some characteristics of the system as starting point for the model setup and then make it generic
or averaging characteristics from different cases into one.

9.5.2 Coupled-component models

Coupled-component models used for socio-hydrology connect a hydrological model with a model that
simulates human activities. The most common coupling is with a crop model that includes, for
example, irrigation, planting of different crops or applying different soil improvement measures (e.g.,
McNider et al., 2015). Hydrological models can also be coupled to economics models as done for flood
risk (e.g., Falter et al., 2015), environmental flows (e.g., Akter et al., 2014) or decision-making models
including water demand and supply (e.g., Giuliani et al., 2016). Alternatively, many different models
can be combined in a model system or chain that resembles large-scale earth system models (e.g.,
Barthel et al., 2012). The main difference between impact models, such as those used in ISI-MIP
(Section 9.4.2), and socio-hydrological coupled-component models, is that the latter include dy-
namic feedbacks from the social or economics components back to the hydrological system. The
degree of integration differs, depending on how similar the models are in terms of their setup (lumped
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versus distributed, Section 9.2). Because disciplinary models are used as starting point in coupled-
component models, a basic understanding of key processes within each discipline is included by
default. However, this also means that different types of data are needed to parameterise the combined
model, and uncertainties of the different model components may escalate because of non-linear
effects.

9.5.2.1 Calibration and validation

Coupled-component models can be calibrated as a combined model or separately for each component.
For example, Maneta et al. (2009) calibrated the hydrologic and economics parts of the model
framework independently. In either way, calibration of coupled-component models is complex and
data-intensive. Especially socio-economic data are often not available or not in the time resolution
needed or at the correct spatial scale. More commonly, coupled-component models are calibrated on
only one component of the coupled system (e.g., McNider et al., 2015 on crop yield, Falter et al., 2015
on river discharge). However, more often, they are not calibrated, only validated or neither calibrated
nor validated. No — or partial — calibration is often considered acceptable when the models are used
for assessing relative differences between scenarios (e.g., Barthel et al., 2012), but it does question the
suitability for accurately representing real-world systems.

9.5.2.2 Application

A coupled-component model experiment is here demonstrated investigating the interaction between
drought management, groundwater abstraction and drought (Fig. 9.12) through the coupling of a
hydrological model with a water demand component. The example is based on the work of Wendt et al.
(2021).

In Fig. 9.12, the two-sided arrows, between the water demand component and the groundwater and
surface water reservoir components, represent the feedbacks included in the model. In this example,
the hydrological model components (soil water, surface water reservoir, groundwater) are based on
common hydrological model structures, and the water demand component is developed from a review
of water resource and drought management plans (Wendt et al., 2021). The coupled-component model
is set up to represent general hydrological conditions and drought management in England, but is not
specific for one location. Input data and model setup are based on typical average conditions for
climate, hydrogeology and drought management measures. The model is not calibrated or validated
and is used to analyse effects of different drought management strategies on hydrological drought as
further elaborated in Section 10.5.6.1.

9.5.3 System-dynamics models

To study feedbacks between drought and people, a flexible and top-down modelling approach, such as
system-dynamics can be useful. The social aspects in these models, such as vulnerability, awareness
and memory, are hard to quantify or measure. Still, the models play a key role, for example, in
determining the relationship between low flow, hydrological drought and societal impacts. Social
aspects are important to understand as they may explain non-linearities in the system as a result of
unexpected system behaviour. For example, consecutive droughts can make a society vulnerable if it
reaches a tipping point (an irreversible system change due to a series of small changes or incidents).
The development of a system-dynamics model starts with a conceptualisation of the human-water



9.5 Socio-hydrological models 461

P, PET
I ET
1. Soil moisture
component Q,
2. Surface reservoir
|
component Qucess
/
A
3. Groundwater
Qg
component 9
_______ e ey ot i
high | medium | low
] 1
Qecol
anthropogenic | natural
Agw _____________ e e e Asw
4. Water demand ‘
component

FIGURE 9.12

Setup of a coupled-component model with the soil moisture component (1): the water balance is driven by
climate input (precipitation (P) and potential evapotranspiration (PET)). Losses are to the atmosphere (actual
evapotranspiration, ET ), through surface runoff (Q,) stored in the surface water reservoir (2) and as
groundwater recharge (/) (Q, equals go,rand gj;, Fig. 3.3) multiplied by the area of the model domain.
Groundwater component (3): storage is represented in three compartments (high, medium, low storage)
generating base flow (Qg) of which Qg is released as ecological minimum flow (Qeco;, representing natural
water demand) before routing the remainder to the surface water reservoir. When the surface reservoir is full,
excess water leaves the model (Qexess). Stored surface water and groundwater can be abstracted (A, and
Agy) to meet the anthropogenic water demand. Water demand (4) is always satisfied by a combination of
surface water abstraction (As,) and groundwater abstraction (Ag,). Bold arrows indicate the components
affected by (modelled) drought measures taken.

Modified from Wendt et al. (2021).

system in causal loop diagrams, which are then converted into a set of non-linear differential equa-
tions. The conceptualisations used can be very simple or very complex, depending on the processes
deemed relevant for the research question under study. The processes are not modelled in a spatially
explicit way, so system-dynamics models can be regarded as having a lumped structure (Section 9.2).
Blair and Buytaert (2016), Garcia et al. (2016) and the examples presented below provide more
information.

9.5.3.1 Calibration and validation

Typically, system-dynamics models are not calibrated. However, there are some examples of system-
dynamics models that determine parameter values from observations. For example, Van Emmerik et al.
(2014) calibrated parameters of equations representing irrigation and environmental awareness, based
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on temporal trends in observed water resources, area under irrigation and population size. Most
system-dynamics models are hypothetical or semi-hypothetical, meaning that their setup is based on a
generic understanding of a coupled system modelled based on several cases. These models are vali-
dated qualitatively to check whether they can represent socio-hydrological shifts that have occurred in
the past in a general sense. For example, Di Baldassarre et al. (2013) simulated flooding and adaptation
responses (migration, flood protection infrastructure) and compared their model results to typical flood
responses observed in floodplains around the world, citing examples from the literature. Garcia et al.
(2016) simulated the effects of reservoir operation rules on urban water supply and based their model
setup on water supply systems of typical cities in the western United States.

9.5.3.2 Application

System-dynamics models come in very different shapes and forms. Here, a few examples focusing on
drought are briefly showcased and further explored in Section 10.5.6.2. Kuil et al. (2016) modelled the
collapse of the Maya society. Their model consists of nonlinear differential equations of hydrology,
agricultural cropping, population dynamics and reservoir building (Fig. 9.13). Historical under-
standing of population dynamics, economy, food needs, land and water management were used to set
up the model and calibrate some of its parameters.

Unit Area
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FIGURE 9.13

Flow diagram showing the fluxes and state variables of a system-dynamics model and their ineraction. When P
increases, water storage, S, increases, resulting in a higher crop yield (not shown) and population (people, )
can grow. The use of water by the society (people, N) leads in turn to a decrease in storage, S. If population
increases, this could potentially lead to a higher vulnerability, V, of the system, although increased water
storage, S, would counteract this. Increased vulnerability, V, motivates society to construct reservoirs, R,
provided that there are enough people (labour) to do so. More reservoirs allow increased water storage, S. If
storage is high relative to the storage capacity, memory, M, is high and reservoir construction, R, continues, but
by creating more storage, (people) memory, M, decreases. Lastly, when the system is vulnerable and a certain
threshold is reached, population is impacted negatively (Kuil et al., 2016).
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Causal loop diagrams: (a) water demand, shortage and storage, (b) water demand, shortage and population,
and (c) population and growth rate (Garcia et al., 2016).

System-dynamics models are also applied to modern systems. Garcia et al. (2016), for example,
used a system-dynamics model to address the question: “What is the impact of reservoir operation
policy on the reliability of water supply for a growing city?”, analysing the effect of people’s response
to drought. They conceptualised the model from an understanding of the system using causal loop
diagrams (Fig. 9.14) and from typical relationships between the variables being studied. Firstly, a
demand for water leads to a lower reservoir storage (Fig. 9.14a), an increase in the water supply, a
lower water shortage and an increased shortage awareness that results in lower water demand. The
increased shortage awareness leads to smaller population (Fig. 9.14b). Lastly, an increased population
results into a higher growth rate and vice versa (Fig. 9.14c).

9.5.4 Agent-based models

Agent-based models (ABMs) have a history in object-oriented programming, cognitive psychology
and ecology and are increasingly used to simulate human-water interactions (Blair and Buytaert, 2016;
Wens et al., 2019). The strength of ABMs is that they can simulate emergent behaviour or macro-scale
effects that arise from interactions between individual agents (e.g., a farmer, household, community,
government entity, commercial company) and their socio-economic, policy and natural environment.
The development of AMBs requires several steps: (a) definition of the research question, (b) setting of
relevant agents and their environment, and (c) definition of behaviour of agents. Their behaviour is
characterised by the interaction of agents with each other and with the environment, their decision-
making process and their learning capabilities. When those are defined, computational algorithms
are developed to represent agents, their environment and individual behaviour. In contrast to coupled-
component models and system-dynamics models, ABMs inherently simulate heterogeneous results as
the behaviour of agents is individual, and hence, their interaction with their environment is diverse. For
example, decisions regarding abstracting water for irrigation depend on each farmer’s individual
characteristics (e.g., risk perception, financial situation, knowledge) and therefore differ from farmer
to farmer, resulting in a spatially heterogeneous abstraction pattern. The interaction with the envi-
ronment can be modelled in a distributed way, therefore, ABMs can be coupled to distributed disci-
plinary models of, for example, hydrology (e.g., Castilla-Rho et al., 2015 for groundwater) or
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agriculture (e.g., Wens et al., 2020 for crop yield). Similar to coupled-component models and system-
dynamics models, ABMs can be set up to represent a real-life situation, or they can be hypothetical,
grounded in theory, or in a combination of characteristics of existing cases (e.g., Barreteau et al.,
2014).

9.5.4.1 Calibration and validation

Calibration and validation of ABMs are challenging. The procedure is similar to hydrological models
(Section 9.2.3). Most commonly, calibration is not done due to the lack of data on behaviour or unique
feedbacks are modelled that are hard to observe. If the parametrisation of agent behaviours and their
interactions are determined from qualitative data (interviews, questionnaires, focus groups, Section
4.3.9), the model is assumed to represent on-the-ground conditions. Participatory modelling (making
use of practical knowledge of individual stakeholders (agents, e.g., Matthews et al., 2007) can be a
valuable tool to set up ABMs. Each agent can be interviewed to determine their decision-making
preference and then included in the modelling process to make sure the model represents their
behaviour correctly. Calibration can be done on some components of the system, especially when
coupled to disciplinary models. For example, Wens et al. (2020) calibrated their coupled ABM-crop
model on observed crop yields. Similar as in system-dynamics modelling, validation of ABMs is
often done qualitatively, checking whether the model outcomes match observed trends in, for example,
time series of environmental (e.g., water use) or socio-economic observations (e.g., food insecurity).

9.5.4.2 Application

Many applications of ABMs are focussing on water use in agriculture (e.g., Kuil et al., 2018; Van
Duinen et al., 2016). Wens et al. (2020) developed the ADOPT model (Fig. 9.15) to simulate adap-
tation behaviour of farmers in Kenya to drought. The model is parameterised using data collected from
interviews with 250 households and discussions with local decision-makers. The adoption of drought
adaptation strategies, such as installing a groundwater well, applying manual or drip irrigation,
building terraces and applying mulch, was investigated and linked to economic theories. Such a model
allows for testing of scenarios of different farmer behaviours, policy interventions and drought events.
What effect the different scenario has on agricultural drought impacts and food insecurity is explored
in more detail in Section 10.5.6.3.

9.6 Selection of process-hased models to study hydrological drought

It must be accepted that any model, by definition, is a simplification of the real world. It is important to
develop models or use model outputs that are as representative as possible, but also to understand the
inherited model limitations. Selection of the model that best answers the question being posed is
challenging. Benefits and drawbacks of more complex models should be weighed against those from
simple models. For example, the choice between a more complex, distributed (socio-)hydrological
model versus a simpler, lumped model or the choice between a more complex model that simulates
groundwater flow (differential, GWfl) or a simpler model that does not (integral, nGWAl). However, it
is not only the model complexity that matters, but also data availability and practicality (e.g., user’s
knowledge, available software package to build the model, available financial resources, purpose of the
study, time to answer the question). (Socio-)hydrological models suited for drought analysis have at
least one feature in common, being ‘transient’ meaning that these models simulate time series of
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Modelling scheme of an agent-based model (the agricultural drought risk adaptation model ADOPT):
(a) agricultural model that simulates seasonal maize crop production using weather and agronomic data (light
grey box). The resulting household maize crop yield is converted into farm income, and (b) fed into a
behavioural model using household data. The adaptation intention is simulated by addressing self-efficacy
(individual’s belief in their capacity to act in the ways necessary to adapt to drought), risk perception,
adaptation costs and adaptation efficacy (dark grey box). The annual decision whether or not to adopt new
adaptation measures, influences future on-farm water management, thus creating a feedback. Annual risk
indicators (household assets, poverty, food insecurity, food aid) and drought adaptation measures are outputs

of the model.

Modified from Wens et al. (2020).

hydrological or socio-hydrological variables. Lumped models are often preferred because they:
(a) simplify processes, include a limited number of parameters and hence, are easy to calibrate, (b) are
easy to use and no advanced computer skills are required, and (c) are fast and thus less computational
demanding (e.g., for forecasting). Whether lumped models are sufficiently fit for purpose depend on
the: (a) heterogeneity of the model area, (b) type of question to be answered or physiographic
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conditions to be modelled (determining the type of domains and interactions to be represented, e.g.,
atmosphere-vegetation, unsaturated zone, saturation zone, or surface water), and (c) complexity of the
(modelled) interactions between hydrological domains (i.e., what processes need to be represented).
Selecting the optimal model type is critical because the outcome of the study depends on it (e.g.,
Fenicia et al., 2014). Although model choice is fundamental, a study by Addor and Melsen (2018)
mining over 1500 peer-reviewed papers, shows that hydrological models are usually not primarily
selected because of their adequacy, but because of legacy reasons (e.g., practicality, convenience,
experience, custom use). The high number of hydrological models available has led to the creation of
meta-modelling frameworks (e.g., Euser et al., 2013), which allow users to evaluate the suitability of
various model structures to their need or to combine different process representations. This is the
motivation for the Framework for Understanding Structural Errors (FUSE), which provides multiple
options for building a hydrological model, including the selection of different process parameter-
isations for soil layers and conceptualisation of surface runoff, vertical percolation, evaporation and
subsurface flow (Clark et al., 2008). Staudinger et al. (2011) applied FUSE to study the performance of
a series of lumped models to simulate low flow. A Community Hydrological Model has even been
proposed (Weiler and Beven, 2015).

In this chapter, three process-based hydrological models (HBV, PCR-GLOBWB and SIMGRO)
and three types of process-based socio-hydrological modelling (coupled-component, system-
dynamics, agent-based) are described (Fig. 9.1, Table 9.1) from which the outcome is used to
assess the impact of human influences on drought (Section 10.5). These are just examples and clearly
many similar models exist that deviate, for example, in: (a) the (socio-)hydrological processes rep-
resented in the model, (b) data requirements, (c) lumped or distributed, (d) spatial dimensions,
(e) numerical solution method, (f) pre- and post-processors, and (g) computation time. Any low flow or
drought project needs to allocate sufficient time to choose a suitable model along with a consideration
of model uncertainty (Box 9.4), before it eventually is applied to assess low flow and drought in the
region of interest.

Box 9.4 Uncertainty aspects in process-based models

There are many causes of uncertainty in a (socio-)hydrological modelling study. Recognising, assessing and communicating
uncertainty are crucial to provide reliable information to users (e.g., stakeholders, water managers, politicians) (Section
13.5). Needless to say, that by definition all (socio-)hydrological models, including their outputs, are associated with un-
certainties. Uncertainties that originate from different sources: (a) model structure, (b) model parameters, and (c) input data,
either initial or boundary conditions, calibration and validation data, including measurements, derived data, and scaling
uncertainties (Section 4.2.6).

The three hydrological models (HVB, PCR-GLOBWB and SIMGRO) described in detail in this chapter (Fig. 9.1)
represent key differences in model structure (first source of uncertainty). This includes, for example, whether and not
they divide the model domain into spatial distinct model units. Some processes are missing in some models, such as
snow accumulation and melting in SIMGRO, and distributed groundwater flow in HBV, because the models were not
developed for these purposes. Complexity in model structure can be viewed as the number of processes explicitly
included and the number of interactions and feedbacks incorporated. Confidence is not necessarily higher in simulations
from a complex model compared to a simple one (Baartman et al., 2020). Furthermore, when selecting a model it is
important to be aware that different model versions, with different level of complexity and processes represented, exist.
For example, the standard PCR-GLOBWB has an integral nature (nGWfl, Section 9.4.2), but a more recent version
simulates lateral saturated groundwater flow (differential nature, GWAl); application of the GWfl version was found to
have a large effect on the simulated worldwide impact of groundwater pumping (De Graaf and Stahl, 2022). Differences
in results between models with and without simulation of lateral saturated groundwater flow (GWfl versus nGWfl) can
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Box 9.4 Uncertainty aspects in process-based models—cont’d

be interpreted as a source of model structure uncertainty. Large-scale models are traditionally setup with a low spatial
resolution, which allows to get a quick overview of the global or continental situation, but makes them less suitable for
catchment-scale analysis and management tools. However, large-scale models are becoming increasingly adapted to
higher spatial resolutions, commonly referred to as hyper-resolution models (Bierkens, 2015; Hoch et al., 2023). Large-
scale models often perform less well (on low flow or hydrological drought) in regions with large storages (e.g.,
groundwater, lakes) and in seasonal snow climates due to uncertainties in the parametrisation of storage and related
response functions as well as cold climate processes (Stahl et al., 2012; Van Loon et al., 2012). The three types of
socio-hydrological modelling approaches, exemplified by selected model applications (Sections 9.5.2, 9.5.3 and 9.5.4),
have very different model structures. For example, model structures of coupled-component modelling are similar to
hydrological model structures, whereas the model structure of agent-based modelling has a completely different starting
point, that is, behavioural theory. Uncertainties will be associated with the choice of one the different model structures.

The second source of uncertainty in (socio-)hydrological modelling is parameter uncertainty. Generally, more complex
models (more processes involved, distributed versus lumped) require more parameters, which imposes challenges, although
some parameters can be effectively upscaled using observations rather than calibrated values (Section 9.2.3). When cali-
brating a model, one should consider equifinality, that is, there exists no global optimum set of parameters, but many
potential parameter sets that produce equally good hydrological performance. Furthermore, validation merely on river flow
does not imply that internal fluxes (e.g., actual evapotranspiration) or states (e.g., soil moisture, groundwater) are equally
well simulated (Bouaziz et al., 2020).

The third source of uncertainty are the input data, which means for most (socio-)hydrological models time series of
observed (or estimated observed) meteorological data used as forcing and observed hydrological data for calibration and
validation of the models (Fig. 9.1, Section 9.2). Lumped hydrological models require river flow data, and in case of
distributed models additional river flow data from sub-catchments that may be simultaneously used to calibrate the model
(Engeland et al., 2001). Catchment models with a differential nature (Section 9.4.3) require time series of groundwater
hydraulic heads to calibrate and define aquifer boundary conditions and defining these may be challenging in some
cases. Moreover, these catchment models, like other models with a differential nature, need spatially distributed
groundwater hydraulic heads (i.e., from groundwater contour maps) to specify initial conditions.

The use of multi-model ensembles (representing different model structures, parameter sets and input data) has been
advocated as the best way to quantify uncertainty of process-based models (Box 11.2). This approach addresses the so-
called aleatory uncertainty, that is, the uncertainty related to random variability. Probabilistic methods are helpful to
consider uncertainty related to randomness. So, aleatory uncertainty can be handled, but how to deal with lack of
knowledge, that is, epistemic uncertainty (fourth source of uncertainty), is a real challenge. Even though hydrological
knowledge is far from perfect (e.g., Merz and Thieken, 2005), dealing with epistemic uncertainty is in particular
relevant for socio-hydrology, as social dynamics and their interplay with hydrological changes are basically unknown.
Knowledge in the behaviour of human-water systems is generally lacking, namely: (a) known unknowns (knowledge
one knows that it does not exist), and (b) unknown unknowns (knowledge one even does not know that is missed); and
knowledge can be erroneous (knowledge one thinks is known, but actually is unknown) (Di Baldassarre et al., 2016).
Decision-makers should be made aware of epistemic uncertainty in process-based models and to be prepared that so-
called ‘black swans’ (unpredicted events with an extremely high impact) may appear.

9.7 Summary

The main principle of process-based models is that they build upon (socio-)hydrological knowledge to
describe one or more processes. The role of process-based models (socio-)hydrological models in the
whole modelling framework is elaborated, starting with different types of forcing datasets and ending
with the identification of (socio-)hydrological drought. Generic aspects of model calibration and
validation are given, such as goodness-of-fit criteria, different ways to estimate model parameters and
to implement split-sampling.
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(Spatially) lumped, semi-distributed and (spatially) distributed (socio-)hydrological models are
distinguished based on how they represent the model space (spatial scale). Lumped models represent
the model domain (e.g., catchment) as one column and have areal-averaged input and output. Semi-
distributed models consist of several columns (spatial units) that permit the user to consider, for
example, different land use, elevation, and soil characteristics, in the hydrological analysis. The col-
umns in semi-distributed models, however, do not have a specific location in space in the model setup.
In (fully) distributed models, the columns do have a specific location, which allows, for example,
routing the simulated runoff from one column to the next, eventually accumulated at the outlet of the
catchment, which can make them more suited for spatial drought analysis, irrespectly of catchment
scale. Most distributed models do not simulate saturated lateral groundwater flow (integral models,
nGWHl). Distributed models that allow the simulation of lateral groundwater are of a differential nature
(GWHl), which allows to investigate specific groundwater-drought related issues (e.g., impact of
groundwater abstraction on a nearby nature reserve). HBV, PCR-GLOBWB and SIMGRO have been
selected as example hydrological models to explain lumped catchment models, large-scale distributed
models and catchment distributed models, respectively. The models are applied to show the influence of
human interventions on time series of river flow and groundwater levels.

Process-based socio-hydrological models can similar to hydrological models be lumped or
distributed. Three socio-hydrological modelling approaches are described (coupled-component,
system-dynamics and agent-based modelling). The approaches are developed to describe long-term
interactions between hydrology and human actions, and hydrological processes are usually
described in less detail. Agent-based modelling can be classified as a bottom-up approach, that is,
starting point is behaviour of individuals, whereas coupled-component and system-dynamics
modelling can be characterised as top-down approaches that investigates the system with a more
generic description of human behaviour. Three types of socio-hydrological approaches are introduced
along with examples, that is, coupled-component models, system-dynamics models and agent-based
models. The examples include drought management and groundwater abstraction, the collapse of
the Maya society, reservoir operation policy and adaptation behaviour of east African farmers.

The chapter concludes with guidance on how to select an adequate process-based model to study low
flow or hydrological drought, particularly addressing model complexity and sources of uncertainties.

9.8 Further reading
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