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Abstract

The high performance of machine learning
(ML) techniques when handling different data
analytics tasks resulted in developing a large
number of models. Although these models can
provide multiple options for performing the
task at hand, selecting the right model becomes
more challenging. As the ML models perform
differently based on the nature of the data and
the application, designing a good evaluation
process would help in selecting the appropriate
ML model. Considering the nature of the ML
model and the user’s interest, different evalua-
tion experiments can be designed to get better
insights about the performance of the model.
In this chapter, we discuss different evaluation
techniques that suit both supervised and unsu-
pervisedmodels including cross-validation and
bootstrap. Moreover, we present a set of per-
formance measures that can be used as an indi-
cation on how the model would perform in real
applications. For each of the performancemea-
sures, we discuss the optimal values that can
be achieved by a given model and what should
be considered as acceptable. We also show the
relationship between the different measures,
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which can givemore insightswhen interpreting
the results of a given ML model.
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Before discussing how to evaluate the Machine
Learning (ML) models, we give a brief summary
about the different models and how they work.
Depending on the nature of the data and the task
at hand, different machine learning models can
be selected. These models are usually parame-
terized to automatically adjust their performance
according to the data and the performance criteria
through a set of tunable parameters. The values
of the different parameters are learned and auto-
matically adjusted during a training (fitting) stage
of the model development. Learning the models’
parameters can be achieved using one of three
main approaches.

• Supervised learning: When the training set
consists of labeled examples (exemplars), the
algorithms use the labeled examples to learn
how to generalize to the set of all possible
inputs. Examples of techniques that belong to
supervised learning category include logistic
regression [3], support vector machines [6],
neural networks [11] decision trees [22], ran-
dom forest [6], etc.
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• Unsupervised learning: Refers to the set of
algorithms that learn from a set of unlabeled
examples. These algorithms learn the patterns
that exist in the data according to a specific
criterion that could be statistical, geometric or
similarity criterion. Examples of unsupervised
learning include k-means clustering [5] and
kernel density estimation [17].

• Reinforcement learning: In this set of algo-
rithms, learning is achieved by iterative explor-
ing the solution space and receiving a feedback
on the quality of the solution.The exploration is
repeated until a satisfactory performance mea-
sure value is reached.

Thedecisiononusing supervised/unsupervised
learning technique will depend mainly on the
availability of the labeled examples in the training
set. In this chapter, we focus on the evaluation of
the different machine learning techniques.

1 Background

Evaluation is a key and challenging task when
selecting a Machine Learning (ML) model for a
specific problem. There are lots ofmodels that can
be used, butwhich onewill perform better than the
others. This requires a systematic way for evalu-
ating the different models. In this chapter, we will
discuss the different measures for evaluating the
MLmodels. We will restrict our discussion on the
predictivemodels that include the regressionmod-
els, the classifiers and the clustering algorithms.

Selecting the performance measure to evaluate
a MLmodel should consider the problem at hand.
Evaluating a supervised model should be based
on comparing the value of the target variable that
has been predicted by the model with the actual
value. However, evaluating the unsupervised
learning techniques is more challenging and is
based on computing a set of statistical measures
such as Silhouette score [13] in measuring the
quality of a clustering algorithm. Moreover,
in case of supervised learning, the evaluation
measures that are used to evaluate the regression
models are different from those that are used to
evaluate the classifiers. Deciding whether to use
a regression model or a classifier depends on the

target variable that should be predicted. If the
variable contains continuous values, a regression
model should be used. Otherwise (when the
variable contains a few distinct values that
represent class labels of the data records), a clas-
sifier is trained for this purpose. Evaluating the
regression models is carried out by measuring the
difference between the actual and the predicted
values. This difference is used as an indicator
of the performance of the regression model. For
classifiers, matching the predicted class label
with the actual label of the record is used as an
indicator of the performance of the classifier.

Example 1 Considering the diabetes dataset,1 a
classifier should be trained and used to predict
if a person is diabetic or not based on the exist-
ing information. However, predicting the person’s
weight based on the waist circumference, which
could be useful for validating the recorded data,
requires building a regression model.

However, the main idea of building supervised
ML models is to train the models on a training
set that contains the data records and their corre-
sponding target variable (the variable that should
be predicted for new unseen records).When using
the ML model to predict the value of the target
variable for an unseen record, we should have
a certain level of confidence on the correctness
of the predicted value. Using the proper evalu-
ation method helps in building such confidence.
Moreover, when comparing the performance of
different MLmodels, it is important to ensure that
the apparent differences in the performance is not
caused by chance.

To build a supervised ML model, a labeled set
that contains records with values for the indepen-
dent variables and their corresponding responses
(values of the target variable) is required. A typ-
ical question that could be asked is: why we do
not select the model that best fits the labeled data?
To answer this question, we extract a set of ten
values from the feature waist circumference and
their corresponding values from the weight fea-
ture for training regression models. After that, we
train three different regression models to fit the

1https://github.com/semerj/NHANES-diabetes.

https://github.com/semerj/NHANES-diabetes
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(a) (b) (c)

Fig. 1 Training three regression models a linear regression model, b polynomial regression model with degree 3 and c
polynomial regression model with degree 7. In each subfigure, the mean absolute error between the actual values and
the predicted ones is calculated and displayed in the red box inside the subfigure. Polynomial regression with degree 7
shows the smallest error

Fig.2 Testing the three regression models on unseen data samples. In each subfigure, the mean absolute error between
the actual values and the predicted ones is calculated and displayed in the red box in the subfigure. Polynomial regression
with degree 3 shows the smallest error. The red vertical lines represent the difference between the actual test value (red
circle) and the predicted values (red star on the regression curve)

training data as shown in Fig. 1. The Mean Abso-
lute Error (MAE) [16] between the actual readings
and the predicted ones is used as an indicator of
the accuracy of the different models (MAE will
be discussed later in the chapter). Comparing the
MAE values in Fig. 1 (on the training data) with
Fig. 2 (on the test data), it can be concluded that
the model, which fits the training data the best is
not necessarily the best model to be used for pre-
dicting new unseen values. This problem is awell-
known problem and is called model over-fitting.

Basedon the earlier discussion, the labeled data
should be split into two parts (sometimes three

parts) when building a supervisedMLmodel. The
first part is used for training the model and the
second part is used to evaluate the model on data
samples that have not been used during the train-
ing step. In some cases, a third subset of the data
is used for parameter tuning of the model and is
called the validation set. Evaluating the different
MLmodels on values that have not been used dur-
ing the training step is very important for com-
paring the different models and deciding which
model to use. There are a lot of techniques that
can be used to split the data into training and
testing.



178 A. Qahtan

Fig. 3 Selecting random
samples for training and
testing from the labeled
data

2 Train-Test Split

In this section, we discuss the different techniques
that can be used to split the labeled data into train-
ing and testing in order to accurately estimate the
performance of the ML models. The main idea is
to split the labeled data into x% for training and
(100 − x)% for testing (usually x is taken from
the set {70, 75, 80}). The training subset is used
to train (build) theMLmodel and the test subset is
used to evaluate the performance of the model. In
order to have a good estimation of themodel’s per-
formance, this process is repeated multiple times
and the average of the performance measure esti-
mates is used as an indicator of the model’s per-
formance.

2.1 Random Split

For random sampling with x% for training and
(100 − x)% for testing, a data example (record)
from the labeled data is selected to be in the train-
ing set with probability p = x/100. Practically,
this can be achieved by generating a random per-
mutation for the index (sequence numbers of the
records) and selecting the records with the first
x% index values in the permutation. The rest of
the records are assigned to the test set.

Alternatively, a random number generator can
be used to generate random numbers between 0
and 100. For each record, the number r that is gen-
erated by the random number generator is com-
pared to x and the record is selected to be in the

training set if r < x ; otherwise, the record is added
to the test set. Figure 3, shows examples of split-
ting the labeled dataset into train and test substes
randomly.

2.2 Split with Stratification

In a set of classification problems with imbal-
anced classes, splitting the labeled dataset into
training and testing randomly may result with a
training/testing dataset that contains records from
only one class. For example, consider a data set
of X-ray images, where the records are labeled as
0 if the person does not have cancer and 1 if the
person has cancer. In such data set, the number of
records that are labeled 1 is significantly smaller
than those with label 0. If the training set contains
only records with label 0, the trained model will
not be able to recognize the records with label 1.
Moreover, if test set contains records with label 0
only, the values of performance measures will be
misleading.

To overcome such problem, train-test split with
stratification [2] is introduced. This technique rec-
ognizes the different categories in the labeled data
and generates the required ratio from each cate-
gory. For example, to split the labeled data with
x% for training, the labeled data is divided into a
number of subsets equal to the number of classes
and the records that belong to the same class fall in
the same subset. After that, for each subset, an x%
of the records in that subset are selected for train-
ing and the rest are held out to be used for testing.
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Fig. 4 Leave-one-out
cross-validation for
splitting the labeled dataset
into training and testing

Fig. 5 Three fold
cross-validation for
splitting the labeled dataset
into training and testing

2.3 Cross-validation

Cross validation [14] is one of the most popu-
lar techniques for train-test split. Such technique
is based on performing the evaluation step multi-
ple times where each single record in the labeled
data is assigned at least once to the test set. In
cross-validation, the user decides on a fixed num-
ber of folds or partitions of the data. The labeled
data is then partitioned into that number of par-
titions. For example, if the user chose five folds,
the labeled data is partitioned into five (approxi-
mately equal) partitions and each partition is used
once for testing and the rest of the partitions are
used for training. Figure 5, shows an example for

a threefold cross-validation. A stratified 10-fold
cross-validation is becoming a standard way of
train-test split of the labeled data for the purpose
of evaluating the ML models.

Another variation of the cross-validation is
called leave-one-out cross-validation [15]. This
technique is simply n-fold cross-validation when
the labeled data set has n records. In this tech-
nique, each record is left out exactly once and the
MLmodel is trained on the rest of the records. The
record that is left out is used to test the model and
the process is repeated n times to use each record
for testing the model exactly once. This technique
is preferred by the researchers, in many cases, as
it maximizes the number of records that are used
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for training themodel and the error estimation pro-
cess is deterministic. Figure 4 shows an example
of the leave-one-out cross-validation technique.

2.4 Bootstrap

Given a labeled data setwithn records (examples),
the idea of bootstrap [18] is to sample another
data set with n records from the labeled data
with replacement. That means, a record from the
labeled data can be selected more than once. The
new sampled data set is then used for training the
ML model. Since sampling the new training set
is done with replacement, a set of records will be
repeated in the training set. Consequently, there
will be a set of records in the original labeled data
that have not been selected. These records are used
for testing the model.

It can be shown that the probability of a record
in the labeled data to be picked more than once is
0.368. That means, only 0.632 of the original data
is used for training the model which is quite low
compared to the 10-fold cross-validation where
90% of the labeled data is used for training the
model. To compensate for this, aweighted average
of the error on the training and the testing sets is
used as an indicator of the model’s performance.
The final error is computed as

e = 0.632 × ete + 0.368 × etr ,

where ete is the error on the test set and etr is the
error on the training set.

3 EvaluationMeasures

As mentioned earlier, the evaluation measure that
can be used to determine the performance of a
givenMLmodel depends on the nature of the data
(labeled/unlabeled), the used ML model and the
application.When the data is labeled, a supervised
ML model can be used and the selection of the
evaluation measure will depend on the nature of
the predicted variable if it is continuous or cat-
egorical. Moreover, in many classification tasks,
we might be interested in predicting the labels of

a set of records that belong to a specific class
more than the labels of the records that belong
to the other classes. For example, predicting if a
person is going to develop cancer accurately is
more important than predicting if the person is
not going to develop cancer. In such case, the
performance measure should give more weight
for correctly predicting the labels of the records
from the desirable class. In the upcoming subsec-
tions, we will present and discuss different mea-
sures that can be used to evaluate the different ML
models.

3.1 Evaluating the Supervised
Models

In supervised learning, the ML model is trained
to predict the value of the target variable using
labeled data. We assume that the labels for the
evaluation (test) set are also available so we can
draw conclusions about the model’s performance
before using it in production applications for pre-
dicting the values of unseen examples (objects).
As mentioned earlier, the labeled data is split
into training and testing (sometime validation)
sets. Comparing the predicted value with the
actual value of the target variable is the logical
step when evaluating the supervised ML models.
Consequently, the selection of the performance
measures that can be used to evaluate the super-
vised ML model depend on the nature of the
target variable.

Evaluating the Regression Models Regression
models are used to predict the values of con-
tinuous target variables. For example, predicting
the blood pressure based on the lab results of a
patient requires using a regression model. Let us
consider that y = {y1, y2, . . . , yn} represent the
set of actual values of the target variable in the
test set and ŷ = {ŷ1, ŷ2, . . . , ŷn} represent the set
of predicted values. We compute the difference
between the actual values and their correspond-
ing predicted values ei = |yi − ŷi |, 1 ≤ i ≤ n.
We define a set of performance measures based
on the values of ei . The most common measures
are the mean absolute error (MAE), sum/mean of
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squared error (SSE/MSE), the l∞ and the coeffi-
cient of determination R2.

The mean absolute error is defined as
MAE = 1

n

∑n
i=1 |yi − ŷi |. It represents the

arithmetic average of the absolute error between
the actual and the predicted values. This measure
is usually used for computing the forecast error
in time series analysis. However, it is used in a lot
of applications as an indicator of the regression
models’ performance. The optimal value for
MAE is 0; However, when comparing different
regression models, the regression with smallest
value for the MAE is considered better than the
other models.

The sum/mean squared error are com-
puted as SSE = ∑n

i=1

(
yi − ŷi

)2 and

MSE = 1
n

∑n
i=1

(
yi − ŷi

)2. It is clear that
SSE/MSE are the arithmetic summation/average
of the squared difference (absolute error) between
the actual and the predicted values. Similar to
MAE, a value close to 0 means that the model
is accurate. However, this measure reduces the
contribution of the error values that are close to 0
and gives more weight to the error values that are
greater than 1.

In order to make sure that the regression model
provides accurate predictions for all examples in
the test set, a measure called l∞ is proposed.
The l∞ = max

1≤i≤n
|yi − ŷi | error is computed as the

maximum value of the absolute error ei , 1 ≤ i ≤
n. This measure is used to highlight the worst per-
formance of the model.

The coefficient of determination is denoted
by R2 [10] and represents the proportion of the
variance in the target variable that is predictable
from the independent (determinant or exploratory)
variables. It is a measure of how the regression
equation accounts for the variation in the depen-
dent variable. It is well-known that the closer the
regression curve to the points, the better the mod-
els fits the data. The main idea behind R2 is to
determine if a regression model can utilize the
knowledge from the independent variables to pre-
dict the dependent (target) variable accurately. To
compute the R2 value, we start by considering the
average value of the target variable as our baseline
predictor. After that, we compute the deviation of
the predicted values of the regression model from

the mean value and from the actual values, i.e, we
compute three quantities

T SS =
n∑

i=1
(yi − ȳ)2

RSS =
n∑

i=1

(
ŷi − ȳ

)2

ESS =
n∑

i=1

(
yi − ŷi

)2

(1)

where ȳ is the mean of the target variable y in the
test set, TSS refers to the sum of squared deviation
and RSS refers to the sum of squared deviation
between the predicted values using the regression
model and the mean of the target variable. More-
over, ESS is the sum of squared deviation between
the actual and the values that predicted using the
regression model. From Eq. (1), we can see that
T SS = RSS + ESS. The coefficient of determi-
nation R2 is then computed as

R2 = RSS

T SS
= T SS − ESS

T SS
= 1 − ESS

T SS
. (2)

The optimal score for R2 is 1.0, which can be
achieved when the value of the term ESS → 0.
Smaller values for R2 means that the model is not
accurate.

In Table 1, we summarize the measures that
can be used to evaluate the regression models. It
is clear that the main term in each measure is the
difference between the actual and the predicted
value. Usually, we need to compare two different
learning models to see which one performs better
on a specific problem. To have a better indication
on the performance of the different models, we
need to apply the techniques that we mentioned
earlier such as cross validation and repeat the
tests multiple times to choose the model that

Table 1 Summary of regression evaluation measures

Measure Formula

MAE 1
n

∑n
i=1 |yi − ŷi |

MSE 1
n

∑n
i=1

(
yi − ŷi

)2

SSE
∑n

i=1

(
yi − ŷi

)2

l∞ max1≤i≤n |yi − ŷi |
R2 1 −

∑n
i=1 (yi−ŷi )

2

∑n
i=1 (yi−ȳ)2
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gives the lower estimated error. However, we
need also to check if the difference in the error is
not happening by chance due to the randomness
in the process. We leave this issue as it is out of
the scope of this chapter.

Evaluating the Classifiers Classifiers predict a
categorical value for each data example that rep-
resents the class label for that example. Based on
this property, evaluating the classification models
can be done by matching the predicted class label
with the actual one and counting the number of
examples that have the same value for the pre-
dicted and the actual labels. The large number of
correct predictions indicates high performance of
the classification model.

In the case of two class problem, we can con-
sider the labels for the classes to be positive and
negative or 0 and 1. The possible outcomes for
matching a predicted class label with the actual
one can be one of the the following:

• True positive (TP): the actual and the predicted
labels are positive.

• False positive (FP): the actual label is negative
while the predicted label is positive.

• False negative (FN): the actual label is positive
while the predicted label is negative.

• True negative (TN): both (actual and predicted)
labels are negative.

These different outcomes are usually sum-
marized in matrix form, which is called the
confusion matrix [21] (see Table 2). In Table 2,
we see the confusion matrix for two classes with
entries labeled as TP, FP, FN, and TN. From the
confusion matrix, a set of performance measures
can be defined. The basic performance measure
for a classifier is its accuracy, which can be
defined as follows

Table 2 The confusion matrix

Prediction

Positive Negative

Actual Positive T P FN

Negative FP T N

Accuracy (acc) = number of correct prediction

size of the test set
(3)

In terms of the confusion matrix entries, the accu-
racy can be written as

Accuracy (acc) = T P + T N

T P + FP + FN + T N

= T P + T N

n
, (4)

where n is the number of examples in the test
set. As we can see, all misclassification errors are
given the same weight. However, optimizing the
classifiers to have better accuracy values is usually
misleading. This is a well-known problem when
the class distribution of the samples (examples) is
imbalanced [1]. By imbalanced data, we refer to
the situation when the representative samples of
the classes are unevenly distributed [19]. Let us
consider the example in [4], where a set of images
are labeled as either cancerous or noncancerous.
The annotation resulted in labeling 10,923 images
as noncancerous (majority class) and 260 as can-
cerous (minority class). When optimizing the ML
model for accuracy, the model will tend to clas-
sify more examples to be noncancerous. If theML
model classifies every sample to be from the non-
cancerous (majority) class, it will achieve 99.98
% accuracy. However, in many applications, it is
more costly to misclassify the examples from the
minority class. For this reason, a set of measures
have been proposed to tackle the imbalanced data
problem and give better indications about the clas-
sifiers’ performance.

In the information retrieval community, the
precision (P) and recall (R) [20] are used to eval-
uate the performance of the information retrieval
systems.When the user sends a query to retrieve a
set of documents that are related to a specific topic,
the precision represents the ratio of the correctly
retrieved documents that are related to the topic
in the set of the retrieved documents, whereas the
recall represents the ratio of correctly retrieved
documents in the set of he related documents in
thewhole dataset. In terms of the confusionmatrix
entries, we can consider:
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• TP = the number of relevant retrieved docu-
ments

• FP = the number of irrelevant retrieved docu-
ments

• FN = the number of relevant unretrieved doc-
uments

• TN = the number of irrelevant unretrieved doc-
uments

Using this analogy, the precision and recall can be
defined as:

Precision (P) = T P

T P + FP

Recall (R) = T P

T P + FN

Since, the precision and the recall can be
expressed in terms of the entries in the confusion
matrix, they have been used for measuring the
performance of the classifiers. Moreover, a
measure that combines the values of precision
and recall is called the F-Measure or F-Score
[7] is also used for measuring the classifiers’
performance. In its generic form, the F-Score is
defined as:

Fβ = (1 + β2)
P × R

(β2 × P) + R
,

where P, R are the precision and recall and β is
a parameter that controls the importance of the
recall compared to the precision when computing
the F-Score. When β > 1, the recall has more
weight than the precision and vice versa. The
balance between precision and recall is achieved
when β = 1. In this case, F-Score represents
the harmonic mean between P and R and is
written as:

F1 = 2
P × R

P + R
.

Usually, the discussion of the precision, recall
and F-Score focuses on measuring the perfor-
mance of the ML models with respect to the pos-
itive class (+ve). However, they can be used to
measure the performance with respect to the neg-
ative class (−ve). We can write:

P(+ve) = T P

T P + FP
and P(−ve)

= T N

T N + FN
.

Similarly:

R(+ve) = T P

T P + FN
and

R(−ve) = T N

T N + FP
.

In general, if we have k classes, we can compute
k different values for each of the precision, recall
and F-Score as they are associated with the class
labels.

In the data mining community, the R(+ve) is
also known as the sensitivity of the ML model
while the R(−ve) is known as the specificity. The
sensitivity and the specificity are used to define
another performance measure that is more suit-
able for evaluating the MLmodels on biased data,
which is called the balanced accuracy and is
defined as follows:

Balanced Accuracy (BA)

= sensitivity + specificity

2

= R(+ve) + R(−ve)

2

The balanced accuracy provides a better measure
for the performance of the ML models when the
dataset is biased (there is a significant difference
between the number of representative examples
from each class in the dataset).

Example 2 Consider the case of training an ML
model for classifying an input record to be can-
cerous or not using the dataset in [4]. We have
10,923 examples from noncancerous (U) and 260
examples from the cancerous class (C). If we split
the dataset using the 70-30 rule (70% for training
and 30% for testing) with stratification then we
will have the number of records in each subset as
in Table 3. We train an ML model (M) using the
training set and test it on the test set. We present
the output of the ML model in Table 4.
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Table 3 Train-test split of the cancer dataset with stratifi-
cation

Cancerous (C) Noncancerous (U)

Training 182 7646

Testing 78 3277

Table 4 The confusion matrix that represents the results
of testing M using the test set of the cancer dataset

Prediction

C U

Actual C 47 31

U 327 2950

Table 5 Performance measures of the ML model on the
cancer dataset

Acc. P(C) P(U ) R(C) R(U ) F1(C) F1(U ) BA

89.33 12.57 98.96 60.26 90.02 20.80 94.28 75.14

The reported values are out of 100,where 100 is the optimal
value

The values for the different performance mea-
sures that are used to evaluate the ML model (M)
are presented in Table 5. As we can see in the
results, considering the values of themeasures that
are computed for the class (C) are lower than those
for the class (U). Moreover, small changes in the
classification outcomes would lead to significant
changes in the values of the performance mea-
sures when considering the class (C) as it has a
few examples. The accuracy is an exception.To
show that, assume that your ML model is able to
classify all the examples from the class (C) cor-
rectly. In this case, the value of the accuracy will
be acc. = 90.25%whereas the balanced accuracy
will be BA = 95%. As we can see, the balanced
accuracy increased by 20% while the accuracy
increased by less than 1%. Hence, the balanced
accuracy can be considered as a better classifica-
tion performance measure when the data is biased
as it gives more weight for correctly classifying
an example from the minority class.

It is worth noting that these measures are easily
extendable for the cases when we have more than
two classes. To show that, let us consider a dataset
that contains k classes C = {C1,C2, . . . ,Ck}. In
this case, the confusion matrix can be constructed

Table 6 The confusion matrix for the case of k classes

Prediction

C1 C2 . . . C4

Actual C1 C11 C12 . . . C1k

C2 C21 C22 . . . C2k

. . . . . . . . . . . . . . .

Ck Ck1 Ck2 . . . Ckk

as in Table 6 and the accuracy can be computed as
the summation of the values in the main diagonal
over the summation of all entries in the confusion
matrix. That is

acc. =
∑k

i=1 Cii
∑k

i=1
∑k

j=1 Ci j

Moreover, the precision and recall can be
expressed as

P(Ci ) = Ci
∑k

j=1 Ci j
and R(Ci ) = Ci

∑k
j=1 C ji

,

where P(Ci ) is the precision and R(Ci ) is the
recall with respect to (w.r.t) class Ci . The other
measures can be expressed in a similar way.

3.2 Evaluating the Unsupervised
Models

In unsupervised learning, the training data is not
labeled. In this case, there is no error or reward that
can help in optimizing theMLmodel. Instead, the
ML techniques learn the patterns that exist in the
data in order to categorize the examples (objects)
according to a specific geometric or statistical cri-
teria. TheMLmodels are trained to summarize the
key features or structures of the data by optimizing
for the specified criteria. For example, clustering is
an unsupervised technique that tends to increase
the intra-cluster similarity and reduce the inter-
cluster similarity. The different clustering tech-
niques (algorithms) try to satisfy this criteria using
different optimization functions. In this sectionwe
will focus on evaluating the clustering techniques
since they are the most widely used unsupervised
learning techniques.
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As the clustering techniques tend to group
similar items (objects) together, a similarity
measure should be introduced that can determine
how two objects are similar to each other. For
numerical attributes, the Minkowski distance is
a well-known similarity measure between the
objects. The Minkowski distance is defined as

d(x, y) =
(

d∑

i=1

|xi − yi |p
)1/p

,

where d(x, y) is the distance between two objects
x, y ∈ R

d , d is the data dimensionality and R is
the set of real numbers. For categorical data, a
match/mismatch or string dissimilarity functions
can be used as dissimilarity (distance) measures.
These dissimilarity measures are also used to
define similarity measures to determine the mem-
bership level of an object to a given cluster. We
use the similarity measures to compute Silhou-
ette coefficient [13], which is used to measure the
quality of a given clustering technique.

When evaluating the different clustering
techniques, it is important to define a measure
that can check if two clustering techniques
(algorithms) produce similar groups (clusters)
of the objects in the data. For this purpose, a
measure called Rand Index is proposed in [12]. To
explain how rand index can be used to compare
two clustering algorithms, assume that we have
a set X = {x1, x2, . . . , xn} of objects (examples)
that needs to be clustered (grouped). We use two
different clustering algorithms A1,A2 to cluster
the data into A1(X) = {A11, A12, . . . , A1r } and
A2(X) = {A21, A22, . . . , A2s}. There are four
different types of relations that can be found
between any pair of elements in the set X × X
(Cartesian product of X with itself)

�1 = {(xi, xj) : (∃p, ∃q), xi, xj ∈ A1p ∧ xi, xj ∈ A2q }
�2 = {(xi, xj) : (∃p,∀q), xi, xj ∈ A1p ∧ xi, xj /∈ A2q }
�3 = {(xi, xj) : (∀p, ∃q), xi, xj /∈ A1p ∧ xi, xj ∈ A2q }
�4 = {(xi, xj) : (∀p,∀q), xi, xj /∈ A1p ∧ xi, xj /∈ A2q },

where p ∈ {1, 2, . . . , r} and q ∈ {1, 2, . . . , s}.
Let γl = |�l |, 1 ≤ l ≤ 4, then the values for
γl , 1 ≤ l ≤ 4 can be interpreted as follows:

i) γ1 represents the cardinality of the set that
contains the pairs of objects which fall in the
same cluster using both algorithmsA1,A2; ii) γ2
is the number of pairs of objects in X that are in
the same cluster according to algorithm A1, but
in different clusters according to algorithm A2;
iii) γ3 is the number of pairs of elements in X that
are in different clusters according to algorithm
A1, but in the same cluster according to algorithm
A2; and iv) γ4 is the number of pairs of objects in
X that fall in different clusters according to both
algorithmsA1 andA2. Based on these quantities,
the rand index is computed as

RI = γ1 + γ4

γ1 + γ2 + γ3 + γ4
.

The RI takes values in the interval [0, 1], where
1 represents the optimal value and means that
both algorithms divided the original dataset X
into the same set of clusters. When RI = 0, then
the two algorithms are completely different. How-
ever, when assigning the objects inX into clusters
randomly, the value of RI will not be 0, which
requires correction-for-chance that has been pro-
posed in [8] to define the adjusted random index
(ARI). The ARI can be written as [9]

ARI =
(n
2
)
(γ1 + γ3) − [

(γ1 + γ4)(γ1 + γ2) + (γ2 + γ3)(γ3 + γ4)
]

(n
2
)2 [

(γ1 + γ4)(γ2 + γ3) + (γ2 + γ3)(γ3 + γ4)
] ,

where n = |X| and (n
2

)
is the total number of pairs.

We consider that the pairs (xi, xj) and (xj, xi) are
equal so they are counted only once.

When the dataset X is labeled, we can select
algorithm A1 as the dummy clustering algorithm
that assigns each object inX to its class and creates
a number of clusters that is equivalent to the num-
ber of the classes in the dataset. In this case, the
value of RI that is used to compare a given cluster-
ing algorithmA2 with the dummy algorithmA1 is
exactly the accuracy that we discussed when eval-
uating the classification techniques earlier. Based
on this observation, the other performance mea-
sures that we defined to evaluate the classification
techniques, can be used to evaluate the clustering
algorithms when the labels of the object are avail-
able. However, the performance measures have
been given different names when they are used to
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evaluate the clustering algorithms. For example,
the precision is called purity or homogeneity, the
recall is called the completeness and the F-Score
is called the V-measure.

When the labels of the objects in the dataset
are available, we count the number of objects that
belong to each class in a given cluster and asso-
ciate that cluster with the class which includes the
majority of the objects. A cluster is said to sat-
isfy the purity (homogeneity) criterion if all the
values in that cluster belong to the same class.
Moreover, a cluster is said to satisfy the complete-
ness criterion if all examples that belong to the
class associated with that cluster are included in
the cluster. To compute the purity and complete-
ness of clusterCi , we assume thatCi is associated
with class C j .2 In this case, the purity of Ci is

defined as puri ty(Ci ) = |{x:x∈Ci∧x∈C j }|
|Ci | and the

completeness is defined as completeness(Ci ) =
|{x:x∈Ci∧x∈C j }|

|C j | . The V-measure is defined similar
to the F1-Score as follows

V-measure = 2 × puri ty × completeness

puri t y + completeness
.

The purity, completeness and V-measure take
values in the interval [0, 1] where 1 represents
the optimal outcome of the clustering algorithm.
Obviously, these measures will not take the value
of 0 in case of random clustering. Instead, their
values will increase as the number of clusters
increases, which could give misleading indication
about the goodness of the clustering algorithm.
However, this problem can be overcome when the
number of the objects in the datasetX is large and
the number of clusters is small.

Another measure that can be used to evaluate
the goodness of the clustering algorithm is the Sil-
houette coefficient [13]. This measure determines
how similar an example is to the examples in its
own cluster compared to the examples in the other
clusters without using the labels in the dataset.
To compute the Silhouette coefficient for a given
object (example xi) in the dataset, we compute two
quantities a(xi) and b(xi) as follows:

2We use the symbol C to represent a cluster while the reg-
ular C is used to represent a class.

a(xi) = 1

|Ck | − 1

∑

xj∈Ck∧xj 	=xi

d(xi, xj),

where Ck is the cluster that contains the object xi
and d(xi, xj) is a dissimilarity (distance) measure.
The quantity a(xi) represents the average distance
betweenxi and all other objects in the samecluster.
We define αim(xi,Cm) to be the average dissim-
ilarity between the object xi and all other objects
in the cluster Cm . That is

αim(xi,Cm) = 1

|Cm |
∑

xj∈Cm

d(xi, xj).

Assuming that we have λ clusters, we select b(xi)
to be the minimum value of αi t (xi,Ct ), 1 ≤ t ≤
λ ∧ t 	= k. Using the quantities a(xi) and b(xi),
we define the Silhouette coefficient for xi as:

Sil(xi) = b(xi) − a(xi)
max(b(xi), a(xi))

.

TheSilhouette coefficient takes values in the inter-
val [−1, 1], where a value of 0 means that the
object is in the border between two clusters, a neg-
ative value means that the object is more similar
to objects in the nearest cluster than the objects
in its own cluster. The average Silhouette coeffi-
cient over all objects in a given cluster determines
the goodness of the cluster where a value close
to 1 would mean a compact cluster. The average
Silhouette coefficient over all clusters defines the
quality of the clustering algorithm.

4 Conclusion

In this chapter,we provided a brief summary about
the different machine learning approaches includ-
ing the supervised, unsupervised and reinforce-
ment learning. We introduced different perfor-
mance measures that can be used to evaluate the
ML models. Our main focus was on the regres-
sion, classification and clustering as these are the
most widely usedML techniques.We showed that
the values of some measures can be misleading
when the dataset has specific characteristics. For
example, the accuracy is not a good measure for
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the classification performance when the dataset
is biased (the majority of the examples in the
dataset belong to one class). Consequently, select-
ing the performance measure should consider the
ML technique, the characteristics of the dataset
and the task at hand. A good performance mea-
sure would lead to better optimization of the ML
model to produce high quality results especially
in fields where ML models have high impact peo-
ple’s lives such as in the health domain.
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