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6. Conceptual Disruption and the 
Ethics of Technology

Lead author: Jeroen Hopster1  
Contributing authors: Philip Brey, Michael Klenk, 
Guido Löhr, Samuela Marchiori, Björn Lundgren, 

Kevin Scharp 

This chapter provides a theoretical lens on conceptual disruption. It 
offers a typology of conceptual disruption, discusses its relation to 
conceptual engineering, and sketches a programmatic view of the 
implications of conceptual disruption for the ethics of technology. 
We begin by distinguishing between three different types of 
conceptual disruptions: conceptual gaps, conceptual overlaps, 
and conceptual misalignments. Subsequently, we distinguish 
between different mechanisms of conceptual disruption and 
two modes of conceptual change. We point out that disruptions 
may be induced by technology but can also be triggered by 
intercultural exchanges. Conceptual disruptions frequently yield 
conceptual uncertainty and may call for conceptual and ethical 
inquiry. We argue that a useful approach to addressing conceptual 
disruptions is to engage in conceptual engineering. We outline 
what conceptual engineering involves and argue that discussions 
on conceptual disruption and conceptual engineering can benefit 

1 All mentioned authors contributed in some way to this chapter and approved the 
final version. JH is the lead author of this chapter. He coordinated the contributions 
to this chapter, outlined its structure, and did the final editing. SM wrote a first 
version of Section 6.1. GL wrote a first version of Section 6.2 and Section 6.3. KS 
wrote a first version of Section 6.4. PB wrote a first version of Section 6.5. MK and 
BL commented on the chapter and modified it.
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from closer integration. In closing, we discuss the relevance of 
studying conceptual disruption for the field of technology ethics, 
and point to the promise of this line of research to innovate 
practical philosophy at large.

Fig. 6.1 Conceptual engineering. Credit: Menah Wellen

6.1 Introduction

The aim of this final chapter is to provide a theoretical lens on a core 
theme of the preceding chapters: conceptual disruption and the need 
for conceptual change. What kinds of conceptual disruptions can be 
distinguished? How can philosophers and ethicists address them? And 
what is the relevance of studying conceptual disruption for ethical 
theory and for practical philosophy at large? We start by recounting 
some of the conceptual disruptions that have been discussed in the 
previous chapters and offer further leads to theorize about them. 
Next, we point to some of the different causal triggers of conceptual 
disruption, which include not only technologies, but also intercultural 
dialogue. Thereafter, we introduce a recent philosophical approach that 
can help in addressing conceptual disruptions: conceptual engineering. 
We conclude by discussing the relevance of conceptual disruption 
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for technology ethics and by stating its promise as a future research 
program that can benefit practical philosophy at large. 

Before we get into the topic of this chapter, we should emphasize 
that conceptual disruption is not the only aspect of socially disruptive 
technologies worthy of ethicists’ attention. So are ‘social disruptions’ 
more generally. Many of the examples that have been discussed 
throughout the previous chapters concern ‘social disruptions’ (Hopster, 
2021a), i.e. social dynamics, often fostered by emerging technologies, 
whereby important aspects of human society are prevented from 
continuing as before, provoking normative disorientation, and giving 
rise to a variety of ethical and social challenges. Social disruptions 
may also involve the disruption of concepts, but social disruptions are 
not limited to conceptual disruptions. Social change occurs at many 
levels, and the conceptual level may not always be the most salient or 
interesting one.2 

Yet, one reason for focusing specifically on conceptual disruption in 
this chapter is that, up until recently, this has been a relatively neglected 
topic of inquiry in the ethics of technology, and more so than the topic 
of social disruption. It is an explicit ambition of the ESDiT program to 
put conceptual disruption on the map of academic scholarship, and this 
concluding chapter provides several leads to develop that ambition. But 
in stating this emphasis, we do not wish to downplay the importance 
of social disruption as a distinct and relevant topic of ethical inquiry. 
Spelling out the precise nature of social disruptions, as well as its ethical 
implications (e.g. Hopster, 2021b; O’Neill, 2022), remains a core focus 
within ESDiT. This chapter simply has a different focus.

6.2 Types of conceptual disruptions

In the introduction, we defined conceptual disruption as a challenge 
to the meaning of a concept that prompts a possible future revision of 
it. This challenge may pertain to individual concepts, and also to our 

2 Moreover, not all conceptual disruptions are entangled with social disruptions. 
There can be instances where concepts are challenged, but where this challenge 
does not emerge from societal disruptions (e.g. the introduction of the Archeae as 
an independent biological kingdom could be regarded as a significant conceptual 
disruption, but with no societal implications). Social and conceptual disruption are 
related, but distinct.
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conceptual scheme as a whole. We argued that conceptual disruptions 
can be interpreted in three ways, and that technology typically plays a 
prominent role in each of them (Hopster and Löhr, 2023). First, we may 
be faced with a ‘conceptual gap’. That is, we lack the concepts needed 
to describe a novel technological artifact, or to normatively evaluate 
the new impacts and affordances to which it gives rise. Second, we 
may be faced with a ‘conceptual overlap’. That is, more than one of our 
existing concepts may be appropriate to describe and evaluate a novel 
technology, but there is uncertainty as to which concept is most suitable. 
Third, there may be cases of ‘conceptual misalignment’. In such cases, 
existing concepts do seem applicable to conceptualize a new technology 
and its impacts and affordances. However, this apparent good fit actually 
masks an underlying value misalignment: the concept and its use do 
not express the values that a community of concept-users, upon ethical 
reflection, would like it to express.

When thinking about conceptual disruption in these terms, one 
should be sensitive to various problems that lurk in the background. 
First, for any given example, the most appropriate framing may itself 
be contested: what may be regarded as a conceptual gap by some 
(’the problem is that we lack an appropriate concept of X!’), may be 
understood as an overlap by others (’no, the real problem is that we 
have conflicting concepts of X!’). Second, talk of ‘conceptual disruption’ 
may suggest a somewhat reified and monistic understanding of 
concepts: it may leave the impression that the meaning and extension of 
concepts is always clearcut, and that there is one dominant concept or 
conception that gets disrupted. Such an understanding might assume 
more conceptual agreement than actually exists and ignore a great deal 
of disagreement and diversity. Furthermore, one might worry that cases 
of conceptual overdetermination can sometimes be unproblematic and 
may even be fruitful: conceptual overlaps create room for a plurality 
of plausible interpretation that can be tailored to specific contexts or 
domains. We think these are legitimate concerns. Endorsing a reified 
and monistic understanding of conceptual disruption constitutes a 
pitfall that a plausible account should expressly avoid.

Yet, when keeping these pitfalls in mind, conceptual disruption can be 
a fruitful concept for philosophical inquiry, and it is helpfully understood 
in terms of gaps, overlaps, and misalignments. Can we identify instances 
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of these three types of conceptual disruption in the examples discussed 
in the preceding chapters? Consider the examples of social robotics, 
outlined in Chapter 3. We observed that social robots are blurring the 
line between ‘alive’ and ‘lifelike’: we intuitively perceive social robots 
as being alive in some sense, although we are aware that they are not 
(Carpinella et al., 2017; Spatola and Chaminade, 2022). This could be 
interpreted in terms of a conceptual overlap: both sides of dichotomous 
concepts like ‘alive’ and ‘lifeless’, or ‘animate’ and ‘inanimate’, seem 
applicable to social robots. At the same time, progress in social robotics 
arguably gives rise to conceptual gaps. Consider the binary distinction 
between ‘moral agency’ and ‘moral patiency’. Arguably, there is reason 
to ascribe some positive moral status to intelligent machines. But neither 
paradigm examples of entities having moral agent-status (reflective 
humans), nor examples of entities having moral patient-status (sentient 
animals), provide a solid model for such ascriptions. Perhaps we need to 
articulate different notions of moral status such as the ‘relational status’ 
advocated by Gunkel (2018) and Coeckelbergh (2010), or distinguish 
between different gradations of moral status. Differently put: arguably 
the emergence of social robots points to a conceptual gap which calls for 
making changes to our existing conceptual framework, with regard to a 
cluster of important moral concepts (moral status; moral agency; moral 
patiency; associated notions of responsibility; etc).3 

The third type of conceptual disruption we identified are 
conceptual misalignments. Does social robotics also give rise to this 
type of conceptual disruption? Recall that social robots often take on 
a humanlike form, which may come with certain advantages, but also 
engenders certain risks. Authors who emphasize the downsides of 
humanoid robots have argued, for instance, that anthropomorphizing 
robots encourages unwanted disruptions to our moral system, which, 
in turn, ‘could seriously disrupt our ability to govern, as well as our 
economy’ (Bryson, 2018: 22). One way to interpret this worry is in terms 

3 This example could also be understood as a case of ‘moral disruption’ (Baker, 
2013; Nickel, 2020; Rueda et al., 2022), since the concepts at issue — moral agency 
and patiency — are quintessential concepts of moral theorizing. To the extent that 
conceptual disruptions call for rethinking these foundational moral concepts, or 
their precise extension, conceptual disruptions have direct implications for ethical 
theory and moral practice, and conceptual disruptions are entangled with moral 
disruptions.
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of conceptual misalignment. If we were to extend our concept of moral 
patiency to social robots, Bryson worries, then we are conceptualizing a 
novel technology using a concept that prima facie appears to have a good 
fit, but that upon reflection actually involves a misfit with other concepts 
and values. Our concept of ‘moral patient’ may be naturally extended 
to robots, but on further consideration, the moral implications of doing 
so are contentious. Assuming this view, then, we should conceptualize 
novel technologies in such a way that conceptual misalignments do not 
transpire.

We discussed another example of conceptual misalignment in 
chapter two, when considering the relation between the concepts 
of ‘demos’, ‘democracy’, and ‘public sphere’. By giving citizens and 
non-citizens equal substantive access to online political debates that 
shape the political agenda, social media has severed the conceptual 
relationship between the ‘demos’ and ‘public sphere’, giving rise to 
a conceptual misalignment. Note that such a misalignment may only 
become apparent upon ethical reflection. This is what sets conceptual 
misalignments apart from conceptual gaps and overlaps: in the case of 
misalignment, our conceptual scheme continues to function fluently, yet 
in a way that is ethically problematic, as the functioning does not reflect 
how concepts should be aligned. 

Conceptual gaps, overlaps and misalignments are useful terms for 
studying conceptual disruption. But not all the case studies discussed 
in this book straightforwardly adhere to this tripartite distinction. 
As noted, conceptual changes are not always disruptive, in the sense 
that they do not always overturn a well-articulated conceptual status 
quo. Conceptual changes can also (and often do) occur in contexts of 
uncertainty, where norms of conceptual application are contested, or 
vague. Robots challenge our understanding of the human, but what 
the concept of ‘a human’ and ‘human nature’ (Hannon and Lewens, 
2018) amounts to has itself been contested throughout intellectual 
history. These are ‘essentially contested concepts’ (Gallie, 1955), which 
are continuously being disputed when it comes to their interpretation. 
Novel technologies can give powerful impetus to rethinking and 
conceptualizing them anew, but in doing so they do not always disrupt 
a clearly established conceptual status quo. Consider the distinction 
between what is internal and external to the human body, which is 
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challenged and blurred by various technological artifacts, such as 
ventricular assists, or the artificial womb (Chapter 5). Arguably, the 
boundary between what is external and internal to the body (and the 
associated social and moral norms) was never clearly established. New 
disruptive technologies, however, prompt us to clarify this distinction, 
such that new norms can be established (e.g. is shutting off an artificial 
womb by a third party a violation of bodily integrity?). Here, conceptual 
disruption involves a call for clarification and conceptual articulation, 
where conceptual frameworks were previously vague or indeterminate.

We noted that conceptual specification should not always be regarded 
as a desideratum. The ambiguity and indeterminacy of conceptual 
frameworks may serve some functions, for instance as it allows for 
flexibility and context-specificity. Yet there are conditions in which 
the articulation of clear conceptual norms is called for. Consider the 
challenges of ascribing responsibility in the context of climate change 
(Chapter 4). For global geo-engineering technologies, we observed that 
ascribing responsibility is a very daunting task. Yet at the same time, 
articulating applicable notions of responsibility also seems of the utmost 
importance, given the major significance of the challenge at hand and 
the need to adequately respond to it (e.g. Jamieson, 2015). According to 
some, we need an adequate concept of responsibility to maintain a moral 
community; according to others, we need the concept of responsibility 
to uphold moral agency, or to help to steer actions in a desirable way.

Revising the concept of ‘responsibility’ in the face of new 
technological pressures might initially appear to be an isolated 
conceptual change. But as many of the examples we have discussed in 
this book showcase, conceptual disruptions are typically not limited to 
single concepts. Instead, they challenge clusters of interrelated concepts 
(Löhr, 2023). Consider the conceptual disruptions brought about by 
reproductive technologies as introduced in Chapter 5, which challenge 
our concepts of ‘mother’, ‘father’, and ‘parent’, as well as our concepts 
of ‘birth’, ‘beginning of life’, and ‘personhood’. Similarly, social media 
challenge our concepts of ‘demos’, ‘democratic public sphere’, and 
‘self-rule’ (Cf. Section 2.3), social robots challenge our concepts of 
‘agency’ and ‘moral patiency’ (Cf. Section 1.4 and Section 3.3). The same 
holds for climate engineering technologies: these do not only challenge 
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our concept of ‘responsibility’, but also the associated notions of ‘agency’ 
and ‘control’ (Cf. Section 4.3).

Conceptual disruptions may give rise to conceptual changes, but 
this need not always be the case (Löhr, 2022). In fact, technological 
pressures may also give impetus to conceptual preservation (Lindauer, 
2020). Consider once again the concept of ‘democratic public sphere’, 
addressed in Chapter 2. The advent of social media appears to have 
called into question the necessity and usefulness of referring to 
geopolitical factors to identify the democratic public sphere. In doing 
so, it has made it arduous to pinpoint exactly where such a public sphere 
exists. However, this conceptual disruption has not challenged the 
concept of ‘democratic public sphere’ as such. Instead, it has opened 
the door to multiple possible conceptions of such a democratic public 
sphere. As such, one may argue that the concept of ‘democratic public 
sphere’ would seem to be ultimately adequate and should be preserved.

When referring to conceptual disruption, it is important to bear 
in mind this distinction between concepts and conceptions. Rawls 
(1999) famously stated that the concept of ‘justice’ allows for various 
conceptions, i.e., specific interpretations of the concept, such as his 
own ‘justice as fairness’. Accordingly, conceptions may be understood 
as different interpretations that give precision to a concept, which are 
often contested or in some sense indeterminate (cf., Veluwenkamp et al., 
2022). Some of the cases of conceptual disruption we have discussed in 
this book are similarly best understood as cases where new conceptions 
are advanced and discussed.

Frequently, however, conceptual disruptions do call for changing 
concepts, or enriching our conceptual schemes. Building on the 
discussion of Chapter 5, one might think that once a pregnancy can 
occur in an artificial womb, we also need another notion for the removal 
of the foetus after forty weeks of development from the artificial womb. 
We currently call this ‘giving birth’, but this concept does not seem 
entirely appropriate — for one, it involves two living beings, whereas 
the removal of a baby from the artificial womb involves only one. It may 
benefit us to introduce a distinct concept for this type of ‘event’.

We submit, as an interim conclusion, that the study of conceptual 
disruption will benefit from clear criteria as to what counts as a 
conceptual disruption. Building on the previous discussion, we propose 
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that the presence of a conceptual gap, overlap or misalignment can 
be taken as indicative of conceptual disruption. Challenges to specific 
conceptions may also qualify as conceptual disruptions, though it should 
be kept in mind that this is not the same as the disruption of concepts. We 
grant that, even when these criteria are further fleshed out, there might 
still be disagreement as to whether they apply in any particular case.

6.3 Mechanisms of conceptual disruption and modes of 
conceptual change

In the introduction we noted that disruptions involve both a ‘disruptor’, 
i.e. the disruption instigator, as well as an object of disruption. In 
this section we focus on the disruptors, i.e. the causal mechanisms of 
conceptual disruption. What are triggers of conceptual disruption and 
change? 

As we have argued throughout this book, technology often constitutes 
such a disruptor, for instance when the introduction of technological 
artifacts provokes new norms or re-classifications. One should keep in 
mind, however, that ‘technology’ consists of more than artifacts alone. 
Technological artifacts are often embedded in more encompassing 
sociotechnical systems. Consequently, while technology frequently plays 
a substantial causal role in triggering disruptions, the arrow of causality 
may be difficult to discern. Consider the global climate engineering 
technologies discussed in Chapter 4 and the associated conceptual and 
social disruptions of the Anthropocene. In this case, what is the cause 
of disruption? Many of the key technologies at issue here — such as 
Solar Radiation Management — have not (yet) materialized. Yet at the 
same time, these technologies are entangled with visions about human 
control over the Earth’s climate system. 

Furthermore, not all conceptual disruptions are caused by 
technologies. Indeed, there is a variety of other causal mechanisms that 
can do so. Here we highlight one such mechanism, which is particularly 
potent as a trigger of conceptual disruption: intercultural dialogues and 
interactions. Consider the Ubuntu framework, mentioned in Chapter 4. 
Ubuntu has a notion of community that is much broader than traditional 
Western conceptualizations. This notion allows the inclusion of ancestors 
as well as future generations in the moral community (Kelbessa, 2015). 



150 Ethics of Socially Disruptive Technologies

As Wiredu (1994), quoted in Chapter 4, remarks: ‘[I]n this moral scheme 
the rights of the unborn play such a cardinal role that any traditional 
African would be nonplussed by the debate in Western philosophy as 
to the existence of such rights’. Now, once Western philosophy comes 
into contact with this very different ontological point of view, and once 
Ubuntu philosophy comes into contact with the very different starting 
point in the West, their respective conceptual frameworks are challenged 
and require rethinking. This is an example of a conceptual disruption 
that might occur through intercultural dialogue or confrontation. Such 
exchanges can provide inspiration for conceptual amelioration: they 
broaden the horizon of conceptual possibility and allow for criticism 
of possible shortcomings of conceptual frameworks that are taken for 
granted. 

Conceptual disruptions are relative to the conceptual framework that 
is being disrupted — and here, too, intercultural differences are highly 
relevant. Cultural contexts affect whether technologies are socially 
and conceptually disruptive. We noted that robotics technologies can 
disrupt the distinction between what is animate and inanimate, but in 
a community which endorses animist beliefs and ascribes agency to 
artifacts to begin with, this would not constitute much of a conceptual 
disruption. Or consider proposals to grant legal rights to natural entities 
such as forests or rivers, which disrupts traditional Western conceptions 
of legal personhood. Yet it does not seem very disruptive relative to the 
conceptual scheme of the Māori people, which is much more sensitive 
to the importance of protecting socio-environmental relationships (the 
Māori concept of rāhui, for instance, places temporary constraints on 
human activities to ensure immediate responses to threats of serious 
harms) (Watene, 2022). Hence, conceptual disruptions are relative to 
conceptual frameworks, which may in turn be culturally relative.

In closing this section, let us point out that apart from different 
mechanisms of conceptual disruption, we might also distinguish 
between different modes of conceptual change. Attempts to overcome 
a conceptual disruption (e.g. through conceptual engineering; see 
Section 6.4) may lead to conceptual change. This can happen, for 
instance, when technology produces novel entities (new artifacts and 
new consequences of the use of technology) that do not make a good 
fit with our conceptual scheme, so much so that adaptations seem in 
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order. These can be superficial changes, such as the introduction of 
new concepts to designate the new technology and some of its uses, 
components and consequences. But they can also be more profound 
changes, which challenge fundamental philosophical concepts, like 
those of agency, organism, or mind. This happens, for instance, when 
a new technology produces hybrids that do not seem to fit existing 
fundamental concepts, such as intelligent robots, synthetic organisms, 
and brain-computer interfaces. These are conceptual changes that occur 
in a ‘loud way’, prompted by a conceptual disruption. 

However, conceptual changes need not always be prompted by 
conceptual disruptions. We might call such an instance of conceptual 
change that occurs without conceptual disruption ‘silent conceptual 
change’. One way in which such silent change can happen is when 
a technology generates new application domains for concepts. For 
example, many moral and philosophical concepts are currently 
reapplied in a digital context, leading to concepts such as ‘digital well-
being’, ‘digital democracy’ and ‘cybersecurity’. Similarly, the rise of 
genetic technologies now enables concepts like ‘genetic privacy’ and 
‘genetic equality’. These new technological manifestations may extend 
or change the meaning of the original concept. But this does not give rise 
to conceptual gaps, overlaps, or misalignments, at least not obviously so.

6.4 Conceptual engineering

What can we do in response to different types of conceptual disruptions? 
One general approach, which has attracted lots of attention in recent 
philosophy, seems particularly relevant for the task at hand: conceptual 
engineering (Scharp, 2013; Eklund, 2015; Cappelen, 2018; Burgess and 
Plunkett, 2013a; 2013b; Cappelen and Plunkett, 2021).

Conceptual engineering can be understood as a branch of philosophy 
dedicated to investigating how best to improve our concepts and other 
‘representational devices’. ‘Representational devices’ can be understood, 
roughly, as more or less accurate mental images of what the world is like. 
The central question for conceptual engineers is whether, when, why, 
and how we ought to change our concepts (and other representational 
devices). For example, should we strive to use concepts that are as 
accurate as possible, that ‘carve nature at its joints’, so to speak? Or are 
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there perhaps criteria other than accurate representation that should 
guide us in choosing the concepts we use? Thus, conceptual engineering 
covers questions about how to assess existing concepts, how to create 
new ones, and how to implement new conceptual proposals in actual 
populations of concept-users. Philosophers who work in the field of 
conceptual engineering are also interested in the ethics of changing our 
conceptual repertoires. In short, the field covers the philosophically 
relevant issues in the process of intentionally changing the concepts we 
use to think, or the meanings we use to communicate.

Conceptual engineering is frequently contrasted with conceptual 
analysis: rather than unveiling the meaning of our concepts, the aim 
of the former is to change concepts, on the basis of moral, epistemic, or 
other considerations. Thus, conceptual engineering is strongly associated 
(and sometimes identified) with conceptual ethics — the study of which 
concepts we should choose — rather than the study of which concepts 
we have already chosen in our public language. Conceptual engineering, 
then, is a way of intentionally engineering or changing our conceptual 
repertoire.

Although intentionally changing concepts has been a prominent 
feature of Western philosophy and science for centuries, it has recently 
become a major area of philosophical inquiry itself (e.g. Haslanger, 2000; 
Scharp, 2013; Burgess et al., 2020; Cappellen, 2018). That is, conceptual 
engineering is an approach to doing philosophy as much as it is an area 
of philosophical inquiry. There are prominent debates in the history of 
philosophy that are clearly about conceptual engineering, such as the 
debate between Carnap and Strawson about the method of explication, 
which we discuss below. However, the field as a whole is relatively 
young, with major works published only in the early 2000s.

Conceptual engineering can be undertaken for many different 
reasons and in different ways. Chalmers (2020) distinguishes between 
de novo engineering and re-engineering: de novo engineering consists of 
the construction of new concepts, whereas re-engineering is ‘fixing’ 
or ‘replacing’ existing concepts. More broadly, one might distinguish 
between three ways of engineering our conceptual schemes: (i) 
changing an existing concept in a way that retains that very concept 
through the change; (ii) replacing an existing concept with a new one 
that is intended to perform better than the old one; (iii) introducing a 
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totally new concept that has no ancestors. Each of these kinds of projects 
brings unique desiderata and success conditions. It is crucial to keep 
these distinctions in mind when characterizing or evaluating a given 
conceptual engineering proposal.

For purposes of this book, we are particularly interested in projects 
of conceptual engineering that arise in response to technological 
disruptions. Not all projects of conceptual engineering fit these 
parameters. Indeed, the ‘engineering’ metaphor notwithstanding, 
until recently, mainstream work in conceptual engineering has not 
focused much on conceptual engineering in response to technological 
developments (Hopster and Löhr, 2023). However, as examples from the 
previous chapters illustrate, technology often plays a prominent role in 
conceptual disruption and conceptual change, in many more instances 
than previously noticed and discussed. Those interested in the debate 
about conceptual engineering are natural allies of those who investigate 
technological and moral change. 

Consider the definition of a ‘planet’ by the International Astronomical 
Union (IAU). Prior to the late twentieth century, it was commonly 
believed by scientists and the public that there were a relatively small 
number of planets, certainly fewer than one hundred, and perhaps 
a large number of smaller objects orbiting the sun. With advances in 
astronomical technology, scientists discovered a large number of objects 
in the Kuiper belt that are similar in size to Pluto. Moreover, they 
expected to find hundreds or even thousands of these objects. The new 
astronomical technology led to a conceptual disruption: (i) most people 
believed there were a small number of planets orbiting the sun, but (ii) 
scientists discovered using the new technology that there are hundreds 
of objects like Pluto orbiting the sun. Claim (i) seems to be something 
like a conceptual truth about the idea of a ‘planet’. Claim (ii) is the 
scientific discovery that came from technological advancement, leading 
to the conclusion that there are hundreds of planets. Scientists felt it was 
urgent to address this conceptual disruption. They could have embraced 
the claim that there are hundreds of planets in our solar system. This 
option, however, would have required major changes in our concept of 
‘planet’ since being a planet would no longer be a special category with 
only a few members. The other option was to redefine the term ‘planet’ 
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so as to exclude the hundreds of Kuiper belt objects, and this is the line 
the IAU actually pursued.

This account of the new definition of ‘planet’ and the uproar about 
Pluto illustrates the three stages typically involved in processes of 
conceptual engineering. First, a conceptual challenge arises, which is 
often brought about by new technologies. Second, conceptual engineers 
question what should be done about this disruption. A key issue that 
arises at this second stage, with an eye to procedural justice, is the 
question of who is involved in arriving at this verdict. Is it a call for a 
certain group of experts to make, such as the IAU in the case of Pluto? 
Or should others be involved? The third stage is that of implementation: 
how do conceptual engineers go about spreading the word and ensure 
uptake in relevant communities of concept users? 

By what standards should we decide on the aptness of our concepts? 
This is the question about appropriate criteria for the conceptual 
engineering process. One possibility, advocated by Sally Haslanger, 
is to connect the project of conceptual amelioration — improving our 
concepts — specifically with social and political aims. For example, 
Haslanger (2000) argues that we should drop the terms ‘mother’ and 
‘father’ and only use the term ‘parent’, to facilitate the fight for gender 
equality. But the success conditions of conceptual engineering might 
also be understood in different terms, which need not be explicitly 
social or political. 

The questions we are asking here, to use an analogy from the field of 
engineering and design, concern the appropriate ‘design requirements’ 
for engineering concepts. Related questions include the following: 
When ought one spend the time to evaluate a concept and decide 
whether it is effective enough to keep as is? When ought one investigate 
possible changes when one identifies a conceptual disruption? What is 
the best way to decide on a course of action to implement a conceptual 
engineering project? One kind of answer appeals to the idea that concepts 
have a function, and that the need for conceptual engineering arises 
insofar as we need to improve that function, ensure its continuation, or 
prevent it from failure. This perspective naturally leads to a question 
about the nature of conceptual functions, which is a debated issue in the 
current conceptual engineering literature (Queloz, 2019; Klenk, 2021). 
For present purposes, we need not take any stance in that particular 
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debate; what matters is that concepts serve some function which we deem 
desirable, such that conceptual changes can potentially be regarded as 
adaptations or improvements — changes which make it the case that 
concepts better serve this function. Still other scholars wonder whether 
concepts have any functions that can be specified in a substantive way.

In closing this section, it is important to bear in mind that the field 
of conceptual engineering is not without dispute. There are various 
problems that critics of conceptual engineering have raised. Let us 
consider one such problem: the challenge that changing concepts 
amounts to changing the subject. On Carnap’s understanding, 
conceptual engineering can be understood as a method of explication 
which advises philosophers to provide determinate, scientifically 
rigorous definitions for important philosophical terms that hitherto had 
fuzzy or merely intuitive definitions. Strawson’s objection to explication 
has come to be seen as a basic issue that almost any conceptual 
engineering effort ought to be able to address (Carnap, 1950; Strawson, 
1963). Strawson said essentially that explication is merely changing the 
subject. It does not address the original philosophical issues associated 
with the term in question. As such, explication ought not be seen as a 
legitimate philosophical methodology, because it leaves all the important 
philosophical problems untouched.

While there are many responses to Strawson’s objection, it might 
be insightful to consider the planet example discussed above. This is a 
clear case of explication since it involved rejecting an intuitive meaning 
for ‘planet’ and adopting a more rigorous and scientifically acceptable 
meaning. It ought to be clear that these are two different meanings since 
they have two distinct extensions. Pluto is a member of the extension for 
the old meaning, but Pluto is not in the extension for the new meaning, 
and the same goes for the rest of the dwarf planets. Did the IAU merely 
change the subject, as an advocate of Strawson’s objection would contend? 
They certainly did change what the word ‘planet’ is about. It was about 
a particular property and now it is about a slightly different property. 
So it seems like the answer is yes: the IAU did change the subject of 
the word ‘planet’, and thereby changed the subject of discussions using 
the word ‘planet’. Was this pointless, as the Strawsonian suggests? Not 
at all. It is better for science to have discussions about the new subject 
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matter, rather than about the old one. Sometimes changing the subject 
matter is exactly what is needed to address a problem.

6.5 Implications for ethics of technology

The aim of the ESDiT program is not just to study how fundamental and 
moral concepts are disrupted by emerging technologies, nor is it just to 
propose improved and new concepts in response. It is also to innovate 
ethics and political philosophy generally, and ethics and political 
philosophy of technology specifically. Due to social and conceptual 
disruptions, ethics and philosophy may not always be using an optimal 
conceptual framework. Improving this framework may contribute to 
better theories and methods in the field, which will yield better results.

This outlook rests on the view that many of the key concepts of 
philosophy, fundamental and moral concepts like ‘nature’, ‘agency’, 
‘mind’, ‘justice’ and ‘liberty’ are historically contingent. They do not exist 
in every society and culture, and have not always existed in past epochs. 
Also, even when these key concepts stably exist at different times and 
places, their meaning often varies. This is just an historical observation, 
which does not entail any normative claims on whether some concepts 
are better than others, or whether some concepts have universal validity. 
But it does prompt serious inquiry into the nature of conceptual change, 
disruption, and modification. 

This outlook also rests on the view that, as contingent constructs, 
concepts always have flaws and limitations and can be improved upon. 
Moreover, as societies change, whether these are changes in natural 
conditions, social and economic structures, or cultural practices and 
beliefs, changes in fundamental and moral concepts may be desirable 
so as to ensure their usefulness under new conditions. For example, 
with growing secularization, individualization and availability of 
contraceptives in the 1960s, most people have concluded that concepts 
like purity, chastity and temperance are no longer useful, and should 
be replaced by concepts more fitting to modern sexual relationships, 
like openness, trust, commitment and respect. Similarly, many moral 
and fundamental concepts of philosophy are centuries old, and may 
not make a great fit with our twenty-first century world. An attempt at 
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conceptual engineering, that takes recent major changes in the world 
into account, would therefore be helpful.

Conceptual engineering is not new in philosophy. The field of 
environmental philosophy was made possible in large part because 
of the introduction of new concepts and changes in the meaning and 
scope of existing concepts. In particular, this includes the expansion 
of the concepts of moral patienthood and intrinsic value to include 
environmental entities and the introduction of the concepts of 
sustainability and sustainable development. Similarly, the introduction 
of the philosophical notion of natural equality in the seventeenth 
century by Hobbes and Locke, which was then translated into moral 
and political equality and equality before the law, has enabled the whole 
social contract tradition of political philosophy as well as the tradition 
of liberalism and its conception of individual rights. The introduction 
of the notion of privacy in the late nineteenth century has enabled 
philosophers to articulate and study a dimension of human autonomy 
and well-being that they might not have been able to discern and study 
as well otherwise. 

What these examples show is that conceptual engineering, 
involving both the introduction of new concepts and the modification 
and improvement of existing ones, has historically been common in 
philosophy, and has helped the field to progress. We have argued in this 
book that unprecedented recent and forthcoming changes in society, 
brought about in large part by socially disruptive technologies of the 
recent past, present and future, require conceptual engineering of many 
of our fundamental philosophical and moral concepts, and that this may 
change our methods of doing ethics and philosophy. 

Exciting challenges lie ahead. More needs to be understood about 
appropriate criteria and legitimate ways for conceptual engineering. 
That is, we should understand more about potential deficiencies that 
our concepts may suffer from, and legitimate goals to which they may 
be put to use. Insofar as the goal is to create effective change in how 
entire groups and societies use concepts, there is an important practical 
and normative question about how to implement such changes. The 
‘politics of implementation’ (Queloz and Bieber, 2022) will be an urgent 
and important area for further inquiry. 
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Another challenge for ethics of technology is how to best study 
conceptual disruption and conceptual change through technology. This 
book has offered some building blocks for doing so, both theoretically 
as well through practical examples of technologies that (allegedly) 
disrupt existing conceptual schemes. But this leaves ample room for 
further refinements and raises various further questions. Consider the 
awareness we have raised that conceptual disruption always occurs 
relative to a given conceptual framework, which urges us to take a 
more intercultural perspective than has been common in academic 
philosophy. Yet how, exactly, should the conceptual schemes of a given 
cultural community be delineated? 

Another question concerns the methods to (empirically) study 
conceptual disruption and change. One potential method might be the 
analysis of corpus linguistics. Arguably, changes in concepts, including 
conceptual disruption, have some correlation with changes in language 
and words used, for example for describing certain phenomena or asking 
ethical questions about them. There are various existing methods for 
detecting semantic change in text corpora that might also be promising 
for studying conceptual disruption and change (e.g. Hamilton et al., 
2016). Similarly, methods are being developed to use text corpora to 
study value change in relation to technologies (De Wildt et al., 2022).

As we saw in the introduction, philosophy and ethics of technology 
do not just want to understand technologies’ impacts and disruptive 
potential, but also seek to contribute to better technologies in a better 
society. They do so by closely interacting with scientists and engineers 
and also with policy makers. Such a contribution requires attention not 
just to conceptual disruption and conceptual engineering, but also to 
how technologies are socially disruptive in cases that do not disrupt 
concepts. Such a contribution may also require new methods and 
approaches. For example, it may require new methods for studying 
and developing technologies in living labs, in which their disruptive 
potential is both studied and addressed (e.g. through design choices) 
in close collaboration with designers, engineers, artists and relevant 
stakeholders. It may also require adaptation of existing methods for 
responsibly developing new technology, such as value-sensitive design 
(VSD) (Friedman and Hendry, 2019). For example, Veluwenkamp and 
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Van den Hoven (2023) have proposed an approach to integrate insights 
from conceptual engineering into the VSD approach. 

Ultimately, addressing the challenges brought by twenty-first 
century technologies — such as social media, social robots, climate 
engineering, and the artificial womb — requires not just the engineering 
of technology (as traditional engineers and designers have done) or just 
conceptual engineering (as proposed in philosophy), but a synthetic 
combination of both, with an eye to the fundamental values we want to 
uphold. 

Further listening and watching

Readers who would like to learn more about the topics discussed in this 
chapter might be interested in listening to these episodes of the ESDiT 
podcast (https://anchor.fm/esdit) and other videos:

Guido Löhr on ‘Do socially disruptive technologies really change our 
concepts or just our conceptions?’: https://podcasters.spotify.com/
pod/show/esdit/episodes/Guido-Lhr-on-Do-socially-disruptive-
technologies-really-change-our-concepts-or-just-our-conceptions-
e1uhlj2/a-a99r808 

Arché Conceptual Engineering series on YouTube, set up by Kevin Scharp: 
https://www.youtube.com/c/ConceptualEngineering 
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