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ABSTRACT

Available bandwidth is still a limiting factor for mobile com-
munication applications. Multisensory communication has
already been identified as an possibility to moderate this
limitation. One of the strengths of mobile communication lies
in its combination of visual and auditory modalities. However,
one of the most salient features of mobile devices have are
their small screen size. This paper explores how the potential
for multimodal synergy relates to the small screen size. In
an experiment with 54 participants, the intelligibility was
tested using a standardized video-listening test. The videos
had a signal-to-noise ratio of -9dB and were presented on
three different screen sizes, whilst keeping the video and audi-
tory signals equal. Intelligibility was found to be significantly
higher when using a large screen in comparison to using ei-
ther of both smaller screens. We conclude that multisensory
synergy is key to mobile applications, yet that screen size
is a substantial constraint to this synergy. We argue that
knowledge about human sensory processing can alleviate this
constraint and maximize the potential quality of service of
mobile video technology.
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1 INTRODUCTION

Mobile technology such as e-readers, laptops, smartphones,
smartwatches and other wearables are rapidly gaining mo-
mentum [12, 13, 20, 23, 29]. Applications such as mobile
video telephony, mobile television, mobile Internet, naviga-
tion and mobile games are growing in use [4, 11, 22]. However,
mobile technology is similar to other technologies in that its
industrial developments are dominated by both a technol-
ogy push and commercial interests [cf. 19]. This approach
runs the risk of not considering important knowledge about
human cognition during the development. “Tools over solu-
tions” [26] seems to be the dominant adage [16]. The work
presented here argues for a different, human-centered, ap-
proach [27, 28]. With a foundation in cognitive ergonomics,
this paper evaluates the potential multimodal synergy that
can arise in mobile video technology and, correspondingly,
be a significant factor to its success.

Multimodal synergy is the synergy that arises in percep-
tion when multiple modalities are joined. Multimodal synergy
not only enhances the intelligibility of a message presented
visually as well as auditory, but also enhances aspects such
as memory and emotion [5, 12]. These effects are particularly
beneficial when the presented is complex [30] or the user is
under high cognitive load [2]. However, the bimodal advan-
tages can benefit from or be restricted by several auditory,
visual, and bimodal issues. Of the possible restrictions to
bimodal synergy, the influence of screen size has received
little attention within the context of mobile devices. Their
small screen is, however, one of their most salient features
and screen size is likely to influence the bimodal advantages
and, thus, their user experience. Jung et al. [14] plead for
more research on the influence of screen size, concluding that:
“a small screen (..) is considered the fatal disadvantage of
mobile TV service” (p. 129) [cf. 33].
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Research on screen size and multimodal synergy indicates
a potential to improve the Quality of Service (QoS) of mobile
video technology [15, 16]. Findings on the influence of large
screens support this plea, as larger screens have been found
to influence variables such as arousal, sense of presence, at-
tention and memory, and connectedness [9, 15]. For most of
these variables, the effects can be summarized as intensifying
the values. Hence, “the larger, the better” seems to hold.
Within reasonable limits, spatial resolution or information
throughput has been shown less important for bimodal syn-
ergy [8]. These findings on bimodal synergy suggest that
optimal bandwidth utilization might not be the only critical
factor to consider for the QoS of mobile video technology.

Combining the findings on the effects of large screens as
well as information throughput, this study examines whether
multimodal synergy can be improved without the need for
extra bandwidth capacity ([cf. 30]). This is examined in an
experiment by increasing the Field of View (FOV) whilst
keeping the information throughput constant. The experiment
is performed above basic levels of visual acuity (i.e., one arc
minute), to assure the participant does not acquire more
information and any effects can be ascribed to enlarging
multimodal synergy. Expected is that an increase in FOV
enhances the bimodal advantages. To answer this hypothesis,
the intelligibility of a message presented auditory as well as
visually is measured. The relative importance of the visual
compared to the auditory modality is increased by adding
noise to the auditory channel. Consequently, changes in the
visual channel are expected to have a greater effect on the
intelligibility.

In the next Section, we present the research methods, in-
cluding information on the participants, material, apparatus,
and procedure as well as specifications on how the Field-Of-
View (FOV) and Signal-to-Noise Ratio (SNR) are determined.
Section 3 presents the results of the experiment. Subsequently,
we close with Section 4, which presents a discussion of the
results and its implications.

2 METHOD

To study the influence of FOV , a within-subjects design has
been used evaluating the effects of screen size (i.e., small,
medium, and large), video, and their sequence. The design
served to counter-balance any order effects. This gave a
total of 36 (3!×3!) different conditions, based on the possible
number of combinations of three screen sizes and three videos,
see also Table 1. The order of participation determined to
which condition a subject was assigned. For example, the
first subject was assigned to the first condition.

2.1 Participants

54 subjects (mean age: 20.3; range: 18-28) voluntarily par-
ticipated in the research. 96.2% of the participants judged
their level of English as either good or reasonable, which was
verified by a standardized audio-only listening test of the
Dutch Central Institute for Testing [3].

For all subjects, their English level was found to be suffi-
cient (M = 8.89, SD = 1.98, the maximum score possible is
12). All participants had a (corrected to) normal vision and
hearing.

2.2 Video and test material

A set of three videos were used from a standardized video
listening test [3]. The videos were selected such that the face
of the person talking was visible most of the time with the
camera focused on the face; that is, talking-heads material,
shown to be beneficial to bimodal presentation [21].

The questions from the standardized video listening test
[3] were used to test for intelligibility. From the original
set of questions, only those questions were selected that
corresponded to a part of the video in which the speaker was
visible. The resulting set contained two English three-choice
questions per video. No restrictions were made on answering
time. The test results were rated with the original CITO [3]
scoring forms.

2.3 Apparatus

A computer was used with a 17" screen and a resolution of
1024× 768. Three screen sizes were simulated by displaying
the videos at 43.18 cm (1024×768 pixels), 17.00 cm (394×314
pixels), and 7.68 cm (178× 142 pixels) diagonal.

A headset was used to present the videos with audio or
audio alone. The subjects had to keep their heads between
a square of ropes surrounding their head at forehead height,
securing a fixed distance of 80 cm to the screen. In addition,
the chair and keyboard were also placed at a fixed position.

All videos had a resolution of 178×142 pixels, the resolution
of the smallest screen size, corresponding to an effective
spatial resolution of 5.48 Pixels Per Centimetre (PPC) . This
is considerably lower than the spatial resolution observable
by the human eye [32].

To keep the amount of information constant, the smallest
spatial resolution of 178×142 pixels was upscaled to the other
two spatial resolutions. Hence, no extra information was given
through the visual channel. The upscaling method used is the
default algorithm of the Microsoft Windows video processing
environment DirectShow [17], which is an enhanced bilinear
method [24].

As an indicator of the FOV the Instantaneous Field of
View (IFOV) was calculated for the azimuth (horizontal)
direction. The IFOV combines the FOV of both eyes under
a fixed head position [1].

Previous studies have shown that multimodal synergy
increases when unimodal signal quality decreases [7]. For all
videos, a Signal-to-Noise Ratio (SNR) of -9dB was used to
enhance synergy to utilize this effect. This SNR was chosen in
support of external validity. Speech elements below the noise
level still contribute to the intelligibility [6] and compared
to the SNR range of -6dB to -30dB used in other studies [7],
the SNR has been kept relatively low. The expected increase
in synergy was confirmed by a pilot study (𝑁 = 6).
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Table 1: Accuracy scores with 5% confidence inter-
vals per screen size, video, and sequence.

Factor Mean Confidence Interval
LB UB

Screen Size IFOV
Small 5.501∘ 0.57 .49 .66
Medium 12.13∘ 0.64 .55 .73
Large 30.21∘ 0.74 .66 .82

Video
1 0.53 .43 .62
2 0.58 .51 .66
3 0.84 .78 .91

Sequence
First 0.66 .56 .75
Second 0.64 .55 .73
Third 0.66 .57 .74

Mean (SD) 0.65 (0.32)

Note. LB and UB denote respectively the Lower and
Upper Bound.

2.4 Procedure

The subjects were told that they were conducting a listening
and a video-listening test for which they should remember as
much as possible from the video. Furthermore, they were told
to sit still and keep their head stable. They were informed
about a video camera that the experiment leader used to
inspect the proper participation in the experiment. The total
duration of the experiment was 30 minutes.

The experiment consisted of the following four phases: i)
some questions concerning general demographic data were
asked, namely: name, sex, age, occupation, and nationality;
ii) the English listening test was assessed [3]; iii) three videos
in three different screen sizes were shown in one of the 36 pos-
sible orders. Each video was followed by two multiple-choice
questions to test for intelligibility; and iv) some questions
were asked concerning the participant’s experience with the
experiment.

3 RESULTS

As expected, the SNR reduced the intelligibility of the stan-
dardized CITO video listening test. A one-tailed t-test showed
a significant difference between the average norm results per
question of the CITO [3] (𝑁 = 359; 𝑀 = 0.85, SD = 0.11)
and the current accuracy scores for the large screen size
(𝑀 = 0.74, SD = 0.16); 𝑡(53) = −2.80, 𝑝 = .007, 𝜂2

𝑝 = 0.129.
With a reduction of 12.94%, this shows an overall modest
influence of the added noise.

The descriptive statistics of accuracy scores per screen
size, video, and sequence are shown in Table 1. The accuracy
scores were normalized to a scale of 0 to 1, where 1 means all
questions were answered correctly. The effect of screen size,
video, and sequence on accuracy score were analyzed using a
Multivariate Analysis of Variance (MANOVA) .

The MANOVA of accuracy score by screen size showed that
screen size significantly influences intelligibility, 𝐹 (2, 135) =
4.60, 𝑝 = .012, 𝜂2

𝑝 = .064. Furthermore, the correlation
between screen size and accuracy score was 𝑟(160) = .213, 𝑝 =
.007. Post-hoc Bonferonni comparisons for the effects of screen
size on accuracy score revealed no significant results on the
comparison between small (s) and medium (m) (∆(𝑠,𝑚) =
0.07, SE = 0.06, 𝑝 = .734) and medium (m) and large (l)
(∆(𝑚, 𝑙) = 0.10, SE = 0.06, 𝑝 = .205). The difference between
and small (s) and large (l) was significant (∆(𝑠, 𝑙) = 0.17,
SE = 0.06, 𝑝 = .009).

The three videos differed significantly in difficulty, as was
also revealed by the MANOVA , 𝐹 (2, 135) = 18.36, 𝑝 < .001,
𝜂2
𝑝 = .214. The influence of sequence was non-significant, in-

dicating that there was no learning effect within the different
trials that each subject performed. Furthermore, the English
level as tested with the standardized listening test did not
correlate with accuracy scores on the video test. This indi-
cates that differences in the level of English did not influence
intelligibility.

4 DISCUSSION

In line with Sumby and Pollack [1954], the main hypothesis
of this study stated that the intelligibility of a message pre-
sented visually as well as auditory reduces when the screen
size is reduced. This was confirmed by a significant differ-
ence in accuracy scores on the standardized video-listening
test for three different screen sizes, indicating that screen
size is indeed an influential factor in intelligibility. Hence,
through utilizing standardized intelligibility tests, this re-
search specifies and quantifies a fundamental constraint that
small screens place on the advantages of bimodal perception.

The effect of screen size appears to be robust, showing
a quite consistent and gradual increase in synergy with an
increase in screen size. Thus, even when it is possible to
reduce the distance to the screen, the synergy is still likely
to benefit from a larger screen size. This result does ask
for further research, as to find the threshold above which an
increase in FOV does not further increase bimodal synergy. In
addition, this threshold might be different for variables such
as emotional connectedness [12, 28], one of the key uses of
mobile video telephony [18], and possibly of mobile television
and mobile games.

The experiment conducted revealed an influential factor
of mobile video technology: the limited synergy of audio and
video with small screens. The presented constraint shows one
of the possible reasons for the absence of a large scale success
of mobile video telephony and supplied evidence for one of
the possible threats to mobile television. But it also shows the
potential of improving the QoS of mobile video technology,
whilst using the same bandwidth. Multimodal synergy has the
potential to alleviate auditory and visual issues that emerged
in parallel with mobile technology [10, 29, 31]. And, when
enhancing and highlighting auditory, visual, and bimodal
features that benefit multimodal synergy, this opportunity
comes free of charge.
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This study adds to a body of research that predominantly
shows the effects of big screens on a range of psychological
variables. It specifies and quantifies the constraint that small
screens place by showing the effects of screen size on multi-
modal synergy. As such, this study places a fundamental but
commonplace constraint on basic human multimodal percep-
tion in the context of the field of mobile video technology.
This constraint shows both the vulnerability and strength of
mobile video technology: When the constraints are met, the
mobile user experience can fully benefit from the potential
bimodal advantages.
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