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Abstract. Municipalities are increasingly implementing chatbots as a
part of their digital service provision. The extent to which users embrace
the chatbot plays a role in determining the success of this implemen-
tation. Multiple factors play a role in users’ perceptions, experiences,
and interactions with chatbots, such as the human likeness (e.g., avatar,
name, and communication style) and interaction design (e.g., free text
versus buttons). This project examines how users perceive and interact
with Dutch municipality chatbots. A unique feature of the project is
that users interact with multiple Dutch municipal chatbots that differ in
terms of humanlikeness and interaction designs. A mixed-methods ap-
proach is adopted encompassing both a qualitative interview study and
a content analysis. The project is expected to have key implications for
theory and practice on municipality chatbots.

Keywords: Digital Government · Chatbot, · Human-likeness · Interac-
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1 Introduction

1.1 Background

Recent advances in AI have led to the wide adoption of chatbots in public sectors,
such as in municipal administrations [1,3,5]. Chatbots, or conversational agents,
are software agents designed to communicate with users in everyday language [6].
According to Makasi et al. [11], municipality chatbots commonly serve the pur-
pose of service triaging, which involves assisting users in accessing information
and services. For example, the Dutch omnichannel chatbot ’Gem’ was created by
a municipal collective and provides generic information about the municipalities
and related services. This chatbot is currently used in 20 municipalities.

There is a growing body of knowledge on citizens’ experiences with munic-
ipality chatbots. For example, Abbas et al. [1] conducted an interview study
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examining citizens’ intentions to use a municipality chatbot. Their findings indi-
cated that citizens found the chatbot useful for navigating available information
and services. Følstad et al. [3] adopted a mixed methods approach to investigate
considerations about the design and interactions with a human-like municipality
chatbot. Citizens and municipality representatives were interviewed to explore
their considerations regarding human-like features (e.g., name and avatar) of
the chatbot. Results showed citizens expected that the chatbot could give them
swift responses to simple requests. In addition, 2,663 conversations were analyzed
on citizens’ adopted communication style. The results of this dialogue analysis
showed citizens had short conversations with the chatbot and formulated their
requests briefly and without politeness markers. It was therefore concluded that
citizens are highly goal-oriented when interacting with a municipality chatbot
and its human-like features had a limited impact on their expectations and be-
havior [3].

The previous studies provide relevant insights into the citizens’ perceptions
of the humanness of municipality chatbots. The human-like features of chatbots,
such as avatar, name, and communication style, have the potential to boost the
perception of chatbots as more human, thereby encouraging users to interact
with them in a socially-oriented manner. However, the interaction design of chat-
bot may also have an impact on these perceptions. Users can communicate with
a text-based chatbot by means of free text input and/or buttons with predefined
answers [13]. On the one hand, research has demonstrated buttons increase the
chatbot’s usability, prevent miscommunication, and decrease humanness per-
ceptions [8,9]. On the other hand, free text input mimics computer-mediated
human-to-human interaction, but may also lead to miscommunication [8,12].
Therefore, it is relevant to investigate the chatbots’ human-like features (i.e.,
identity, visual and conversational cues) as well as the interaction design, as on
a meta-level there is an interesting paradox in the results of studies investigating
these factors in isolation [7,8,12].

In this project, we methodologically replicate the research of [1] and [3], by
investigating participants’ humanness perceptions, usability experiences, and in-
teractions with chatbots. Three Dutch municipality chatbots are used that differ
not only in the extent to which they incorporate human-like features, but also
in interaction design: free-text interaction, button interaction, or a combination
of both. This way, the interplay between human-like features and the interac-
tion design of municipality chatbots can be investigated in an ecologically valid
context.

1.2 Objectives

This project has two objectives which are addressed in two studies:

1. To investigate how human-like features and interaction designs of Dutch mu-
nicipality chatbots affect users’ perceptions of humanness and their usability
experiences.

2. To investigate how human-like features and interaction designs of Dutch
municipality chatbots affect users’ interactions.
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2 Study Methods and Planning

To reach these objectives two studies will be conducted: an interview study and
a content analysis of chatbot conversations.

2.1 Interview study

We conducted a qualitative interview study to address the first objective. To
investigate the impact of human-like features and interaction design on users’
humanness perceptions and usability experiences, participants performed a set of
tasks with three Dutch chatbots on the website of three different municipalities.

Participants. Fifty participants were recruited through convenience sampling.
Among the participants, 64% were women (N = 32), and 36% were men (N
= 18). The participants’ ages ranged from 19 to 81 (M = 33.98, SD = 18.82).
Regarding educational backgrounds, 20% of the participants had completed or
were enrolled in a master’s degree program, 18% had a bachelor’s degree, 40%
had completed higher professional education, 10% had completed intermediate
vocational education, and 12% had a high school education or lower. All partic-
ipants reported prior experience with (customer service) chatbots, with varying
frequencies of interaction (83% had contact several times per year). Finally, 90%
(N = 45) of the participants had prior experience with contacting their munici-
pality, while 10% (N = 5) had no prior experience.

Tasks. Each task had a theme introduced by a scenario in which the context
and relevant details were explained, such as requesting a new passport. The
tasks differed per chatbot, but were comparable in difficulty among the three
chatbots. Participants engaged in the same series of tasks whereas the allocation
of chatbots was randomized.

Chatbots. The tasks were performed with three chatbots of medium to large
Dutch municipalities: Hollands Kroon (chatbot Sophie), Utrecht (chatbot Gem),
and Woerden (chatbot Buzz). All chatbots provided generic information on a
broad range of topics, such as garbage, taxes, and passports, which were either
presented within the dialogue or by presenting a link to the municipality website.
Thus, all chatbots provided service triaging [10]. However, the chatbots differed
in type and number of human-like features present both in the welcome messages
(e.g., avatar and name) and during the interaction (e.g., communication style).
Moreover, the chatbots differed in their interaction design: free text, buttons, or a
combination. Figure 1 shows the three chatbots that were used by all participants
in the study.

Procedure. The semi-structured interviews were audio-recorded and participants’
interactions with the chatbots were screenrecorded. The interview consisted of
three parts. In the first part, participants were interviewed regarding their prior
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experiences with chatbots and contacting their municipality. In the second part,
the chatbots were introduced individually. The chatbot’s welcome messages were
shown and participants reflected on its humanness and their expectations about
the usability of the chatbot. Next, they performed a task with the chatbot, after
which they reflected on the task performance and it’s communication style. In
the third part, participants reflected on the humanness of three chatbots as well
as their usability experiences with the chatbots and ranked them accordingly.

Analysis. First, we analyzed the screen recordings on whether participants were
able to complete the tasks with the chatbots. Second, the audio recordings were
transcribed verbatim and the transcripts are now being analyzed using a the-
matic analysis following the guidelines of Braun and Clark [2]. The objectives of
the analysis were data-driven themes that are associated with:

1. participants’ humanness perceptions and expectations about the usability of
the chatbot based on the welcome messages;

2. participants’ usability experiences regarding the task performance and their
interaction with the chatbot.

2.2 Content analysis.

The next step in this project will be to investigate the second objective. A corpus
of dialogues will be collected from the three municipalities. We will manually
analyze the dialogues using the framework of Følstad et al.[6]. Also, building
on another study of Følstad et al. [5], we will analyze users’ input on message
brevity and communication style.

3 Preliminary findings and expected contributions

3.1 Preliminary findings

Participants’ humanness perceptions and usability expectations. Our preliminary
findings show that some participants based their usability expectations on the
human-like features present in the chatbots’ welcome message. For example, par-
ticipants expressed that they could perform the task efficiently with the chatbot
of Hollands Kroon which was based on presence of the human avatar and the-
human name. This is exemplified in this quote by one of the participants below:

”Sophie... I expect it will go well because it is a common name. I have
the idea that I am chatting with someone” (P.49)

Participants’ usability experiences. After completing the tasks, participants re-
flected on the chatbots’ interaction design. As exemplified in the following quote
participants expressed positive experiences with the combination of free text and
button interaction of the chatbot of Hollands Kroon:
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”I prefer to write a text because, with buttons, you have to click a lot
before you eventually get somewhere. From my own experience, if I just
have a sentence with, for example, the word ’passport,’ I get to the con-
tent more quickly. But I did find that with Sophie, there was a combi-
nation of both, which was ideal. So first just a sentence and then the
buttons” (P.32)

Participants had mixed experiences with the chatbot of Woerden. Although the
buttons allowed an easy way of interacting with the chatbot, participants thought
the chatbot could not assist them if the button labels did not correspond with
their request.

”These buttons were easy to use, but I do feel that if my option is not
there, I will not be able to get further assistance.” (P.33)

Another experience about the interaction design relates to the large amounts of
text in the chatbot’s responses. As exemplified in the following quote, partici-
pants noted that they expected to receive short answers from the chatbot:

”Because he wants me to formulate my request briefly and concisely, I
expected the chatbot to be brief as well” (P.15)

In November 2023, during the conference, we can share the findings of the in-
terview study.

3.2 Expected contributions

This project will augment the body of knowledge on the municipality chatbots.
By methodologically replicating previous research [1,3,5], we make a theoretical
contribution by extending and generalizing insights on European municipality
chatbots. Additionally, chatbots are seen as low-threshold interfaces to access
government information and services [4]. By examining how the interplay be-
tween the chatbot’s human-like features and interaction design influences users’
humanness perceptions, usability experiences, and interactions, we will be able
to formulate practical guidelines for government chatbot designers to enhance
the accessibility and user-friendliness of municipality chatbots.
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