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Abstract

In this paper we rigorously construct a finite volume representation for the height-one
field of the Abelian sandpile model and the degree field of the uniform spanning tree in
terms of the fermionic Gaussian free field. This representation can be seen as the lattice
representation of a free symplectic fermion field. It allows us to compute cumulants of
those fields, both in finite volume and in the scaling limit, including determining the explicit
normalizing constants for fields in the corresponding logarithmic field theory. Furthermore,
our results point towards universality of the height-one and degree fields, as we prove that
the scaling limits of the cumulants agree (up to constants) in the square and triangular
lattice. We also recover the equivalent scaling limits for the hypercubic lattice in higher
dimensions, and discuss how to adapt the proofs of our results to general graphs.

1 Introduction
Lattice models and (log)-conformal field theories. Lattice models from statistical me-
chanics have been successfully used to describe macroscopic properties of interacting systems
and model critical phenomena by specifying their random microscopic interaction. One of
the major breakthroughs in theoretical physics was the development of conformal field the-
ory (CFT) (see Belavin et al. (1984a) and Di Francesco et al. (1997) for general references).
This theory is based on the postulate that many critical lattice models of two-dimensional
statistical mechanics have conformally invariant scaling limits.

To be able to understand the CFT structure emerging from scaling limits of such lattice
models, one often resorts to (possibly non-commutative) algebras instead of probability mea-
sures. Those algebras allow us to describe quantities of interest, referred to as “observables”
rather than random variables. We then measure these observables via suitable operators,
referred to as “states”, which are analogous to expectations in probability theory. The con-
struction of such algebras and states is highly non-trivial. The construction, characterization,
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and understanding of these algebras and operators are common challenges in the study of
CFTs.

Solvable CFTs can be studied in terms of representations of the Virasoro algebra, which
is a complex Lie algebra. It allows us to identify continuum theories and universality classes
corresponding to particular lattice models. It can lead to exact formulae for scaling limits of
correlations, partition functions, and critical exponents.

Prominent examples of predictions obtained by the CFT approach are, among others,
conformal invariant scaling limit and critical exponents of the Ising model (Belavin et al.,
1984a,b), crossing probabilities in percolation (Cardy, 1992), and cluster growth in diffusion
limited aggregation (Davidovich and Procaccia, 1999).

Some of the drawbacks of using CFT methods to understand critical lattice models are
that often they are non-rigorous and that they use functions of local operators, making them
less appropriate for analyzing global quantities. In fact, it is a known long-standing open
question whether there is a direct link connecting CFTs and lattice models (see Itoyama
and Thacker (1987)). There has been progress in recent years to rigorously establish the
predictions obtained from the CFT approach regarding scaling limits of lattice models, leading
to important mathematical contributions. Yet, the full picture is still far from well-understood.

Let us mention a few examples of important mathematical contributions. In Chelkak et al.
(2015), Hongler and Smirnov (2013), the authors related correlation functions of the Ising
model and the relevant correlations of the associated CFT. In Camia et al. (2015, 2016), the
authors identified the scaling limit of the magnetization field at the critical/near-critical point.
A Virasoro representation of the Gaussian free field as the simplest example of a Euclidean
field theory was proved in Kang and Makarov (2013). Furthermore, the concept of fermionic
observables in the context of discrete complex analysis, put forward by Kenyon and Smirnov,
led to proving conformal invariance of the height function of the dimer model (Kenyon,
2000), critical percolation (Smirnov, 2001), Ising model (Smirnov, 2010), or very recently the
construction of conformal field theory at lattice level (Hongler et al., 2022). In this last
article, the authors give a rigorous link between CFT local fields and lattice local fields for
the Gaussian free field and the Ising model.

Several years after the introduction of CFTs, Gurarie (1993) observed logarithmic singu-
larities in correlation functions of certain CFTs. Typically, those logarithmic CFTs (logCFTs)
describe the critical behavior of lattice models at second order phase transitions. The Vira-
soro representation in this case involves pairs of fields, a primary field and its logarithmic
partner. LogCFTs are much less classified and understood, contrary to ordinary CFTs, both
from the theoretical physics point of view and even less from the mathematical point of
view. The reasons behind this fact are that computations are significantly harder due to the
non-local features of the theory, and that it is not known what a generic logCFT looks like.
The simplest, but still highly non-trivial, logCFT which is understood from the theoretical
physics point of view is the free symplectic fermion theory with central charge c = −2 (see
also Gaberdiel and Kausch (1996), Gurarie (1993), Kausch (2000)).

Models which display logarithmic singularities in the correlation functions and are con-
jectured to belong to this class include percolation (Cardy, 1999), self-avoiding random
walks (Duplantier and Saleur, 1987), random spanning forests (Ivashkevich, 1999, Liu et al.,
2021), the (double) dimer model (Adame-Carillo, 2023, Izmailian et al., 2005), and the Abelian
sandpile model (Piroux and Ruelle, 2005). We refer to the overview article Hogervorst et al.
(2017) for further references.

Abelian sandpile model and logCFTs. The Abelian sandpile model (ASM) was introduced
by Bak et al. (1987) as a prototype of a model displaying self-organized criticality. This refers
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to the property of a model to drive itself into a critical state, characterized by power-law
behavior of certain observables such as the avalanche size, without fine-tuning any external
parameter.

The ASM on a finite graph is defined as follows. Assign to each vertex of the graph an
integer number (height configuration), modeling the amount of “grains of sand” associated to
it. This random dynamical system runs in two steps: in the first step, a vertex of the graph
is picked uniformly at random and a grain of sand is added to it, increasing its height by
one. In the second step, the vertices that are unstable (that is, those which bear strictly more
grains than the graph degree) topple, sending out one grain to each neighbor. This procedure
is repeated until all vertices are stable again. Grains sent outside the graph to so-called
“sinks” are lost.

The Abelian property yields that the order of topplings does not matter, and the system
will eventually reach a stable configuration thanks to dissipation at the boundary. This
Markov chain has a known unique stationary measure: the uniform measure on the set of
recurrent configurations. Thanks to the famous burning bijection introduced by Majumdar
and Dhar (1992), which relates recurrent configurations for the ASM with spanning trees, one
can determine the stationary measure and several quantities of the model explicitly.

Let us highlight that many large-scale aspects of the ASM are heavily graph-dependent.
As a consequence of the burning bijection, we have that the invariant measure of the ASM
depends on the type of graph where the ASM is defined, its size, and dissipative sites. Further-
more, the scaling limit of the stable configuration starting from a deterministic single source
is driven by the sandpile PDE, whose solutions are lattice-dependent (Levine et al., 2016,
2017). On the contrary, as we will discuss later, we prove that cumulants of the height-one
field of the ASM coincide (up to a multiplicative constant) in both the square and triangular
lattice, which is a strong indicator of universality.

What makes the model critical is the occurrence of long-range correlations at all scales,
resulting from possible avalanches of topplings. Although the ASM is very simple, it is
challenging to treat mathematically due to its non-locality and many questions still remain
open.

In a series of papers from the last two decades (see Jeng (2005), Jeng et al. (2006), Mahieu
and Ruelle (2001), Moghimi-Araghi et al. (2005a), Piroux and Ruelle (2005), Ruelle (2013)) and
the review Ruelle (2021) with references therein, physicists have made significant contributions
from the theoretical physics viewpoint to understand how and which logCFT emerges from a
stochastic lattice model like the ASM, and attempted to identify it. In particular, they have
computed the height probabilities of the ASM on different lattices (e.g. Euclidean lattices,
triangular and hexagonal lattices), 2-, 3- and 4-point height correlation functions, studied
different bulk and boundary observables, and identified logarithmic pairs of several fields.

Typically, an ansatz from the theoretical physics point of view to validate (or discard) the
continuum theory is to take an educated guess for a field theory Φ and test it, in the sense
that, if a lattice observable in one point x converges in the scaling limit towards Φ(x), then
the corresponding correlation functions must also converge to the equivalent field theoretic
correlators. The more identities are tested positively, the higher the convinction that the
proposed theory is the correct one.

More precisely, consider the ASM on a rescaled lattice with mesh ε such that the points
xεi → xi as ε→ 0, i = 1, . . . , n for general n ∈ N. Formally, we expect that in the continuum
scaling limit, the field Φ satisfies

lim
ε→0

ε−
∑

iDi⟨Oε(xε1 ) · · ·Oε(xεn)⟩lattice = ⟨Φ1(x1) · · ·Φn(xn)⟩field theory, (1.1)

where the Di’s are related to the scale dimension of the field, and Oε is a local observable of
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the ASM on the lattice.
The first educated guess for the ASM was to consider the free symplectic fermion theory

mentioned above. Its Lagrangian is given by (Ruelle, 2021, Equation 27)

S =
1
π

∫
dz dz ∂zθ∂zθ̃, (1.2)

where θ, θ̃ are a pair of free, massless, Grassmannian scalar fields. In fact, the authors in
Jeng et al. (2006) (see also Brankov et al. (1993), Mahieu and Ruelle (2001)) showed that the
bulk dissipation field and the height-one field of the ASM can be realized as a logarithmic
pair of a symplectic fermion theory. The height-one field can be identified as (Ruelle, 2021,
Equation 108)

Φθ = −C
(
∂zθ∂z θ̃+ ∂zθ∂zθ̃

)
, (1.3)

where the constant C can be computed explicitly and is equal to the probability of the ASM
to have height 1 on a generic site on Z2. In Ruelle (2021, Section 8), it is argued that higher
height fields are not described by the symplectic fermion theory, discarding the ansatz that
this theory is the right logCFT to describe the ASM in the scaling limit. As we will see later,
the height-one lattice field can be associated to a local observable of the uniform spanning
tree. This ceases to be the case for higher heights, as the observables become non-local, which
strongly suggests a qualitative different field theory.

To the best of authors’ knowledge, the only mathematically rigorous work supporting this
picture can be found in Dürre (2009a,b). There the author determines the scaling limit of the
cumulants of the height-one field on a domain in Z2 and proves conformal covariance with
scale dimension 2.

Aim, results of the paper and novelty. The aim of this paper is to make a first step
towards rigorously constructing logarithmic conformal theory on the lattice level and work
towards establishing a link between logCFTs and certain types of critical lattice models dis-
playing logarithmic singularities in the correlation functions. Our starting point is to establish
rigorously scaling limits of the sort (1.1) for a class of observables.

Let V be a finite set of vertices on some graph G. We will consider two lattice fields,
namely the height-one field of the ASM (h(v))v∈V , which is the indicator that at a site v there
is only one grain of sand, and the field (Xv)v∈V , given by the (normalized) degree of a site in
the uniform spanning tree (UST).

For a set of generators {ψv, ψv}v of a suitable (real) Grassmann algebra, we will define
the lattice fields X and Y which are products over discrete gradients of the Grassmannian
variables defined by

Xv =
1

degG(v)

degG(v)∑
i=1

∇eiψ(v)∇eiψ(v) (1.4)

and

Yv =

degG(v)∏
i=1

(1−∇eiψ(v)∇eiψ(v)). (1.5)

We will evaluate those fields according to an operator ⟨·⟩, referred to as the fermionic Gaussian
free field (fGFF) state on the lattice. This operator can be seen as the natural counterpart to
the expectation of the usual Gaussian free field on the lattice, but whose “spins” take values
in a Grassmannian algebra rather than on R. The fGFF is a type of Gaussian integral over
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Grassmannian variables, and it is a known tool to treat Matrix-Tree-type theorems (see for
instance Abdesselam (2004), Bauerschmidt et al. (2021), Caracciolo et al. (2007)).

In the following, we will highlight the most relevant results in a qualitative way and
discuss their implications. We defer the precise formulations of the results to Section 3.

The first result (Theorems 3.1 and 5.1) is a representation of the n-point function of the
height-one field of the ASM in terms of functions of Grassmannian variables. We will prove
it for points on the Euclidean lattice Zd and triangular lattice T, but the statement holds on
general lattices. Therefore call L such a lattice.

Theorem 1.1. The height-one field can be represented in terms of fermionic variables as

E

(∏
v∈V

h(v)

)
=

〈∏
v∈V

XvYv

〉

where ⟨·⟩ is the fGFF state.

The second relevant result is the scaling limit of the cumulants and determination of the
constant C appearing in (1.3) in terms of permutations of double gradients of the continuum
harmonic Green’s function. This is stated in Corollary 3.7, which follows from the more
general scaling limit for the field XY stated in Theorem 3.6 for Zd and in Theorem 5.2 item 2
for the triangular lattice.

Theorem 1.2. Let U ⊂ Rd, V ⊆ U be a set of points, and U, V satisfy “nice” properties.
Consider the renormalized graph Gε := U/ε ∩ L. There exists an explicit constant CL such that
the joint cumulants κ of the height-one field scale as

lim
ε→0

ε−
1
2
∑

v degGε
(v)κ (hε(v) : v ∈ V) = −C

|V |

L

∑
σ

∑
η

∏
v

∂
(1)
η(v)∂

(2)
η(σ(v))gU (v, σ(v)) ,

where hε is a suitable embedding of h in Gε and gU is the harmonic Green’s function on U
with Dirichlet boundary conditions, σ’s are certain permutations of V and η’s are directions of
derivations.

The third result concerns the scaling limit of the cumulants of the renormalized degree
field of the uniform spanning tree T. The precise statement can be found in Corollary 3.4
and Theorem 5.2.

We define
Xv :=

degT(v)

degG(v)
.

Theorem 1.3. Let V , U and Gε as in Theorem 1.2. There exists an explicit constant cL < 0
such that the joint cumulants κ of the normalized degree field scale to

lim
ε→0

ε−
1
2
∑

v degGε
(v)κ (X εv : v ∈ V) = lim

ε→0
ε−

1
2
∑

v degGε
(v)κ (Xv : v ∈ V)

= −c
|V |

L

∑
σ

∑
η

∏
v

∂
(1)
η(v)∂

(2)
η(σ(v))gU (v, σ(v)) ,

for a suitable embedding X ε of the field X in Gε.

In the following let us discuss the implications of our results. We prove in Theorem 3.2
and Corollary 3.3 that the scaling limit of the cumulants of the height-one field in Z2 (see
Theorem 1.2) match those of the field −C2 X, where C2 > 0 is equal to CL on Z2. The field
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X can be interpreted as the lattice realization of a free symplectic fermion and is responsible
for the structure of the field. Furthermore, we deduce that the auxiliary field Y will act as
a multiplicative constant and can be thought of as a lattice correction term. The field −X
is an ideal candidate to validate the claim that the height-one field is represented as a free
symplectic fermion theory. Note that the constant from (1.3) and our CL match as well.
Remark that we do not determine the limiting field which bears those specific cumulants. See
also the next section on open problems and further discussions.

Theorem 1.3 suggests that the degree field of the UST is described by the free symplectic
fermion theory X as well, which hints towards a positive answer to the question posed by
Liu et al. (2021) that the UST can be described by a logCFT. Furthermore, the same theorem
implies that the symplectic theory of the height-one field in the ASM and degree field are not
the same, yet very similar.

Another interesting consequence of Theorems 1.2 and 1.3 is the aspect of universality
for both fields. Although we computed the scaling limits of the cumulants for two different
lattices, the methods are general and applicable for other types of lattices. Universality was
conjectured already in Hu and Lin (2003), Poncelet and Ruelle (2017), where the authors
proved that the critical exponents of avalanche size probabilities of the ASM are the same for
several lattices as well.

Finally, we will prove in Theorem 3.8 that the fields XY and −X viewed as random
distributions converge to a non-trivial limit (not white noise) on test functions with disjoint
supports, using the same scaling as in Theorems 1.2 and 1.3. Note however that one would
obtain white noise if we relax the assumption that the test functions have disjoint support and
adjust the scaling to ε 1

4
∑

v deg(v) instead of ε 1
2
∑

v deg(v), analogously to Cipriani et al. (2022,
Theorem 2) (see also Kassel and Wu (2015, Theorem 5)).

To the best of the authors’ knowledge, there are several novel aspects in the present paper.
Firstly, we give a rigorous representation of the height-one field in the ASM and degree
field of the UST in terms of Grassmannian variables at the lattice level in Zd and T. This
suggests a certain lattice realization of a free symplectic fermion theory. A similar concept
appears in the article Moghimi-Araghi et al. (2005b), where the authors use Grassmannian
Gaussians with a different “covariance” to derive a formal treatment of the limiting theory
for the height-one field.

Secondly, we prove scaling limits and certain universality of the mentioned fields. This
is the first rigorous proof showing convergence of correlations to the analogous continuum
correlators for a fermionic system in d dimensions and on the triangular lattice. The proof
relies on a careful analysis of the structure of the cumulants, identifying which terms survive
the scaling limit and which cancel out. Our analysis is substantially different from the one
used in Dürre (2009a), which is written out only in Z2 and not generalizable to different graphs
in an obvious manner. Thirdly, our proof technique to analyze cumulants of fermionic fields
is very general and robust, and permits to determine the lattice constants CL and cL explicitly.
Those can be used as multiplicative constants in the definition of the continuum field. We
find that the constant CL for the ASM is explicitly related to the height-one probability on the
underlying lattice.

Open problems and further research. As already mentioned, the connection between
critical lattice models and CFTs is not fully understood even in the simpler setting (without
log divergences), in which there is a range of natural candidates for the limiting CFTs. In
the logCFT setting much less is understood, as fewer explicit candidates are identified. This
paper opens up the avenue for a deeper mathematical investigation of the possible connections
between ASM, UST, fGFF and the associated logCFTs.
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As a warm up, one could prove universality of the height-one and degree fields on general
lattices and determine a formula for the corresponding constants. Another question is to
prove conformal covariance and determine the scale dimension on a general lattice. The scale
dimension is 2 on the square lattice, as a consequence of Dürre (2009a, Theorem 1) and
Cipriani et al. (2022, Proposition 1).

One mathematical challenge is to define the limiting field of the height-one field or degree
field rigorously. An object with Lagrangian (1.2) seems to require new fundamental tools in
order to be rigorously defined, although some Grassmannian stochastic processes do already
exist (Albeverio et al., 2022, Rogers, 1987).

Another challenge is to determine the logarithmic fields describing higher heights and
general observables of the ASM rigorously. There is strong evidence (Ruelle, 2021) that the
logarithmic field describing higher heights in the ASM does not belong to the free symplectic
fermion theory (1.2). It would be interesting to push our methods in this direction to see
whether they can provide some light on the logCFTs describing higher heights.

The relation to the UST is also a source of another open problem. As stated in Liu et al.
(2021), a logarithmic CFT is conjectured to describe the behavior of the UST in the limit. Our
result on the degree field seems to support this statement. However, it has to be noted that
we are only analyzing the degree for the moment, and therefore other microscopic variables
of the model should be considered in order to fully prove or disprove this statement.

Structure of the paper. We begin our paper setting up notation and defining the main
objects of interest in Section 2. In particular, in order to keep the paper self-contained, we
will give a primer on fermionic Gaussian free fields and their properties. The main results are
given in Section 3. Section 4 is devoted to the proofs of the main theorems on the hypercubic
lattice, while Section 5 presents the proofs of our main results on the triangular lattice and a
discussion on how to generalize the results to other lattices.

Acknowledgements. We thank Roland Bauerschmidt, Rajat Subhra Hazra, Tyler Helmuth
and Dirk Schurricht for many valuable and inspiring discussions.

2 Notation and Preliminaries
Functions and (Euclidean) sets For the rest of the paper, we will work in dimension
d ≥ 2. We will write |A| for the cardinality of a set A. For n ∈ N, let [n] denote the set
[n] := {1, . . . , n}. For d ≥ 2, we will use ⟨·, ·⟩ and ∥ · ∥ to denote the ℓ2(Zd) inner product
and norm, respectively. By an abuse of notation we will use the same symbols for the inner
product and norm in L2(Rd).

We will denote an oriented edge f on the standard Zd lattice as the ordered pair (f−, f+),
being f− the tail and f+ the tip of the edge. Furthermore

ei = (0, . . . , 0, 1︸︷︷︸
i-th position

, 0, . . . , 0), i = 1, . . . , d

denotes the d standard coordinate vectors of Rd. The ei’s define a natural orientation of edges
which we will tacitly choose whenever we need oriented edges (for example when defining
the matrix M in (3.5)). The opposite vectors will be written as ed+i := −ei, i = 1, . . . , d. The
collection of all ei for i ∈ {1, . . . , 2d} will be called Eo, where o is the origin. By abuse of
notation, but convenient for the paper, if f = (f−, f− + ei) for some i ∈ [2d], we denote by −f
the edge (f−, f− − ei); that is, the reflection of f over f−.
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Call A ⊆ Rd a countable set. For every v ∈ A, denote by Ev the set Eo + v, and let
E(A) =

⋃
v∈A Ev.

Let U ⊆ Rd and e ∈ Eo. For a function f : U→ Rd differentiable at x we define ∂ef(x) as
the directional derivative of f at x in the direction corresponding to e, that is

∂ef(x) = lim
t→0+

f(x+ te) − f(x)

t
.

Likewise, when we consider a function in two variables f : Rd × Rd −→ R, we write then
∂
(j)
e f(·, ·) to denote the directional derivative in the j-th entry, j = 1, 2. For A, B ⊆ Rd let

dist(A, B) := inf(x,y)∈A×B ∥x− y∥.

Graphs and Green’s function As we use the notation (u, v) for a directed edge we will
use {u, v} for the corresponding undirected edge.

For a finite (unless stated otherwise) graph G = (Λ, E) we denote the degree of a vertex v
as degG(v) := |{u ∈ Λ : u ∼ v}|, where u ∼ v means that u and v are nearest neighbors.

Definition 2.1 (Discrete derivatives). For a function f : Zd → R its discrete derivative ∇eif
in the direction i = 1, . . . , 2d is defined as

∇eif(u) := f(u+ ei) − f(u), u ∈ Zd.

Analogously, for a function f : Zd × Zd → R we use the notation ∇(1)
ei ∇

(2)
ej f to denote the

double discrete derivative defined as

∇(1)
ei
∇(2)
ej
f(u, v) := f(u+ ei, v+ ej) − f(u+ ei, v) − f(u, v+ ej) + f(u, v),

for u, v ∈ Zd, i, j = 1, . . . , 2d.

Remark 1. Throughout this article, we will work with directed edges to encode discrete deriva-
tives in observables of interest. However, whenever we are referring to graphs, the Laplacian
operator, and probabilistic models on graphs (for example sandpiles or spanning trees), we
will always think of Zd as an undirected graph. In fact, one can show that all of the fields
X and Y (defined at the end of Subsection 2.2) remain the same if one changes the direction
of any/all edges.

Definition 2.2 (Discrete Laplacian on a graph). We define the (unnormalized) discrete Lapla-
cian with respect to a vertex set Λ ⊆ Zd as

∆(u, v) :=


−2d if u = v,

1 if u ∼ v,

0 otherwise.
(2.1)

where u, v ∈ Λ and u ∼ v denotes that u and v are nearest neighbors. For any function
f : Λ→ A, where A is an algebra over R, we define

∆f(u) :=
∑
v∈Λ

∆(u, v)f(v) =
∑
v∼u

(f(v) − f(u)). (2.2)

Note that we define the function taking values in an algebra because we will apply the
Laplacian both on real-valued functions and functions defined on Grassmannian algebras,
which will be introduced in Subsection 2.1.
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We also introduce ∆Λ := (∆(u, v))u, v∈Λ, the restriction of ∆ to Λ. Notice that for any
lattice function f we have that for all u ∈ Λ,

∆Λf(u) =
∑
v∈Λ

∆(u, v)f(v) = ∆fΛ(u) (2.3)

where fΛ is the lattice function given by fΛ(u) := f(u)1lu∈Λ.
The interior boundary of a set Λ will be defined by

∂inΛ := {u ∈ Λ : ∃ v ∈ Zd \Λ : u ∼ v},

and the outer boundary by

∂exΛ := {u ∈ Zd \Λ : ∃ v ∈ Λ : u ∼ v}.

We also consider the interior of Λ, given by Λin := Λ \ ∂inΛ. The notation ∂U will also be
used to denote the boundary of a set U ⊆ Rd.
Definition 2.3 (Discrete Green’s function). Let x ∈ Λ be fixed. The Green’s function GΛ(x, ·)
with Dirichlet boundary conditions is defined as the solution of{

−∆ΛGΛ(x, y) = δx(y) if y ∈ Λ,
GΛ(x, y) = 0 if y ∈ ∂exΛ,

where ∆Λ is defined in (2.3).
Definition 2.4 (Infinite volume Green’s function, (Lawler, 2013, Sec. 1.5-1.6)). With a slight
abuse of notation we denote by G0(·, ·) two objects in different dimensions:

• d ≥ 3: G0 is the solution of{
−∆G0(u, ·) = δu(·)
lim

∥x∥→∞G0(u, x) = 0 , u ∈ Zd.

• d = 2: G0 is given by
G0(v, w) =

1
4
a(v−w), v, w ∈ Z2,

where a(·) is the potential kernel defined as

a(x) =

∞∑
n=0

[Po(Sn = o) − Po(Sn = x)] , x ∈ Z2,

and {Sn}n≥0 is a random walk on the plane staring at the origin and Po its probability
measure.

Points in ∂exΛ will be later identified with g, which we call the ghost vertex, to define a
graph with wired boundary conditions. Define Λg := Λ ∪ {g}, and consider another Laplacian
given by

∆g(u, v) :=



∆Λ(u, v) u, v ∈ Λ,
|{w ∈ ∂exΛ : u ∼ w}| u ∈ ∂inΛ, v = g,
|{w ∈ ∂exΛ : v ∼ w}| u = g, v ∈ ∂inΛ,

− |∂inΛ| u = v = g,

0 otherwise.
As said, this is equivalent to looking at the graph given by Λ ∪ ∂exΛ and identifying all
elements of ∂exΛ as the ghost.
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Cumulants We now give a brief recap of the definition of cumulants and joint cumulants
for random variables.

Definition 2.5 (Cumulants of a random variable). Let X be a random variable in Rd with
all moments finite. The cumulant generating function K(t) for t ∈ Rd is defined as

K(t) := log
(
E
[
e⟨t, X⟩

])
=

+∞∑
m=0

∑
m1, ...,md:

m1+···+md=m

(−1)m

m1! · · ·md!
κm(X)tm1+···+md .

The cumulants (κm(X))m∈N are obtained from the power series expansion of the cumulant
generating function K(t).

Let V = {v1, . . . , vn} be a set, n ∈ N, and (Xvi)
n
i=1 be a family of random variables in Rd

with all finite moments.

Definition 2.6 (Joint cumulants of a family of random variables). The joint cumulant gener-
ating function K : Rn → R of the family (Xvi)

n
i=1 is defined as

K(t1, . . . , tn) := log
(
E
[
e
∑n

j=1 tj Xvj

])
.

The cumulants can be defined as Taylor coefficients of K(t1, . . . , tn). The joint cumulant
κ(Xv : v ∈ V) of (Xv)v∈V can be computed as

κ(Xv : v ∈ V) :=
∑

π∈Π(V)

(|π|− 1)! (−1)|π|−1
∏
B∈π

E

[∏
v∈B

Xv

]
,

where Π(V) is the set of partitions of V .

Let us remark that, by some straightforward combinatorics, it follows from the previous
definition that

E

[∏
v∈V

Xv

]
=

∑
π∈Π(V)

∏
B∈π

κ(Xv : v ∈ B).

Abelian sandpile model and uniform spanning trees Let Λ ⊆ Zd be finite. We identify
all vertices of Zd \ Λ into the ghost vertex g. Call a height configuration a map ρ : Λ → N.
The Abelian sandpile model (ASM) with toppling matrix (∆(u, v))u, v∈Λg is a discrete-time
Markov chain on SΛ =

∏
v∈Λ{1, . . . , 2d}. Given ρ ∈ SΛ the Markov chain evolves as follows:

choose uniformly at random a site w ∈ Λ and increase the height by one. For a site w which
is unstable, that is, such that ρ(w) > 2d, we decrease the height at w by 2d and increase
the height at each nearest neighbor of w by one. At the ghost vertex g, particles leave the
system. All unstable sites are toppled until we obtain a stable configuration. It is known
that the unique stationary measure of the ASM is the uniform measure on all recurrent
configurations RΛ and furthermore that |RΛ| = det(−∆Λ). In fact, there is a bijection (the
“burning algorithm” or “burning bijection” by Majumdar and Dhar (1992)) between spanning
trees of Λg and recurrent configurations of RΛ. See also Járai (2018), Meester et al. (2001)
for more details.

For z ∈ Λ, let hΛ(z) = 1{ρ(z)=1} be the indicator function of having height 1 at site z ∈ Λ.

Definition 2.7 (Good set, Dürre (2009b, Lemma 24)). We call A ⊆ Λ a good set if the set A
does not contain any nearest neighbors and, for every site v ∈ Λ \A, there exists a path P of
nearest-neighbor sites in Λg so that P and A are disjoint.
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Lemma 2.8 (Dürre (2009b, Lemma 24)). Let V ⊆ Λ. The expected value E
[∏

v∈V hΛ(v)
]
,

which is the probability of having height one on V under the stationary measure for the ASM
on Λ, is non-zero if and only if V is a good set.

For any finite connected graph G = (Λ, E) we define a spanning tree T of G as a connected
subgraph containing every vertex of Λ and having no loops. Let us denote by T the set of all
possible spanning trees of G. We use P to denote the uniform measure on all possible such
trees. That is, for T ∈ T we have

P(T) = 1
det(−∆Λ)

.

See e.g. Lyons and Peres (2017, Chapter 4).

2.1 A primer on Grassmann variables
In this subsection, we will introduce notions and results about Grassmannian variables and
integration. We refer to Abdesselam (2004), Meyer (1995) for further reading.

Definition 2.9 (Abdesselam (2004, Definition 1)). LetM ∈ N and ξ1, . . . , ξM be a collection of
letters. Let R [ξ1, . . . , ξM] be the quotient of the free non-commutative algebra R⟨ξ1, . . . , ξM⟩
by the two-sided ideal generated by the anticommutation relations

ξjξj = −ξiξj, (2.4)

where i, j ∈ [M]. We will denote it by ΩM and call it the Grassmann algebra in M variables.
The ξ’s will be referred to as Grassmannian variables or generators. Due to anticommutation
these variables are called “fermionic” (as opposed to commutative or “bosonic” variables).

Notice that, due to the anticommutative property, we have that for any variable Pauli’s
exclusion principle holds (Abdesselam, 2004, Proposition 2):

ξ2i = 0, i ∈ [M]. (2.5)

An important property for elements of ΩM is the following (see e.g. Caracciolo et al. (2013,
Proposition A.6)).

Proposition 2.10. The Grassmann algebra ΩM is a free R-module with basis given by the
2M monomials ξI = ξi1 · · · ξip where I = {i1, . . . , ip} ⊆ [M] with i1 < · · · < ip. Each element
F ∈ ΩM can be written uniquely in the form

F =
∑
I⊆[M]

aIξI, aI ∈ R.

Next we will define Grassmannian derivation and integration.

Definition 2.11 (Grassmannian derivation, Abdesselam (2004, Equation 8)). Let j ∈ [M].
The derivative ∂ξj

: ΩM → ΩM is a map defined by the following action on the monomials
ξi1 · · · ξip . For I = {i1, . . . , ip} one has

∂ξj
ξI =

{
(−1)α−1ξi1 · · · ξiα−1ξiα+1 · · · ξip if there is 1 ≤ α ≤ p such that iα = j,

0 if j /∈ I.
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The following characterization of Grassmanian integration can be found in e.g. Swan
(2020, Equation 2.2.7). Grassmann–Berezin integrals on fermionic spaces are completely de-
termined by their values on Grassmann monomials as these form a basis for the space.

Definition 2.12 (Grassmannian–Berezin integration). The Grassmann–Berezin integral on
fermionic spaces is defined as∫

Fdξ := ∂ξM
∂ξM−1 · · ·∂ξ2∂ξ1F, F ∈ ΩM.

On the grounds of this definition, for the rest of the paper Grassmannian–Berezin integrals
will be denoted by

(∏M
i=1 ∂ξi

)
F.

Definition 2.13. Let f : R → R be an analytic function given by f(x) =
∑∞
k=0 akx

k, and let
F ∈ ΩM be an element of the Grassmann algebra. We define the composition of an analytic
function with an element of the Grassmann algebra, f(F), by

f(F) :=

∞∑
k=0

akF
k.

Notice that the series f(F) is, in fact, a finite sum since the ξ’s are nilpotent. An important
special case arises when M is even, M = 2m, and the generators ξ1, . . . , ξM are divided
into two groups ψ1, . . . , ψm and ψ1, . . . , ψm, where we think of each ψi as paired with its
corresponding ψi. Since we have an even number of generators of the Grassmann algebra,
we have that

m∏
i=1

∂ψi
∂ψi

= (−1)m(m−1)/2

(
m∏
i=1

∂ψi

)(
m∏
i=1

∂ψi

)
,

and this can be identified as being a collection of "complex" fermionic variables in the lan-
guage of Caracciolo et al. (2013, Equation (A.60)). We stress that the notation ψ is only
suggestive of complex conjugation and does not have anything to do with complex numbers.
We will use bold to denote the collection of Grassmannian variables, for instance ψ = (ψi)

m
i=1.

In particular in the following ψ and ψ will be treated as m× 1 vectors.
The next result (Caracciolo et al., 2013, Proposition A.14) computes the integral of so-called

Grassmannian Gaussians.

Proposition 2.14 (Gaussian integral for “complex” fermions). Let A be an m×m matrix with
coefficients in R. Then (

m∏
i=1

∂ψi
∂ψi

)
exp

(
(ψ, Aψ)

)
= det(A).

Another result (Caracciolo et al., 2013, Theorem A.16) is the analog of Wick’s formula
for Grassmannian Gaussians and also will be important to study properties of “transformed”
normal variables in the fermionic context.

For a given matrix A = (Ai, j)i∈I0, j∈J0 , and I ⊆ I0, J ⊆ J0, such that |I| = |J|, we write
det(A)IJ to denote the determinant of the submatrix (Ai, j)i∈I, j∈J. When I = J, we simply
write det(A)I.

Theorem 2.15 (Wick’s theorem for “complex” fermions). LetA be anm×m, B an r×m and C
an m× r matrix respectively with coefficients in R. For any sequences of indices I = {i1, . . . , ir}
and J = {j1, . . . , jr} in [m] of the same length r, if the matrix A is invertible we have
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1.
(
m∏
i=1

∂ψi
∂ψi

)
r∏
α=1

ψiαψjα exp
(
(ψ, Aψ)

)
= det(A) det

(
A−⊺

)
IJ
,

2.
(
m∏
i=1

∂ψi
∂ψi

)
r∏
α=1

(ψTC)α(Bψ)α exp
(
(ψ, Aψ)

)
= det(A) det

(
BA−1C

)
.

If |I| ̸= |J|, the integral is 0.

2.2 The fermionic Gaussian Free Field
Unless stated otherwise, let Λ ⊆ Zd be finite and connected in the usual graph sense. We
will also consider its wired version Λg as described on page 9.

Grassmannian algebra on Λ. We construct the (real) Grassmannian algebra Ω2Λ resp.
Ω2Λg with generators {ψv, ψv : v ∈ Λ} resp. {ψv, ψv : v ∈ Λg} as described in Subsection 2.1.
Note that Ω2Λ is a subset of the algebra Ω2Λg .

In the following we will now define the fermionic Gaussian free field with pinned and
Dirichlet boundary conditions. We use here for clarity the notation ⟨f, g⟩Λg :=

∑
v∈Λg fvgv.

Definition 2.16 (Fermionic Gaussian free field).

Pinned boundary conditions. The unnormalized fermionic Gaussian free field state on Λg

pinned at g is the linear map [·]pΛ : Ω2Λg → R defined as

[F]
p
Λ :=

( ∏
v∈Λg

∂ψv
∂ψv

)
ψgψg exp

(
⟨ψ, −∆gψ⟩Λg + ⟨δg, ψψ⟩Λg

)
F, F ∈ Ω2Λg

.

Dirichlet boundary conditions. The unnormalized fermionic Gaussian free field state with
Dirichlet boundary conditions is the linear map [·]pΛ : Ω2Λ → R defined as

[F]
0
Λ :=

(∏
v∈Λ

∂ψv
∂ψv

)
exp

(
⟨ψ, −∆Λψ⟩

)
F, F ∈ Ω2Λ.

We are borrowing here the terminology of “state” from statistical mechanics (compare
Friedli and Velenik (2017, Definition 3.17) since we do not associate a probability measure to
the fermionic fGFFs. Note that we can define the normalized counterpart of the fGFF with
pinned boundary conditions as

⟨F⟩pΛ :=
1

Zp
Λ

[F]
p
Λ ,

where Zp
Λ := [1]pΛ. The normalization constant can be determined from Theorem 2.15:

Zp
Λ = det(−∆Λ).

We can also define the normalized expectation ⟨·⟩0Λ in a similar fashion using Proposition 2.15
(noting that the normalization constant Z0

Λ also equals det(−∆Λ)). To avoid cluttering nota-
tion, in our definitions we write Λ as subindex, even though [·]0Λ, [·]

p
Λ and their normalized

counterparts live on Λg.
We will also consider gradients of the generators in the following sense.
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Definition 2.17 (Gradient of the generators). The gradient of the generators in the i-th
direction of Rd is given by

∇eiψ(v) = ψv+ei −ψv, ∇eiψ(v) = ψv+ei −ψv, v ∈ Λ, i = 1, . . . , 2d.

Remember that ed+i := −ei for 1 ≤ i ≤ d, as introduced at the beginning of Section 2.
Although the fermionic setting does not carry the notion of realization of random variables,

we interpret the evaluation of the states over observables as expectations, so we can extend the
notion of cumulants to the fermionic setting via the analogous expression for usual probability
measures. Therefore, we define cumulants as follows.
Definition 2.18 (Cumulants of Grassmannian observables). Let V ⊆ Λg. The joint cumulants
κ•Λ(Wv : v ∈ V) of the Grassmannian observables (Wv)v∈V are defined as

κ•Λ (Wv : v ∈ V) =
∑

π∈Π(V)

(|π|− 1)! (−1)|π|−1
∏
B∈π

〈∏
v∈B

Wv

〉•

Λ

. (2.6)

The • indicates that we are considering states both under the pinned and the Dirichlet
conditions. As before one has〈∏

v∈V

Wv

〉•

Λ

=
∑

π∈Π(V)

∏
B∈π

κ•Λ(Wv : v ∈ B).

Example 2.19. Let v ∈ Λ and F = ψvψv. By Theorem 2.15 item 1. we have that〈
ψvψv

〉0
Λ
=

1
det(−∆Λ)

det(−∆Λ)GΛ(v, v) = GΛ(v, v).

The two-point function for v, w ∈ Λ such that v ̸= w is equal to〈
ψvψvψwψw

〉0
Λ
= det

(
GΛ(v, v) GΛ(v, w)
GΛ(w, v) GΛ(w, w)

)
= GΛ(v, v)GΛ(w, w) −GΛ(v, w)

2.

In particular, for v ̸= w, κ0Λ(ψvψv, ψwψw) = −GΛ(v, w)
2 < 0; that is, we have negative

“correlations", or more precisely, negative joint cumulants of second order.
Let us now introduce the main object of study in this paper.

Definition 2.20 (Gradient squared of the generators). The “gradient squared” X = (Xv)v∈V
of the generators is defined as

Xv :=
1
2d

2d∑
i=1

∇eiψ(v)∇eiψ(v), v ∈ Λ. (2.7)

This “gradient squared” will be evaluated under the fGFF state. We will also need auxiliary
Grassmannian observables Y = (Yv)v∈V defined as

Yv :=

2d∏
i=1

(
1−∇eiψ(v)∇eiψ(v)

)
, v ∈ Λ. (2.8)

The reader may have noticed that Xv, Yv may not be compatible with the state ⟨·⟩0Λ for
points close to the boundary. However, our setup will allow us to work only “well inside” Λ
so that we can safely work with Xv and Yv under the Dirichlet state. In fact, Lemma 4.2 is
key in this regard, showing that the fermionic Gaussian free fields defined with pinned and
Dirichlet boundary conditions respectively agree on observables that only depend on Λ.
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3 Results
In this section, we will state our main results. The first theorem provides a representation of
the expectation of the height-one field of the Abelian sandpile model in terms of the fields X
and Y.

Theorem 3.1. For V ⊆ Λin a good set as in Definition 2.7, and X, Y defined in Equations (2.7)
and (2.8), we have

E

(∏
v∈V

hΛ(v)

)
=

〈∏
v∈V

XvYv

〉p

Λ

. (3.1)

In the next theorem, we derive a closed-form expression for the joint cumulants of the field
X, together with their continuum scaling limit.

Let U be a smooth, connected, bounded subset of Rd and define Uε := U/ε ∩ Zd. For any
v ∈ U, let vε be the discrete approximation of v in Uε; that is, vε := ⌊v/ε⌋. Define also Gε as
the discrete harmonic Green’s function on Uε with 0-boundary conditions outside Uε, and gU
the continuum harmonic Green’s function on U with 0-boundary conditions outside U (recall
Section 2). We write Xεv, Xε and Yεv , Yε to emphasize the dependence of v on ε whenever
v belongs to Uε. Cyclic permutations without fixed points of a finite set A are denoted as
Scycl(A).

Theorem 3.2.

1. Let n ≥ 1 and let the set of points V := {v1, . . . , vn} ⊆ Λin be a good set. Let η denote a
map from V to E(V) such that η(v) ∈ Ev for all v ∈ V . The joint cumulants of the field
(−Xv)v∈V are given by

κ0Λ (−Xv : v ∈ V) = −
1

(2d)n
∑

σ∈Scycl(V)

∑
η:V→{e1, ..., e2d}

∏
v∈V

∇(1)
η(v)∇

(2)
η(σ(v))GΛ (v, σ(v)) .

(3.2)

2. Let n ≥ 2 and V := {v1, . . . , vn} ⊆ U be such that dist(V, ∂U) > 0. If vi ̸= vj for all i ̸= j,
then

κ̃1(v1, . . . , vn) := lim
ε→0

ε−dnκ0Λ (−Xεv : v ∈ V)

= −
1
dn

∑
σ∈Scycl(V)

∑
η:V→{e1, ..., ed}

∏
v∈V

∂
(1)
η(v)∂

(2)
η(σ(v))gU (v, σ(v)) . (3.3)

Corollary 3.3. Let C2 := 2/π − 4/π2. Under the assumptions of Theorem 3.2 item 2 we have
that

lim
ε→0

ε−2nκ(−C2 X
ε
v : v ∈ V) = lim

ε→0
ε−2nκ (hUε

(vε) : v ∈ V) .

The expression for the limiting cumulants of the height-one field can be found in Dürre
(2009a, Theorem 2). The proof of the statement follows from comparing this expression
to (3.3) and recalling that cumulants are homogeneous of degree n.

Another corollary of Theorem 3.2 is that the cumulants of the degree field of a uniform
spanning tree are identical to the cumulants of the field X with respect to the fermionic GFF
state.
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Corollary 3.4. Let V ⊆ Λin. Let the average degree field (Xv)v∈Λ in a uniform spanning tree
be defined as

Xv :=
1
2d

2d∑
i=1

1l{(v, v+ei)∈T} =
1
2d

degT (v),

where T has the law P of the uniform spanning tree on Λ (with wired boundary conditions).

1. Under the assumptions of Theorem 3.2 item 1, we have that

κ (Xv : v ∈ V) = κ0Λ (Xv : v ∈ V) (3.4)

and therefore

κ (Xv : v ∈ V) = −

(
−1
2d

)n ∑
σ∈Scycl(V)

∑
η:V→{e1, ..., e2d}

∏
v∈V

∇(1)
η(v)∇

(2)
η(σ(v))GΛ (v, σ(v)) .

2. Under the assumptions of Theorem 3.2 item 2, we have that

lim
ε→0

ε−dnκ (X εv : v ∈ V) = −

(
−1
d

)n ∑
σ∈Scycl(V)

∑
η:V→{e1, ..., ed}

∏
v∈V

∂
(1)
η(v)∂

(2)
η(σ(v))gU (v, σ(v)) .

Let us now turn our attention to the cumulants of another field, namely XY. We define
the matrix MΛ with entries

MΛ(f, g) := ∇(1)
η∗(f)∇

(2)
η∗(g)GΛ(f

−, g−), f, g ∈ E(Λ), (3.5)

where η∗(f) ∈ {e1, . . . , e2d} is the coordinate direction induced by f ∈ E(Λ) on f− (in the sense
that η∗(f) = ei if f = (f−, f− + ei)). Note that M is the transfer matrix (Lyons and Peres,
2017, Chapter 4). Hereafter, to simplify notation we will omit the dependence of MΛ on Λ
and simply write M.

Theorem 3.5 (Cumulants of XY on a graph). For n ≥ 1 let V := {v1, . . . , vn} ⊆ Λin be a good
set. For a set of edges E ⊆ E(V) and v ∈ V denote Ev := {f ∈ E : f− = v} ⊆ Ev. The n-th joint
cumulants of the field (XvYv)v∈V are given by

κ0Λ (XvYv : v ∈ V) =
(
−1
2d

)n ∑
E⊆E(V): |Ev|≥1 ∀v

K(E)
∑

τ∈Sco(E)

sign(τ)
∏
f∈E

M (f, τ(f)) (3.6)

where K(E) :=
∏
v∈V K(Ev) and K(Ev) := (−1)|Ev||Ev|.

We refer the reader to Subsection 4.1 for a definition of the connected permutations Sco(A)
of a finite set A.

Before we proceed to the next theorem, we remind the reader of the notation det(A)I,
introduced before Theorem 2.15, to denote the determinant of the matrix A with its rows and
columns restricted to the indexes in I.

Theorem 3.6 (Scaling limit of the cumulants of XY). For n ≥ 2 let V := {v1, . . . , vn} ⊆ U be
such that dist(V, ∂U) > 0. If vi ̸= vj, for all i ̸= j, then

κ̃2(v1, . . . , vn) := lim
ε→0

ε−dnκ0Λ (Xεv Y
ε
v : v ∈ V)

= −(Cd)
n

∑
σ∈Scycl(V)

∑
η:V→{e1, ..., ed}

∏
v∈V

∂
(1)
η(v)∂

(2)
η(σ(v))gU (v, σ(v)) , (3.7)
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where the constant Cd is given by

Cd =
1
d

∑
Eo⊆Eo: Eo∋e1

(−1)|Eo||Eo|
[
det
(
M
)
Eo\{e1}

+ 1l{Eo∋−e1} det
(
M

′)
Eo\{e1}

]
, (3.8)

where for any f, g ∈ Eo
M(f, g) = ∇(1)

η∗(f)∇
(2)
η∗(g)G0(f

−, g−)

and

M
′
(f, g) =

{
M(e1, g) if f = −e1,

M(f, g) if f ̸= −e1.
(3.9)

Remark 2. As expected in virtue of Theorem 3.1 and Corollary 3.3, for d = 2 one obtains

C2 =
2
π
−

4
π2

= πP(ρ(o) = 1)

by using the known values of the potential kernel (see for example Spitzer (2001, p. 149)).
Remark 3. In d = 2 the joint moments of XY are also conformally covariant with scale
dimension 2, just like the height-one field in Dürre (2009a) and the squared of the gradient
(bosonic) GFF in Cipriani et al. (2022).

The following result establishes the limiting cumulants of the height-one field of the ASM
on the hypercubic lattice in any dimension.

Corollary 3.7 (Height-one field limiting cumulants in d ≥ 2). Under the assumptions of
Theorem 3.2 item 2, for any d ≥ 2 we have that

lim
ε→0

ε−dnκ (hUε
(v) : v ∈ V) = −(Cd)

n
∑

σ∈Scycl(V)

∑
η:V→{e1, ..., ed}

∏
v∈V

∂
(1)
η(v)∂

(2)
η(σ(v))gU (v, σ(v)) ,

with Cd as in (3.8).

Finally, we can view our field as a distribution acting on smooth test functions in the
following sense. For any functions f1, . . . , fn ∈ C∞

c (U), we define

κ̂1 (f1, . . . , fn) :=

∫
Un

κ0Λ
(
−Xεx1 , . . . , −X

ε
xn

) ∏
i∈[n]

fi(xi) dxi, (3.10)

respectively
κ̂2 (f1, . . . , fn) :=

∫
Un

κ0Λ
(
Xεx1Y

ε
x1
, . . . , XεxnY

ε
xn

) ∏
i∈[n]

fi(xi) dxi. (3.11)

Theorem 3.8. For any functions f1, . . . , fn ∈ C∞
c (U) with pairwise disjoint supports one has

lim
ε→0

ε−dn κ̂1 (f1, . . . , fn) =

∫
Un

κ̃1(x1, . . . , xn)
∏
i∈[n]

fi(xi) dxi, (3.12)

with κ̃1 defined as the limit in (3.3). An analogous result is obtained exchanging κ̂1 and κ̃1 by κ̂2
and κ̃2 respectively in (3.12).
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Remark 4. We highlight the importance of the non-overlapping supports of the test functions,
which allows the joint cumulants to have a non-trivial limit when scaled by ε−d for each
function. If instead we remove the assumption of disjoint supports, and we consider Xε
respectively XεYε as distributions acting on test functions, we need to scale the field by
ε−d/2, in which case we can show that

lim
ε→0

ε−
d
2 κ̂1 (f1, f2) = ⟨f1, f2⟩L2(U),

and that
lim
ε→0

ε−
dn
2 κ̂1 (f1, . . . , fn) = 0, n ≥ 3,

for any f1, . . . , fn ∈ C∞
c (U), and similarly for κ̂2.

A first result in this direction was found in Kassel and Wu (2015, Theorem 5), where the
authors proved convergence of the law of so-called “pattern fields” for the UST. These can
be seen as the random variable obtained by applying the height-one field (or a similar local
observable of the UST) to a single constant test function f1 ≡ 1.

However, it is possible to extend their convergence to the full setting mentioned above
by following the strategy of Cipriani et al. (2022, Theorem 2), where the authors proved
convergence in distribution in an appropriate Besov space. This proof relies on bounding the
joint cumulants of the field, and since we know the decay of the double gradients of the
Green’s function (see (4.45)) the proof can be carried through by performing exactly the same
steps.

4 Proofs
Before going to the proofs of the main theorems we will give some additional definitions and
auxiliary results.

4.1 Permutations, graphs and partitions
In this subsection, we introduce more notation stated in Theorems 3.2 and 3.5.

General definitions. Let Λ be a finite and connected (in the usual graph sense) subset of
Zd and V ⊆ Λ be a good set according to Definition 2.7. As V is good, notice that every edge
in E(V) is connected to exactly one vertex in V .

Recal that for any finite set A we denote the set of permutations of A by S(A). Further-
more, we write Scycl(A) to denote the set of cyclic permutations of A (without fixed points).
Finally recall the set Π(A) of partitions of A.

We will use the natural partial order between partitions (Peccati and Taqqu, 2011, Chapter
2); that is, given two partitions π, π̃, we say that π ≤ π̃ if for every B ∈ π there exists a B̃ ∈ π̃
such that B ⊆ B̃. If π ≤ π̃, we say that π is finer than π̃ (or that π̃ is coarser than π). If
σ ∈ S(V), we denote as πσ ∈ Π(V) the partition given by the disjoint cycles of σ. This is the
finest partition such that σ(B) = B for all B ∈ πσ.

Fix A ⊆ E(V) such that Ev ∩A ̸= ∅ for all v ∈ V , i.e. we have a set of edges with at least
one edge per vertex of V . Let τ ∈ S(A) be a permutation of edges in A.

18



Permutations: connected and bare. We define the multigraph Vτ = (V, Eτ(V)) induced by
τ in the following way. For each pair of vertices v ̸= w in V , we add one edge between v and
w for each f ∈ Ev, f ′ ∈ Ew such that either τ(f) = f ′ or τ(f ′) = f. If v = w, we add no edge,
so degVτ

(v) ≤ |Ev|.

Definition 4.1 (Connected and bare permutations). Let Λ ⊆ Zd finite, V good as in Defini-
tion 2.7, A ⊆ E(V) and τ ∈ S(A) be given.

• We say that τ is connected if the multigraph Vτ is a connected multigraph.

• We say that τ is bare if it is connected and degVτ
(v) = 2 for all v ∈ V (it is immediate

to see that the latter condition can be replaced by |Eτ(V)| = |V |).

We will denote by Sco(A) the set of connected permutations in S(A), and by Sbare(A) the set
of bare permutations. See Figures 1 and 2 for some examples, where the mapping τ(f) = f ′ is
represented via an arrow f→ f ′.

Vττ

Figure 1 – A connected permutation τ on edges and
the multigraph Vτ associated to it, in d = 2. Notice
that this permutation is not bare.

Vττ

Figure 2 – A bare permutation τ on edges and the
multigraph Vτ associated to it, in d = 2.

For τ bare we have, by definition, that for each v there are exactly two edges f, f′ ∈ A
(possibly the same) such that τ(f ′) ̸∈ Ev and τ−1(f) ̸∈ Ev. We will refer to this as τ enters v
through f and exits v through f′. Therefore, for any bare permutation τ ∈ Sbare(A), we can
define an induced permutation on vertices σ = στ ∈ Scycl(V) given by σ(v) = w if there there
exists (a unique) f ∈ Ev and f ′ ∈ Ew such that τ(f) = f ′. Figure 3 shows an example in d = 2.

στ

v1 v1

v2

v2

v3 v3

Figure 3 – A bare permutation τ on edges and the induced permutation σ on points, in d = 2.

Any permutation of τ ∈ S(A) induces a partition πτ on A given by the disjoint cycles in τ.
Likewise, the partition πVτ ∈ Π(V) given by the connected components of Vτ gives the finest
partition on V such that τ (∪v∈BAv) = ∪v∈BAv for all B ∈ πVτ . If τ is connected, then πVτ = V .
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4.2 Auxiliary results
We start this section with a result that states [·]0Λ and [·]pΛ coincide over observables with
support inside of Λ.

Lemma 4.2. For all F ∈ Ω2Λ we have that

[F]
0
Λ = [F]

p
Λ . (4.1)

Proof. For clarity we will distinguish between the inner product ⟨·, ·⟩Λ and ⟨·, ·⟩Λg with a
subscript. We start by rewriting the exponent ⟨ψ, −∆gψ⟩Λg and isolating the terms with
either ψg or ψg.

⟨ψ, −∆gψ⟩Λg = ⟨ψ, −∆Λψ⟩Λ −
∑
u∈Λ

∆g(u, g)
(
ψgψu +ψuψg

)
+

(
1+

∑
u∈Λ

∆g(u, g)

)
︸ ︷︷ ︸

=:cg

ψgψg.

Notice that each of the elements of the sum above commutes with all other elements. We can
then compute exp

(
⟨ψ, −∆gψ⟩Λg

)
with Definition 2.13 as

e⟨ψ,−∆
gψ⟩Λg =

∞∑
k=0

1
k!

(
⟨ψ, −∆Λψ⟩Λ −

∑
u∈Λ

∆g(u, g)
(
ψgψu +ψuψg

)
+ cgψgψg

)k

=

∞∑
k=0

1
k!

∑
k1, k2, k3≥0
k1+k2+k3=k

k!

k1!k2!k3!

(
⟨ψ, −∆Λψ⟩Λ

)k1

(
−

∑
u∈Λ

∆g(u, g)
(
ψgψu +ψuψg

))k2 (
cgψgψg

)k3
.

Multiplying this sum by ψgψg and using (2.5), we obtain

ψgψge⟨ψ,−∆
gψ⟩Λg = ψgψg

∞∑
k=0

1
k!

(
⟨ψ, −∆Λψ⟩Λ

)k
= ψgψge⟨ψ,−∆Λψ⟩Λ .

Now, provided that F ∈ Ω2Λ, and in particular that ψg, ψg do not appear in F, we have that

[F]
p
Λ =

( ∏
v∈Λg

∂ψv
∂ψv

)
ψgψge⟨ψ,−∆Λψ⟩ΛF =

(∏
v∈Λ

∂ψv
∂ψv

)
e⟨ψ,−∆Λψ⟩ΛF = [F]

0
Λ .

The previous lemma yields a consequence which will be of great importance for our work.

Corollary 4.3. Let V = {v1, . . . , vk} ⊆ Λin and η(·), η ′(·) be any two maps V → {e1, . . . , e2d}.
Then  k∏

j=1

∇η(vj)ψ(vj)∇η ′(vj)ψ(vj)

p

Λ

=

 k∏
j=1

∇η(vj)ψ(vj)∇η ′(vj)ψ(vj)

0

Λ

.

Recalling that we denote the cumulants with respect to ⟨·⟩pΛ as κpΛ(·) and similarly for κ0Λ(·),
with the same notation above we have

κ
p
Λ

(
∇η(vj)ψ(vj)∇η ′(vj)ψ(vj) : j = 1, . . . , k

)
= κ0Λ

(
∇η(vj)ψ(vj)∇η ′(vj)ψ(vj) : j = 1, . . . , k

)
.

The proof is a simple consequence of the previous lemma and the fact that, if V ⊆ Λin, then
for all v ∈ V we have that ∇eiψ(v), ∇eiψ(v) ∈ Ω2Λ.
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4.3 Proof of Theorem 3.1
The proof of Theorem 3.1 will consist of three steps. In the first step (Proposition 4.4), we
will relate the probability of having a certain set of edges in a uniform spanning tree with
the fGFF state evaluated on fermionic Grassmannian observables. The statement can be
found in Bauerschmidt et al. (2021, Corollary B.3) and we will give its full proof to stress the
normalization factor.

Then in the second step we can demonstrate that these states can be written as a determi-
nant of a matrix containing double gradients of the Green’s function (Lemma 4.5) and finally,
to obtain (3.1) we note that the height-one field can be expressed as the average of certain
fermionic observables in the state ⟨·⟩0Λ.

For a set of oriented edges S, we abbreviate ζS as

ζS :=
∏
f∈S

(
ψf+ −ψf−

)(
ψf+ −ψf−

)
=

∏
f∈S

∇fψ(f−)∇fψ(f−),

where ∇f is an abuse of notation for ∇η∗(f), being η∗ as in (3.5). Note that ζf = ζ−f for
any oriented edge f. Therefore, we can consider ζ as defined on unoriented edges altogether.
For the same reason we can also write ∇fψ(f−)∇fψ(f−) without pinning down the exact
orientation of f.

Proposition 4.4. Let G = (Λ, E) be a finite graph. For all subsets of edges S ⊆ E

P(T : S ⊆ T) = ⟨ζS⟩pΛ . (4.2)

The following lemma will be useful to prove (4.2).

Lemma 4.5. Let S = {f1, . . . , fk} ⊆ E be edges such that all their endpoints belong to Λin. Then k∏
j=1

∇fjψ(f−j )∇fjψ(f
−
j )

p

Λ

= [ζS]
p
Λ = det(−∆Λ) det(M)S. (4.3)

A simple consequence of (4.3) is
⟨ζS⟩pΛ = det(M)S.

Proof of Lemma 4.5. Firstly, notice that, due to Corollary 4.3, we can substitute [·]pΛ by [·]0Λ
in the left-hand side of (4.3). It is straightforward to show that ζS is commuting, so that in
fact

[ζS]
0
Λ =

(
n∏
i=1

∂ψi
∂ψi

)
exp

(
⟨ψ, −∆Λψ⟩

)
ζS

=

(
n∏
i=1

∂ψi
∂ψi

)(
k∏
i=1

∇fiψ(f−i )∇fiψ(f
−
i )

)
exp

(
⟨ψ, −∆Λψ⟩

)
. (4.4)

Next, observe that(
∇fiψ(f−i ) : i = 1, . . . , k

)
= ψT C̃,

(
∇fiψ(f−i ) : i = 1, . . . , k

)
= B̃ψ,

where B̃ = C̃T and C̃ is a |Λ|× k matrix such that the column corresponding to the i-th point
is given by

C̃(·, i) = (0, . . . , 0, −1, 0, . . . , 0, 1, 0, . . . , 0)T ,
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with the −1 (resp. 1) located at the f−i -th position (resp. that of point f+i ). Therefore,

(4.4) =

(
n∏
i=1

∂ψi
∂ψi

) k∏
j=1

(
ψT C̃

)
j

(
B̃ψ
)
j

 exp
(
⟨ψ, −∆Λψ⟩

)
. (4.5)

The matrix −∆Λ has inverse given by the Green’s function GΛ(·, ·). The lemma now follows
from item 2. of Theorem 2.15 and the simple computation(

B̃(GΛ)C̃
)
(f, g) =M(f, g)

for f, g ∈ S.

Proof of Proposition 4.4. The proof follows from the previous Lemma 4.5 and the Matrix-Tree
Theorem:

P(T : S ⊆ T) = det(M)S,

see Lyons and Peres (2017, Equation (4.5)).

Once we have established the previous connections between uniform spanning trees and
our fermionic variables, we turn our attention to a connection between the height-one field
and the uniform spanning tree.

Lemma 4.6. Let G = (Λ, E) be a graph and V ⊆ Λin a good set (see Definition 2.7). Let
η : V → E(V) be a function such that η(v) assigns to every v ∈ V an edge incident to v. Let
η(V) be its image. Then the height-one field of the Abelian sandpile model satisfies

E

(∏
v∈V

hΛ(v)

)
= P (e /∈ T ∀ e ∈ E(V) \ η(V)) . (4.6)

Proof. Recall that the burning bijection maps every recurrent configuration of the sandpile
model to a spanning tree of the graph. The height-one configuration on the good set V can
be considered as a special case of a minimal sandpile configuration (see Járai and Werning
(2012, Definition 1)). By Járai and Werning (2012, Lemma 4) there is a burning sequence in
the burning algorithm that burns all vertices in Λ\V before burning any vertex in V . We can
use this burning sequence to understand what the tree associated to a configuration ρ on Λ
such that ρ(v) = 1, v ∈ V , looks like.

Denote by GV the subgraph constructed from G by wiring all edges incident to V into a
ghost site (usually called “sink” in the ASM language) and removing all loops. Fix a spanning
tree t0 of GV . Since V is a good set and thus its vertices have distance at least two between
each other, we know that the subgraph GV consists of |V | vertices, each connected to the sink
by 2d edges. We know that t0 must contain one of those edges for each vertex. For each
such t0, we define the map η : V → E(V) such that η(v) is the only edge in E(V) ∩ t0 which
is incident to v.

Hence, denoting by TV the edges of T with one endpoint in V , we obtain

P(ρ : ρ(v) = 1, ∀ v ∈ V) = P(T : TV = η(V)).

Since this probability does not depend on the choice of t0 we can write

P(ρ : ρ(v) = 1, ∀ v ∈ V) = P(T : TV = η(V)) = P
(
T : T ∩ (E(V) \ η(V)) = ∅

)
,

which yields the result by the Matrix-Tree Theorem. The fact that the above probability does
not depend on η follows from Járai and Werning (2012, Theorem 1).
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We will combine the two previous observations in the sequel and prove relation (3.1).

Proof of Theorem 3.1. Let us first prove the theorem for V = {o}, the origin (the choice of the
origin is made only to avoid heavy notation as we will see), and then the general case |V | > 1.
Consider the function η : {o} → Eo such that η(o) = o+ e1. By Lemma 4.6 we have that

P(hΛ(o) = 1) = P(e2 /∈ T, . . . , e2d /∈ T) = P(e2 /∈ T, . . . , e2d /∈ T, e1 ∈ T).

By the inclusion-exclusion principle we can write

P(hΛ(o) = 1) = P(e1 ∈ T) −
2d∑
i=2

P(ei ∈ T, e1 ∈ T)+∑
2≤i1 ̸=i2≤2d

P(ei1 ∈ T, ei2 ∈ T, e1 ∈ T) − · · ·− P(e1 ∈ T, . . . , e2d ∈ T). (4.7)

We rewrite each summand above in terms of fermionic variables by using Proposition 4.4.
Slightly abusing notation, we call ei also the point o+ ei. Therefore, we obtain

P(hΛ(o) = 1) =
〈
(ψo −ψe1)(ψo −ψe1)

〉p
Λ
−

2d∑
i=2

〈
(ψo −ψe1)(ψo −ψe1)(ψo −ψei)(ψo −ψei)

〉p
Λ

+ · · ·−

〈 2d∏
i=1

(ψo −ψei)(ψo −ψei)

〉p

Λ

. (4.8)

Now we use the formula
n∏
i=1

(1− ai) =
∑
A⊆[n]

(−1)|A|
∏
j∈A

aj, ai ∈ R, n ∈ N

in the right-hand side of (4.8) to conclude that

P(hΛ(o) = 1) =

〈
(ψo −ψe1)(ψo −ψe1)

2d∏
i=2

[
1− (ψo −ψei)(ψo −ψei)

]〉p

Λ

=

〈
(ψo −ψe1)(ψo −ψe1)

2d∏
i=1

[
1− (ψo −ψei)(ψo −ψei)

]〉p

Λ

.

In the last equality, we are using that
[
(ψu −ψv)(ψu −ψw)

]2
= 0 by the anticommutation

property (2.4) for all u, v.
Recall that, by Lemma 4.6, the above probability does not depend on the choice of η(·).

Hence, summing over all possible 2d functions η : {o} → Eo, we obtain

P(hΛ(o) = 1) =

〈
1
2d

2d∑
i=1

(ψo −ψei)
(
ψo −ψei

) 2d∏
j=1

[
1− (ψo −ψej)(ψo −ψej)

]〉p

Λ

,

which yields the claim for V = {o}. With the appropriate change of notation the proof yields
the same result for any o ̸= v ∈ V .
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Let us pass to the general case |V | > 1. The event that, for all v ∈ V , the edges in Ev \{η(v)}
are not in the spanning tree T of G and the edge {η(v)} is in T can be decomposed as

⋂
v∈V

{η(v) ∈ T } ∩

 ⋃
e∈Ev\{η(v)}

{e ∈ T }

c =
⋂
v∈V

{η(v) ∈ T } ∩

 ⋃
e∈E(V)\{η(V)}

{e ∈ T }

c .
We obtain, by the above and the same inclusion–exclusion principle in the second equality,

P

⋂
v∈V

{η(v) ∈ T } ∩

 ⋃
e∈Ev\{η(v)}

{e ∈ T }

c
= P

(⋂
v∈V

{η(v) ∈ T }

)
− P

⋂
v∈V

{η(v) ∈ T } ∩
⋃

e∈E(V)\{η(V)}

{e ∈ T }


=

∑
S⊆E(V)\η(V)

(−1)|S|P
(⋂
v∈V

{η(v) ∈ T } ∩ (S ⊆ T)

)
,

(4.9)

where again we sum over the probabilities that the edges of η(V) are in the spanning tree T
as well as those in S ⊆ E(V)\η(V). Again, by Proposition 4.4, Equation (4.9) becomes

∑
S⊆E(V)\η(V)

(−1)|S|
〈 ∏

{r, s}∈η(V)

(ψr −ψs)
(
ψr −ψs

) ∏
{u,w}∈S

(ψu −ψw)
(
ψu −ψw

)〉p

Λ

. (4.10)

We observe that the sets of edges S such that S ∩ η(V) ̸= ∅ do not contribute to (4.10),
since again by the anticommutation relation

[
(ψu −ψw)

(
ψu −ψw

) ]2
= 0 for all u, w ∈ Λ.

Moving the sum into the bracket we obtain

∑
S⊆E(V)

〈 ∏
{r, s}∈η(V)

(ψr −ψs)
(
ψr −ψs

) ∏
{u,w}∈S

(−1)|S| (ψu −ψw)
(
ψu −ψw

)〉p

Λ

=

〈 ∏
{r, s}∈η(V)

(ψr −ψs)
(
ψr −ψs

) ∑
S⊆E(V)

∏
{u,w}∈S

(−1)|S| (ψu −ψw)
(
ψu −ψw

)〉p

Λ

=

〈 ∏
{r, s}∈η(V)

(ψr −ψs)
(
ψr −ψs

) ∏
{u,w}∈E(V)

(
1− (ψu −ψw)

(
ψu −ψw

))〉p

Λ

. (4.11)

Recall that, by Lemma 4.6, the probability above is not depending on the choice of η. There-
fore, there are (2d)|V | many functions η(·) giving the same expression (4.11). Normalizing the
field by (2d)−|V | yields the result.

4.4 Proofs of Theorem 3.2 and Corollary 3.4
In the following proof, we will write κ instead of κ0Λ for simplicity.

We start with a preliminary lemma which is an immediate consequence of Cipriani et al.
(2022, Lemma 4). This general lemma will be used for the proof of Theorem 3.2 item 2 and
will also serve for proving Theorem 3.6.
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Lemma 4.7. For fixed ε > 0 let V = {vε, v
′
ε} ⊆ Uε, E := E(Uε), f ∈ Evε , f ′ ∈ Ev ′

ε
such that

η∗(f) and η∗(f ′) do not depend on ε. Then

lim
ε→0

ε−dM (f, f ′) = ∂
(1)
η∗(f)∂

(2)
η∗(f ′)gU (v, v ′) , (4.12)

where η∗ is as in (3.5). In the right-hand side recall that ∂e, with e ∈ E, denotes a directional
derivative.

Proof of Theorem 3.2.

Part 1. Let B be a subset of V = {v1, . . . , vn}, where V is a good set. From Definition 2.7,
Lemma 4.5 and Lemma 4.2, we have〈∏

v∈B

Xv

〉0

Λ

=
1

(2d)|B|
∑

η:B→E(B)
η(v)∈Ev ∀v

〈
ζη(B)

〉0
Λ
=

1
(2d)|B|

∑
η:B→E(B)
η(v)∈Ev ∀v

det(M)η(B), (4.13)

where ζS was defined as ζS :=
∏
e∈S(ψe+ − ψe−)(ψe+ − ψe−) for some set of edges S. In

the above we used that if the set V is good, then any subset B ⊆ V is also good. Hence, any
edge in η(B) is incident to exactly one vertex of B. Equation (2.6) and the expansion of the
determinant in terms of permutations yield

κ (Xv1 , . . . , Xvn)

=
1

(2d)n
∑

η:V→E(V)
η(v)∈Ev ∀v

∑
π∈Π(V)

(|π|− 1)! (−1)|π|−1
∏
B∈π

∑
σ∈S(B)

sign(σ)
∏
v∈B

M (η(v), η(σ(v))) .

Dropping for the moment the summation over η’s and the constant, the previous expression
reads ∑

π∈Π(V)

(|π|− 1)! (−1)|π|−1
∏
B∈π

∑
σ∈S(B)

sign(σ)
∏
v∈B

M(η(v), η(σ(v))). (4.14)

Let π = π1 · · ·π|π|. We would like to swap the sum over σ ∈ S(B) with the product over
B ∈ π in (4.14). To do this, we first note that for any function f depending on B and σ,∏

B∈π

∑
σ∈S(B)

f(B, σ) =
∑

σπi
∈S(πi)

i∈[|π|]

∏
B∈π

f(B, σ).

In this way, we obtain from (4.14)∑
π∈Π(V)

(|π|− 1)! (−1)|π|−1
∑

σπi
∈S(πi),

i∈[|π|]

sign(σ)
∏
B∈π

∏
v∈B

M(η(v), η(σ(v))),

where σ = σπ1 · · ·σπ|π|
.

Before we continue, remember the partial order between partitions introduced in Subsec-
tion 4.1. We will use this to sum over the different partitions.

Let us first sum over σ ∈ S(V). Any such fixed σ can always be uniquely decomposed into
m disjoint cyclic permutations without fixed points; that is, σ = σ1 · · ·σm for some m ∈ [n].
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Let us call πσ the partition induced by σ. Now the sum over elements of Π(V) will be turned
into a sum over Πσ(V), being Πσ(V) the set of partitions π ′ ∈ Π(V) such that πσ ≤ π ′. In
this way we obtain∑

σ∈S(V)

sign(σ)
∏
v∈V

M(η(v), η(σ(v)))
∑

π∈Πσ(V)

(|π|− 1)! (−1)|π|−1.

Notice that any partition π such that π ≥ πσ is given by an arbitrary union of elements of πσ.
Therefore, there is a 1-to-1 correspondence between the partitions Πσ(V) and the partitions of
the set {1, . . . , mσ}, where mσ is the number of cycles in σ. Furthermore, such correspondence
preserves the size of the partitions. So we can write our expression as∑

σ∈S(V)

sign(σ)
∏
v∈V

M(η(v), η(σ(v)))
∑

π∈Π([mσ])

(|π|− 1)! (−1)|π|−1.

With this at hand, let us work with the sum over Π ([mσ]). Notice that for any given function
f of |π| we know that ∑

π∈Π([n])

f (|π|) =

n∑
k=1

g(k, n)f (k) , (4.15)

with g(k, n) a multiplicity factor. That is, as long as f depends only on |π| and not on the
complete permutation π, we can turn the sum in partitions of V into a sum over number of
blocks each partition has, at the expense of introducing a multiplicity factor. This factor is
given by the so-called Stirling numbers of the second kind, which are defined as the number
of ways to partition a set of n objects into k non-empty subsets and given by{

n

k

}
:=

1
k!

k∑
i=0

(−1)i
(
k

i

)
(k− i)n.

Using this, we obtain

∑
π∈Π([mσ])

(|π|− 1)! (−1)|π|−1 =

mσ∑
k=1

{
mσ

k

}
(k− 1)! (−1)k−1. (4.16)

Finally, due to algebraic properties of the Stirling numbers of the second kind, it holds that

m∑
k=1

{
m

k

}
(k− 1)! (−1)k−1 =

{
1 if m = 1,
0 if m ≥ 2.

(4.17)

Hence, we obtain

∑
σ∈S(V)

sign(σ)
∏
v∈V

M(η(v), η(σ(v)))

mσ∑
k=1

{
mσ

k

}
(k− 1)! (−1)k−1

=
∑

σ∈S(V):mσ=1

sign(σ)
∏
v∈V

M(η(v), η(σ(v)))

=
∑

σ∈Scycl(V)

sign(σ)
∏
v∈V

M(η(v), η(σ(v))),
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where the last equality comes from the fact that mσ = 1 if and only if σ is a full cyclic
permutation of V without fixed points. Now, for a full cycle σ of length n, we have sign(σ) =
(−1)n−1. This way, we arrive to

(−1)n−1
∑

σ∈Scycl(V)

∏
v∈V

M(η(v), η(σ(v))) = (−1)n−1
∑

σ∈Scycl(V)

∏
v∈V

M(η(v), η(σ(v))).

Finally, reintroducing the sum over directions of differentiation, we obtain

κ (Xv1 , . . . , Xvn) = −

(
−1
2d

)n ∑
σ∈Scycl(V)

∑
η:V→E(V)
η(v)∈Ev ∀v

∏
v∈V

M(η(v), η(σ(v))).

By taking the field −Xv, and using homogeneity of cumulants, this concludes the proof of the
first statement.

Part 2. As for the second statement of the Theorem, note that in view of (3.2) and by setting
Λ = Λε := Uε the left-hand side of (3.3) can be equivalently written as

lim
ε→0

−
1

(2d)n
∑

σ∈Scycl(V)

∑
η:V→E(V)
η(v)∈Ev ∀v

∏
v∈V

ε−dM (η(vε), η(σ(vε)))


=

∑
σ∈Scycl(V)

∑
η:V→E(V)
η(v)∈Ev ∀v

lim
ε→0

(
−

1
(2d)n

∏
v∈V

ε−dM (η(vε), η(σ(vε)))

)
, (4.18)

where now M :=MUε
.

Remark 5. Notice that, in principle, we should take σε ∈ Scycl(Vε) and ηε : Vε → E(Vε)
in (4.18). However, there is a natural bijection between Scycl(V) an Scycl(Vε): for σ ∈ Scycl(V),
define σε(vε) :=

⌊
σ(v)
ε

⌋
. Likewise, we have a natural bijection between η’s and ηε’s. Notice

that this bijection works for every ε > 0 (which is not the case in the hexagonal lattice, as
it will be discussed in Subsection 5.2). Therefore, we will simply write σ and η without the
dependence in ε for the remainder of this proof. This also allows us to import the notion of
η(v) when ε→ 0 as direction rather than directed edge, since the graph structure disappears.
We will use similar bijections in the proof of Theorem 3.6.

We can now continue with the proof. By (4.18) it suffices to study

lim
ε→0

ε−dM (η(vε), η(σ(vε))) .

Using Lemma 4.7, this expression converges to

∂
(1)
η∗(η(v))∂

(2)
η∗(η(σ(v)))gU (v, σ(v)) . (4.19)

Remember that, as gU is differentiable off-diagonal, for x ̸= y we have

∂(1)e ∂
(2)
f gU(x, y) = −∂

(1)
−e∂

(2)
f gU(x, y) = −∂(1)e ∂

(2)
−fgU(x, y).
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However, as σ is cyclic, any such negative signs above will appear twice in the product (4.18)
and therefore will cancel, so that

(4.18) = −
1

(2d)n
∑

σ∈Scycl(V)

∑
η ′:V→{e1, ..., e2d}

∏
v∈V

∂
(1)
η ′(v)∂

(2)
η ′(σ(v))gU (v, σ(v)) .

Now note that ∏
v∈V

∂
(1)
η ′(v)∂

(2)
η ′(σ(v))gU (v, σ(v)) =

∏
v∈V

∂
(1)
η(v)∂

(2)
η(σ(v))gU (v, σ(v)) ,

for any η, η ′ such that the scalar product ⟨η(v), η ′(v)⟩ = ±1 for all v. Therefore, considering
2n choices of η ′ : V → {e1, . . . , e2d} for a single η : V → {e1, . . . , ed}, we arrive at

lim
ε→0

ε−dnκ
(
Xεv1 , . . . , X

ε
vn

)
= −

1
dn

∑
σ∈Scycl(V)

∑
η:V→{e1, ..., ed}

∏
v∈V

∂
(1)
η(v)∂

(2)
η(σ(v))gU (v, σ(v)) . (4.20)

Proof of Corollary 3.4. The proof of Theorem 3.2 can be carried through as long as one has
a field whose cumulants satisfy (4.13). Therefore by Proposition 4.4 we can also state the
results of Theorem 3.2 for the degree field.

4.5 Proof of Theorem 3.5
In the following proof, we will write κ instead of κ0Λ for simplicity as before. This proof
follows the same structure of Theorem 3.2. However, we have to account for the more
intricate set of permutations of edges.

Call Zv := XvYv. Let v1, . . . , vn be as in the statement of the theorem. Once again, we
write the joint moments of the field of interest as a sum. Using (4.10), we have〈∏

v∈B

Zv

〉0

Λ

=
1

(2d)|B|
∑

η:B→E(B)
η(v)∈Ev ∀v

∑
A⊆E(B)\η(B)

(−1)|A|
〈
ζη(B)∪A

〉0
Λ
, (4.21)

where, from Lemma 4.5, 〈
ζη(B)∪A

〉0
Λ
= det(M)η(B)∪A.

This determinant can be written in terms of permutations of edges as

det(M)η(B)∪A =
∑

τ∈S(η(B)∪A)

sign(τ)
∏

v∈η(B)∪A

M (v, τ(v)) .

Note that, as there can be multiple edges attached to the same site, there is no longer a
correspondence between permutation of edges in η(B)∪A and permutations in B. Using (2.6),
we get

κ (Zv1 , . . . , Zvn) =(
1
2d

)n∑
η

∑
A

(−1)|A|
∑

π∈Π(V)

(|π|− 1)! (−1)|π|−1
∏
B∈π

∑
τ∈S(EB)

sign(τ)
∏
f∈EB

M (f, τ(f)) ,
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where, once again, the sum over η’s is over all functions η : V → E(V) with η(v) ∈ Ev for all
v, the sum over A’s is over the subsets of A ⊆ E(V) \ η(V), and EB = EB(η, A) is the set of
edges in η(V) ∪ A that intersect sites of B. In the above, we are using that V is a good set,
and therefore {EB(η,A) : B ∈ π} provides a partition of E := η(V) ∪ A. In the following, we
will write Ev to denote E{v}.

Before proceeding to analyze the sum over the partitions, as we did in the proof of
Theorem 3.2, notice that |A| = |E | − n. Therefore, the sum above only depends on η and A
through E . We notice that for a fixed E there are

∏
v∈V |Ev| choices for the pair (η(V), A)

yielding the same E , so the sum above can be written as

κ (Zv1 , . . . , Zvn) =(
−1
2d

)n ∑
E: |Ev|≥1 ∀v

K(E)
∑

π∈Π(V)

(|π|− 1)! (−1)|π|−1
∏
B∈π

∑
τ∈S(EB)

sign(τ)
∏
f∈EB

M (f, τ(f)) .

We now concentrate on the sum over the partitions again, dropping the sum over E for
the moment. That is, we examine∑

π∈Π(V)

(|π|− 1)! (−1)|π|−1
∏
B∈π

∑
τ∈S(EB)

sign(τ)
∏
f∈EB

M (f, τ(f)) . (4.22)

Once again, we write π = {π1, . . . , π|π|} and use (4.15) to swap the sum over τ ∈ S(EB) with
the product over B ∈ π in (4.22). This way, we obtain∑

π∈Π(V)

(|π|− 1)! (−1)|π|−1
∑

τi∈S(Eπi
),

i∈[|π|]

sign(τ)
∏
B∈π

∏
f∈EB

M (f, τ(f)) ,

where τ = τ1 · · · τ|π|.
Now, we wish to swap the sum over π ∈ Π(V) with the sum over permutations τ. Let us

first sum over τ ∈ S(E). Any such τ can always be uniquely decomposed into m(τ) disjoint
cyclic permutations, that is, τ = τ1 · · · τm(τ) for some m(τ) ∈ {1, . . . , |E |}. Recall the definitions
of πVτ and the set of connected permutations Sco(E) of E as defined in Subsection 4.1. Denote
by Πτ(V) ⊆ Π(V) the subset of partitions of V that are coarser than πVτ . With this notation
in place, we can rewrite the last expression as∑

σ∈S(E)

sign(σ)
∏
f∈E

M (f, σ(f))
∑

π∈Πτ(V)

(|π|− 1)! (−1)|π|−1. (4.23)

Notice that π ∈ Πτ(V) has at most m(τ) blocks. Using again expression (4.16) in (4.23), we
get

∑
τ∈S(E)

sign(τ)
∏
f∈E

M (f, τ(f))

m(τ)∑
k=1

{
m(τ)

k

}
(k− 1)! (−1)k−1 =

∑
τ∈Sco(E)

sign(τ)
∏
f∈E

M (f, τ(f)) .

The equality is due to the fact that (4.17) forces m(τ) = 1, which in turn means that τ is
connected. Reintroducing the sum over E (with multiplicity), we obtain

κ (Zv : v ∈ V) =
(
−1
2d

)n ∑
E: |Ev|≥1 ∀v

K(E)
∑

τ∈Sco(E)

sign(τ)
∏
f∈E

M (f, τ(f)) .

This concludes the proof of the theorem.

29



4.6 Proof of Theorem 3.6
The proof is divided into four steps. In Step 1, we start from the final expression obtained
in Theorem 3.5 and show that it suffices to sum over only bare permutations τ, instead of
the bigger set of connected permutations. In Step 2, we simplify the expression even further,
showing that only permutations that enter and exit through parallel edges on every point will
give a non-zero contribution in the scaling limit as ε→ 0. In Step 3, we write the expression
in terms of contributions of the permutations acting locally in the vicinity of a vertex and
globally mapping an edge incident to one vertex to an edge which is incident to another
vertex. Finally, in Step 4, we identify the global multiplicative constant of the cumulants.

Step 1. From Theorem 3.5, we start with the expression

κ (Zεv : v ∈ V) =
(
−1
2d

)n ∑
E: |Evε |≥1 ∀v

K(E)
∑

τ∈Sco(E)

sign(τ)
∏
f∈E

M (f, τ(f)) ,

where now E is a subset of edges of Uε and M =MUε
. Throughout this proof, we will often

omit the dependence of E , τ (and later of other functions as well) on ε by using the same
idea as in Remark 5. This allows us not only to simplify the expressions, but also to use the
notions of connected/bare permutations as ε→ 0.

We will reduce the summation over τ ∈ Sco to a summation over τ ∈ Sbare (recall the
definitions in Section 4.1). Note that, for the edges Eτ(V) of the induced graph Vτ, we have
that |V | ≤ |Eτ(V)| ≤ |E(V)| as τ is connected. On the other hand, for each τ ∈ Sco,

∏
f∈E

M (f, τ(f)) = O

 ∏
f∈Ẽτ(V)

εd ∂
(1)
η∗(f)∂

(2)
η∗(τ(f))gU

(
f−, τ(f)−

) , (4.24)

being Ẽτ(V) those edges in Ev such that τ(f) ∈ Ew, with w ̸= v, and η∗ is the direction
induced by f resp. τ(f) on the point f− resp. τ(f)− as defined in Lemma 4.7. To show (4.24)
notice that, by Lemma 4.7,

M(f, τ(f)) = lim
ε→0

ε−dMUε
(f, τ(f)) = ∂

(1)
η∗(f)∂

(2)
η∗(τ(f))gU (v, v ′) (4.25)

whenever f− = vε ̸= τ(f)− = v ′ε, for some v, v ′ ∈ V . Once again, we are disregarding the
dependence of f in ε, by using the natural bijection of Remark 5. Using Cipriani et al. (2022,
Lemma 5),

M(f, τ(f)) = lim
ε→0

MUε
(f, τ(f)) =

{
∇(1)
ei
∇(2)
ej
G0(o, o) if f− = τ(f)−,

0 if f− ̸= τ(f)−,
(4.26)

being η∗(f) = ei and η∗(τ(f)) = ej for some i, j ∈ [2d]. Therefore, we can split the product∏
f∈EM (f, τ(f)) into one contribution where the permutation maps edges incident to one

vertex vε to edges which are incident to another vertex v ′ε ̸= vε, and another contribution
with edges incident to vertices vε which are mapped by τ to vertices incident to the same
vertex vε. For the former, M(f, τ(f)) is of order εd by (4.25); for the latter, it is of order one
by (4.26). This shows (4.24).

Now, remember that we rescale the cumulants by ε−d|V |, hence the expression in (4.24)
will be non-zero when taking the limit ε → 0 if and only if |V | = |Eτ(V)| (it can never

30



diverge since τ is connected and hence |V | ≤ |Eτ(V)|). This implies that we can consider only
permutations τ which are bare. Once again, following the idea of Remark 5, we are ignoring
the dependence of τ in ε, allowing us to take the limit as ε→ 0.

Step 2. Now, we examine the expression(
−1
2d

)n ∑
E: |Evε |≥1 ∀vε

K(E)
∑

τ∈Sbare(E)

sign(τ)
∏
f∈E

M (f, τ(f)) . (4.27)

Recall that each bare τ defines an entry and an exit edge in vε, as stated in Subsection 4.1.
Consider a permutation τ ∈ Sbare(E) which enters vε through the edge f and exits through the
edge f ′ such that ⟨f, f ′⟩ ≠ ±1. We construct another permutation ρ ∈ Sbare(E ′) for a possibly
different E ′, such that ρ(e) = τ(e) for all e ̸∈ Evε , and such that it will cancel the contribution
of τ in (4.27).

To construct such a permutation ρ, we take E ′ :=
(
∪v ′ ̸=vEv ′

ε

)
∪ E ′′

vε
, where

E ′′
u := {e ∈ Eu : ⟨e, f⟩ = ±1} ∪ {−e ∈ Eu : ⟨e, f⟩ ≠ ±1}, u ∈ Uε.

Remember that for e = (u, u + ei), we write −e to denote (u, u − ei). In words, E ′′
vε

is the
reflection of Evε with respect to the direction induced by f. See Figure 4 for two examples in
d = 2.

f f

Eu E ′
u

f f

Eu E ′
u

Figure 4 – Two examples of Eu and its corresponding E ′
u in d = 2.

Then we set ρ(e) = τ(e) for all e ̸∈ Evε and ρ(f) = −τ(f) as well as ρ(−e) = −τ(−e) for all
e ∈ E ′′

vε
. That is, we invert every edge of Evε that is not f. See Figure 5 for an example of τ

and ρ in d = 2.

τ ρ

f f

f ′f ′

u u

Figure 5 – Example of two permutations τ (left) and ρ (right) in d = 2 whose exit edges from u are opposite. The
contributions of these two permutations will cancel each other in the limit.

Under these conditions, by (4.26) and the translation/rotation invariance of the discrete
Green’s function in Zd, we have

M(e, τ(e)) = ∇(1)
e2
∇(2)
e1
G0(o, o) = ∇(1)

e2
∇(2)

−e1G0(o, o) (4.28)

for all e ∈ Evε such that e− = τ(e)− and ⟨e, τ(e)⟩ = 0.
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Now, remember that we assumed that τ leaves vε through an edge f ′ such that ⟨f, f ′⟩ ≠ ±1.
Therefore, ρ leaves vε through −f ′. Let us call v ′ the point such that τ(f ′) ∈ Ev ′

ε
. Using

Lemma 4.7, we have that

M(f ′, τ(f ′)) = ∂
(1)
η∗(f ′)∂

(2)
η∗(τ(f ′))gU (v, v ′)

= −∂
(1)
η∗(−f ′)∂

(2)
η∗(τ(f ′))gU (v, v ′)

= −∂
(1)
η∗(−f ′)∂

(2)
η∗(ρ(f ′))gU (v, v ′)

=M(−f ′, ρ(f ′)). (4.29)

Furthermore, notice that K(E) = K(E ′) and sign(τ) = sign(ρ). Now, examining the product
on the rightmost part of (4.27), we have that ρ and τ coincide for all edges outside of Evε .
As for the contributions given by factors of edges in Evε , (4.28) and (4.29) imply that their
product gives the same value under τ and ρ, except for the opposite sign of (4.29). Therefore,
for any permutation τ which exits vε through an edge that is orthogonal to the entry edge,
there exists a permutation ρ such that

K(E) sign(τ)
∏
f∈E

M (f, τ(f)) = −K(E ′) sign(ρ)
∏
f∈E′

M (f, ρ(f)) . (4.30)

Thus the only bare permutations which give a contribution to the limit of (4.27) as ε→ 0 are
those which enter vε through an edge f and exit vε through either f itself or −f.

For the remainder of the proof, we will use the notation

M(f, τ(f)) =

{
∇(1)
ei
∇(2)
ej
G0(o, o) if f− = τ(f)−,

∂(1)ei ∂
(2)
ej
gU (v, v ′) if f− = vε ̸= v ′ε = τ(f)−, v, v ′ ∈ V

(4.31)

whenever η∗(f) = ei and η∗(τ(f)) = ej for some i, j ∈ [2d]. We now need to further expand
the expression (

−1
2d

)n ∑
E: |Ev|≥1 ∀v∈V

K(E)
∑

τ∈S∗
bare(E)

sign(τ)
∏
f∈E

M (f, τ(f)) (4.32)

where S∗bare(E) indicates bare permutations that exit a point through an edge parallel to the
entry one (it can be the same). Note that now Ev ⊆ Eo + v, v ∈ V .

Step 3. As stated in Subsection 4.1, any bare τ induces a permutation σ ∈ Scycl(V) on vertices.
We will extract from τ a permutation σ among vertices and a choice of edges η (as in
Theorem 3.2) and we will separate it from what τ does “locally” in the edges corresponding
to a given point. To do this, we need to introduce, for fixed τ, the functions

η : V → E(V) such that η(v) ∈ Ev for all v

such that η(v) is the edge from which τ enters v, and

γ : V → {−1, 1}

which equals 1 at v if τ enters and exits v through the same edge η(v), and equals −1 if τ
exits v from −η(v). In short, the exit edge from v according to τ is γ(v)η(v) (from now on
written as γη(v) to relieve notation). Note that η, σ and γ determine Eτ(V) and are functions
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of τ (we will not write this to avoid heavy notation). With the above definitions we have
that (4.32) becomes

(
−1
2d

)n ∑
E: |Ev|≥1 ∀v

∑
η:V→E(V)
η(v)∈Ev ∀v

∑
σ∈Scycl(V)

∑
γ:V→{−1, 1}

(∏
v∈V

K(Ev)M (γη(v), η(σ(v)))

)
×

×
∑

τ∈S∗
bare(E;η, σ, γ)

sign(τ)
∏

f∈E\{γη(V)}

M (f, τ(f)) , (4.33)

where γη(V) := {γη(v) : v ∈ V}, and S∗bare(E ; η, σ, γ) is the set of bare permutations as in (4.32)
which now enter and exit each point v through the edges prescribed by η, σ and γ. In this
case we will say that τ is compatible with (E ; η, σ, γ). Figures 6 and 7 give examples of
compatible resp. non-compatible pairs of permutations in d = 2.

v1

v2

v3

v1

v2

v3 v1

v2

v3 v1

v2

v3

σ η γη

v1

v2

v3

Figure 6 – Top: two different compatible permutations in d = 2. Bottom: their corresponding σ, η and γ.

We have that (4.33) is equal to(
−1
2d

)n ∑
E: |Ev|≥1 ∀v

∑
η:V→E(V)
η(v)∈Ev ∀v

∑
σ∈Scycl(V)

∑
γ:V→{−1, 1}

(∏
v∈V

γ(v)K(Ev)M (η(v), η(σ(v)))

)
×

×
∑

τ∈S∗
bare(E;η, σ, γ)

sign(τ)
∏

f∈E\{γη(V)}

M (f, τ(f))

= −
∑
η

∑
σ

(∏
v∈V

M (η(v), η(σ(v)))

) ∑
E: Ev∋η(v) ∀v

K(E)
∑
γ

∑
τ∈S∗

bare(E;η, σ, γ)

sign(τ)
(−1)n−1 ×

×
∏
v∈V

 1
2d
γ(v)

∏
f∈Ev\{γη(v)}

M (f, τ(f))

 . (4.34)

Note that γ(v) is accounted for since, by Lemma 4.7,

M (γη(v), η(σ(v))) = γ(v)M (η(v), η(σ(v))) .
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v1

v2

v3v1

v2

v3

v1

v2

v3
v1

v2

v3

a) b)

d)c)

Figure 7 – Four different permutations that are not compatible with those in Figure 6. a) Permutation that respects
η and γ but not σ. b) Permutation that respects σ and γ but not η(v1). c) Permutation that respects σ and η but not
γ(w3). d) Permutation that does not respect σ, nor η(v1), nor γ(w3).

In the next step, we will fix η and σ, and prove that

∑
E: Ev∋η(v) ∀v

K(E)
∑
γ

∑
τ∈S∗

bare(E;η, σ, γ)

sign(τ)
(−1)n−1

∏
v∈V

 1
2d
γ(v)

∏
f∈Ev\{γη(v)}

M (f, τ(f))

 (4.35)

is a constant independent of v, η and σ.

Step 4. Using σ, η and γ, we have been able to recover in (4.34) an expression that depends
on permutations of vertices and directions similar to that of Theorem 3.2 item 2. To complete
the proof we will perform a “surgery” to better understand expression (4.35). This surgery
aims at decoupling the local behavior of τ at a vertex versus the jumps of τ between different
vertices. To do this, we define

ωτv(f) :=

{
τ(f) if f ̸= γη(v)
τ(η(v)) if f = γη(v), γ(v) = −1

, f ∈ Ev \ {η(v)} (4.36)

and

τ \ωτv(f) :=

{
τ(f) if f /∈ Ev
η(σ(v)) if f = η(v)

, f ∈ (E \ Ev) ∪ {η(v)}. (4.37)

In words, ωτv is the permutation induced by τ on Ev \ {η(v)} by identifying the entry and the
exit edges. On the other hand, τ \ωτv(f) follows τ globally until it reaches the edges incident
to vε, from where it departs reaching the edges of the next point. In Figure 8 we can see
some examples for γ(v) = −1 in d = 2, as the action of the surgery is trivial when γ(v) = 1.
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Figure 8 – Example of two permutations τ on the left and their respective ωτv (in blue) and τ \ωτv (in red) on the
right, both for the case γ(v) = −1, in d = 2.

In the following, we state two technical lemmas the we need to complete the proof of
Theorem 3.6. Their proofs will be given on page 37.
Lemma 4.8. Let E ⊆ E(V), η : V → E(V) such that η(v) ∈ Ev for all v ∈ V , σ ∈ Scycl(V),
γ : V → {−1, 1} and let τ be compatible with (E ; η, σ, γ). For every v ∈ V there is a bijection
between S(Ev\{η(v)}) and {ωτv : τ compatible with (E ; η, σ, γ)}.

See Figure 9 for an instance of Lemma 4.8.

η(v)

v

v v

γ(v) = 1 γ(v) = −1

Figure 9 – Top: a permutation ω ∈ S(Ev \ {η(v)}). Bottom: there is only one τ compatible with η, γ that can induce
ωτv = ω: τ is depicted on the left for γ(v) = 1 and on the right for γ(v) = −1.

Lemma 4.9 (Surgery of τ). Fix v ∈ V , E , η, σ, γ as above. Let τ be compatible with (E ; η, σ, γ).
Then for Ev ∋ η(v) we have that

sign(τ) = γ(v) sign(τ \ωτv) sign(ωτv) (4.38)

and ∏
f∈Ev\{γη(v)}

M (f, τ(f)) =
M (η(v), ωτv(γη(v)))

M (γη(v), ωτv(γη(v)))

∏
f∈Ev\{η(v)}

M (f, ωτv(f)) . (4.39)

Equivalently we can write∏
f∈Ev\{γη(v)}

M (f, τ(f)) =
∏

f∈Ev\{η(v)}

M
γ
(f, ωτv(f)) , (4.40)
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where for any g ∈ Ev \ {η(v}

M
γ
(f, g) =

{
M(η(v), g) if f = γη(v),
M(f, g) if f ̸= γη(v).

Note that Mγ is not necessarily a symmetric matrix anymore. In Figure 10, we can see an
example in d = 2 of the surgery from τ to ωτv2 , ω

τ
v1
, ωτv3 and ((τ \ωτv1) \ω

τ
v2
) \ωτv3 .

v1 v1

v2

v1

v2 v3 v3

Figure 10 – Example of a permutation τ on the left and its respective ωτv1 (in black), ωτv2 (in red), ωτv3 (in blue) and
((τ \ωτv1 ) \ω

τ
v2 ) \ω

τ
v3 (in purple) on the right, in d = 2.

We will now use these lemmas to rewrite (4.35) in a more compact form. Using (4.38)
recursively, we get

sign(τ) =

(∏
v∈V

γ(v) sign(ωτv)

)
sign((((τ \ωτv1) \ω

τ
v2
) \ . . .) \ωτvn).

Note that the permutation (((τ \ωτv1) \ω
τ
v2
) \ . . .) \ωτvn equals the permutation

(η(v1), η(σ(v1)), η(σ(σ(v1))), . . . , η(σ
n−1(v1)))

and, as such, it constitutes a cyclic permutation on n edges in E , so that

sign((((τ \ωτv1) \ω
τ
v2
) \ . . .) \ωτvn)

(−1)n−1 = 1.

With this in mind, applying (4.40) at every v we can rewrite (4.35) as

∑
E: Ev∋η(v) ∀v

K(E)
∑
γ

∑
τ∈S∗

bare(E;η, σ, γ)

(∏
v∈V

1
2d
γ2(v) sign(ωτv)

)∏
v∈V

1l{Ev∋γη(v)}
∏

f∈Ev\{η(v)}

M
γ
(f, τ(f)) .

Furthermore, recall that, given γ(v), ωτv(γη(v)) = τ(η(v)), which means that now the de-
pendence on τ is only through ωτv and γ(v). This, together with Lemma 4.8, allows us to
obtain

∑
E: E∋η(V)

K(E)
∑
γ

∑
ωv∈S(Ev\{η(v)}), v∈V

(∏
v∈V

1
2d

sign(ωv)

)∏
v∈V

1l{Ev∋γη(v)}
∏

f∈Ev\{η(v)}

M
γ
(f, τ(f)) .

(4.41)

At this point, we note that the expression above does not depend on v, σ or η anymore. In
fact, as ωv(f)− = f− = v, we have that M (f, ωv(f)) is a constant by definition (see (4.31)).
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Therefore, without loss of generality, we can take v = o, η(v) = e1 to get that (4.41) is equal
to the n-th power of

1
2d

∑
Eo: Eo∋e1

K(Eo)
∑

γ∈{−1, 1}

1l{γ=1}
∑

ω∈S(Eo\{e1})

sign(ω)
∏

f∈Eo\{e1}

M
γ
(f, ω(f))

+ 1l{γ=−1}1l{Eo∋−e1}

∑
ω∈S(Eo\{e1})

sign(ω)
∏

f∈Eo\{e1}

M
γ
(f, ω(f))

 .
(4.42)

Using the definition of determinant of a matrix, after applying the sum on γ ∈ {−1, 1} the first
term in the square brackets above is equal to det

(
M
)
, while for γ = −1 the second one yields

1l{Eo∋−e1} det
(
M

′), with M ′ as in (3.9). Summing these contributions we obtain

κ̃2(v1, . . . , vn) = −(Cd)
n

∑
σ∈Scycl(V)

∑
η:V→{e1, ..., ed}

∏
v∈V

∂
(1)
η(v)∂

(2)
η(σ(v))gU (v, σ(v)) , (4.43)

with
Cd =

1
d

∑
Eo: Eo∋e1

(−1)|Eo||Eo|
[
det
(
M
)
Eo\{e1}

+ 1l{Eo∋−e1} det
(
M

′)
Eo\{e1}

]
, (4.44)

where the factor 1/2 was canceled from (4.42) since we now take in (4.43) the sum over d
directions η, introducing a multiplicity of 2 for each point v ∈ V . Using (4.31) this concludes
the proof of Theorem 3.6.

In the final part of the section we give the proofs for Lemmas 4.8 and 4.9.

Proof of Lemma 4.8. The fact that every τ induces a permutation on Ev \ {η(v)} follows from
the definition (4.36). For the converse, consider a permutation ω ∈ S(Ev \ {η(v)}). Using
the fact that γ is fixed in our assumptions, we can reconstruct τ locally, and in turn ωτv,
according to the values of γ. If γ(v) = 1 then the only τ which satisfies ωτv = ω in Ev \ {η(v)}
is τ(f) = ω(f). If instead γ(v) = −1, the only τ which satisfies ωτv = ω is τ(f) = ω(f) for
f ∈ Ev \ {η(v)} and τ(η(v)) = ω(γη(v)).

Proof of Lemma 4.9. We will assume without loss of generality that γ = −1, as for γ = 1 we
have trivially that τ = ωτv ◦ (τ \ωτv). For η(v) ̸= γη(v), we expand the left-hand side of (4.39)
to get ∏

f∈Ev\{γη(v)}

M (f, τ(f)) =M (η(v), τ(η(v)))
∏

f∈Ev\{γη(v), η(v)}

M (f, τ(f))

=M (η(v), ωτv(γη(v)))
∏

f∈Ev\{η(v), γη(v)}

M (f, ωτv(f))

=
M (η(v), ωτv(γη(v)))

M (γη(v), ωτv(γη(v)))

∏
f∈Ev\{η(v)}

M (f, ωτv(f)) .

In the second line we used that ωτv(γη(v)) = τ(η(v)) and τ(f) = ωτv(f) for all f ∈ Ev \ {η(v)}.
Expression (4.40) follows from (4.39) and the definition of Mγ.

As for the signs, the permutation (τ\ωτv)◦ωτv can be written in terms of the decomposition
(in transpositions) of τ by suppressing the transposition (η(v), τ(−η(v)). Therefore, their
parities differ by a negative sign, and we get sign(τ) = − sign(τ \ωτv) sign(ωτv).
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4.7 Proof of Theorem 3.8
From Cipriani et al. (2022, Lemma 5) we know that

∣∣∣∇(1)
δ1
∇(2)
δ2
GUε

(vε, wε)
∣∣∣ ≤ C ·

{
|vε −wε|

−d if vε ̸= wε,
1 if vε = wε,

(4.45)

for some C = C(D) > 0, any δ1, δ2 ∈ E and vε, wε ∈ Dε, with D ⊆ U such that dist(D, ∂U) >
0. The functions f1, . . . , fn are bounded and have disjoint and compact supports, respectively
referred to as D1, . . . , Dn. Let

D := min
i̸=j∈[n]

dist(Di, Dj) > 0, F := max
i∈[n]

(sup
x∈D

∥fi(x)∥) <∞.
Now, the integrand in (3.12), namely

κ̃1 (⌊x1/ε⌋, . . . , ⌊xn/ε⌋)
∏
i∈[n]

fi(xi),

can be bounded by (4.45) by some constant multiple of

(
max

x1∈D1, ..., xn∈Dn

∣∣⌊xn/ε⌋− ⌊x1/ε⌋
∣∣−d n−1∏

i=1

∣∣⌊xi/ε⌋− ⌊xi+1/ε⌋
∣∣−d)Fn ≤ εdnD−dnFn

whenever ε is small enough (so that ⌊xi/ε⌋ ̸= ⌊xj/ε⌋ for all i ̸= j). Using dominated conver-
gence we can introduce the limit inside the integral in the left-hand side of (3.12), obtaining
the desired result from (3.3).

5 Towards universality
In this section, we will discuss generalizations of our results regarding the cumulants and the
scaling limits for the height-one and degree fields to other lattices. This indicates universal
behavior of those two fields. In particular, we will prove the analogous results of Corollary 3.4
and Theorem 3.5 for the triangular lattice.

We will mostly focus on the differences of the proofs and discuss the key assumptions
that we believe to be sufficient to extend our results to certain general families of graphs.
In particular, all these assumptions also apply to the hexagonal lattice. This will be further
discussed in Section 5.2.

5.1 Triangular lattice
Let us first define the coordinate directions of the triangular lattice, that is,

ẽj =

(
cos

(
π(j− 1)

3

)
, sin

(
π(j− 1)

3

))
, j = 1, . . . , 6.

Notice that ẽj+3 = −ẽj for j = 1, 2, 3. We also consider the set of directions

Ẽo := {ẽj : j = 1, . . . , 6}.
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Similarly to the hypercubic lattice case, we will use Ẽo to denote the directed edges leaving
the origin as well as the undirected edges containing the origin, or simply the unit vectors in
their respective directions. The set Ẽv will be analogously defined as the set of edges incident
to a site v and Ẽ(V) := ∪v∈V Ẽv.

The triangular lattice in dimension 2 (see Figure 11) is then given by

T :=
{
a1ẽ1 + a2ẽ2 : a1, a2 ∈ Z

}
.

ẽ1
ẽ2

Figure 11 – Triangular lattice and its spanning vectors ẽ1 and ẽ2.

For any finite connected set Λ ⊆ T we can define the discrete Laplacian ∆Λ analogously
to (2.3), with ∆Λ(u, v) = −6 if u = v, for u, v ∈ Λ. Likewise, we can define the Green’s
function (or potential kernel) via Definition 2.4. We can also extend the notion of good set
of points Definition 2.7 to subsets of the triangular lattice by simply using its graph distance,
and we can define both the UST and the ASM in Λ ⊆ T, noticing that the burning algorithm
and Lemma 4.6 still hold in this lattice. The fGFF with Dirichlet boundary conditions can be
defined again by simply using the graph Laplacian of Λ ⊆ T. Trivially, Lemma 4.2 still holds
in this setting.

The fermionic observables can be taken as

Xv :=
1

degT(v)
∑

e: e−=v

∇eψ(v)∇eψ(v), v ∈ Λ,

and
Yv :=

∏
e: e−=v

(
1−∇eψ(v)∇eψ(v)

)
, v ∈ Λ.

It follows that if the set V ⊆ Λ ⊆ T is good, then trivially Equation (3.4) and Theorem 3.1
(with Dirichlet boundary conditions, rather than pinned) still hold. In fact, Theorem 3.1 is
valid for any finite subset of a translation invariant graph.

We will now state the results for cumulants of the degree field and the height-one field
on the triangular lattice T. Recall the definition of the average degree field of the UST in
Corollary 3.4.
Theorem 5.1.

1. Let n ∈ N and let the set of points V := {v1, . . . , vn} ⊆ Λ be a good set. The joint
cumulants of the average degree field of the UST with wired boundary conditions (Xv)v∈V
are given by

κ0Λ (Xv : v ∈ V) = κ0Λ (Xv : v ∈ V)

= −

(
−1
6

)n ∑
σ∈Scycl(V)

∑
η:V→Ẽo

∏
v∈V

∇(1)
η(v)∇

(2)
η(σ(v))GΛ (v, σ(v)) . (5.1)
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2. Let n ≥ 1, V := {v1, . . . , vn} ⊆ Λin be given. For a set of edges E ⊆ Ẽ(V) and v ∈ V denote
Ev := {f ∈ E : f− = v} ⊆ Ẽv. The n-th joint cumulants of the field (XvYv)v∈V are given by

κΛ (hΛ(v) : v ∈ V) = κ0Λ (XvYv : v ∈ V) (5.2)

=

(
−1
6

)n ∑
E⊆Ẽ(V): |Ev|≥1 ∀v

K(E)
∑

τ∈Sco(E)

sign(τ)
∏
f∈E

M (f, τ(f)) (5.3)

where K(E) :=
∏
v∈V K(Ev) and K(Ev) := (−1)|Ev||Ev|.

In the above, we use the notation ∇ẽjf(v) := f(v+ ẽj) − f(v) for v ∈ T and j ∈ {1, . . . , 6}. The
proof of Theorem 5.1 follows in an analogous way to the proof of Corollary 3.4, item 1 and
the proof of Theorem 3.5, hence we will skip it. In the following, we will compute the scaling
limits.

Theorem 5.2. Let n ≥ 2 and V := {v1, . . . , vn} ⊆ U a good set such dist(V, ∂U) > 0, where
U ⊂ R2 is smooth, connected and bounded.

1. For the average degree field (Xv)v∈Λ of the UST, we have that

lim
ε→0

ε−2nκ0Λ (X εv : v ∈ V) = −

(
−
1
2

)n ∑
σ∈Scycl(V)

∑
η:V→{e1, e2}

∏
v∈V

∂
(1)
η(v)∂

(2)
η(σ(v))gU (v, σ(v)) .

(5.4)

2. For the ASM height-one field (hεv)v∈Λ, we have that

lim
ε→0

ε−2nκΛ (hεv : v ∈ V) = lim
ε→0

ε−2nκ0Λ (Xεv Y
ε
v : v ∈ V)

= −(CT)
n

∑
σ∈Scycl(V)

∑
η:V→{e1, e2}

∏
v∈V

∂
(1)
η(v)∂

(2)
η(σ(v))gU (v, σ(v)) ,

with
CT = −

25
36

+
162
π4

−
99

√
3

π3
+

99
2π2

−
5

4
√
3π

≈ 0.2241. (5.5)

Notice that the expression in (5.4) for the degree field appears with the same constant as in
the square lattice, although this is not the case for the height-one field in (5.5). Moreover, the
sum over the directions of derivation is over e1 and e2, and not ẽ1, ẽ2 and ẽ3.

Proof of Theorem 5.2 item 1. Using Lemma 4.7 for the triangular lattice (see Kassel and Wu
(2015, Theorem 1)) and expression (5.1), we have

lim
ε→0

−ε2n
(
−1
6

)n ∑
σ∈Scycl(V)

∑
η:V→Ẽo

∏
v∈V

∇(1)
η(v)∇

(2)
η(σ(v))GΛ (v, σ(v))

= −

(
−1
6

)n ∑
σ∈Scycl(V)

∑
η:V→Ẽo

∏
v∈V

∂
(1)
η(v)∂

(2)
η(σ(v))gU (v, σ(v))

= −

(
−1
6

)n ∑
σ∈Scycl(V)

∑
η:V\{v1}→Ẽo

 ∏
v∈V\{v1, σ−1(v1)}

∂
(1)
η(v)∂

(2)
η(σ(v))gU (v, σ(v))

×

×
∑

η(v1)∈Ẽo

∂
(1)
η(σ−1(v1))

∂
(2)
η(v1)

gU (v1, σ(v1))∂
(1)
η(v1)

∂
(2)
η(σ(v1))

gU (v1, σ(v1)) ,
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where in the last expression we simply isolated the factors that depend on η(v1). For any two
differentiable functions f1, f2 : U → R, and η = (η1, η2) = (cos((j − 1)π/3), sin((j − 1)π/3))
with j = 1, . . . , 6, we trivially have that∑

η∈Ẽo

∂ηf1(x, y)∂ηf2(x, y) = 3
∑

η ′∈{e1,e2}

∂η ′f1(x, y)∂η ′f2(x, y), (5.6)

where η ′ is a canonical unit vector in R2. By iterating and combining the last two expressions,
we are able to change the sum from the directions Ẽ(V) to {e1, e2}, the usual axis directions.
It follows that

−

(
−1
6

)n ∑
σ∈Scycl(V)

∑
η:V→Ẽo

∏
v∈V

∂
(1)
η(v)∂

(2)
η(σ(v))gU (v, σ(v))

= −

(
−1
2

)n ∑
σ∈Scycl(V)

∑
η:V→{e1, e2}

∏
v∈V

∂
(1)
η(v)∂

(2)
η(σ(v))gU (v, σ(v)) ,

which concludes the claim of the first statement.

Proof of Theorem 5.2 item 2.

Step 1. Setting Zv as in the proof of Theorem 3.5, Theorem 5.1 item 2 yields the expression

κ (Zεv : v ∈ V) =
(
−1
6

)n ∑
E⊆Ẽ(V): |Evε |≥1 ∀vε

K(E)
∑

τ∈Sco(E)

sign(τ)
∏
f∈E

M (f, τ(f)) .

The set Sco(E) is defined analogously to the square lattice case. Once again, using the
equivalent of Lemma 4.7 for the triangular lattice, we get that only bare permutations make
contributions to the limiting expression, that is

lim
ε→0

ε−2nκ (Zεv : v ∈ V) =
(
−1
6

)n ∑
E: |Ev|≥1 ∀v

K(E)
∑

τ∈Sbare(E)

sign(τ)
∏
f∈E

M (f, τ(f)) . (5.7)

The definitions of Sbare(E) and M are also analogous to the square lattice case. We will again
abuse notation here by referring to E as edges instead of directions of derivation.

Step 2. As we will see, this step is more delicate than its square counterpart, as in the
triangular lattice we will have fewer cancellations.

Given τ ∈ Sbare(E), fix v ∈ V , and let η(v) = η(v, τ) be the edge through which τ enters
v. Let α(v) ∈ {0, . . . , 5}. We define ηα(v) as the edge through which τ exists v, where
α(v)π/3 denotes the angle between the entry and exit edges. Let γα(v) := cos (α(v)π/3), so
that γα(v) ∈ {−1, −1/2, 0, 1/2, 1} and overall

⟨η(v), ηα(v)⟩ = ∥η(v)∥ ∥ηα(v)∥γα(v).

As benchmark recall that in the square lattice the angles between entry and exit edges are
multiples of π/2, hence their cosines belong to {−1, 0, 1}.

Define Rv, η : R2 → R2 to be the reflection on the line given by η(v). We then define

E ′ := Rv, η(E) :=

 ⋃
v ′ ̸=v

Ev ′

 ∪ {Rv,η(e) : e ∈ Ev}
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and, for τ ∈ Sbare(E), define ρ ∈ Sbare(E ′) as

ρ(e) =


τ(e), if e ∈ ∪v ′ ̸=vEv ′ ,

τ(ηα(v)), if e = Rv, η(ηα(v)),
Rv, η(τ(e

′)), if e = Rv, η(e ′) for some e ′ ∈ Ev \ {ηα(v)}.

See Figure 12 for an example of the reflected permutation ρ. We can then see that, once

η(v) η(v)

v v
η′(v)

η′(v)

Figure 12 – Left: a permutation τ on v. Right: its reflection ρ.

again, K(E) = K(E ′) and sign(τ) = sign(ρ). Furthermore, with simple calculations of inner
products we have

M (ηα(v), η(σ(v))) +M (Rv,η(η
α(v)), η(σ(v))) = 2 cos

(
α(v)π

3

)
M(η(v), η(σ(v))). (5.8)

This equation will play the role of (4.30), because now (5.7) is equal to (again we remind of
our abuse of notation by using η(v) to denote directions)(

−1
6

)n ∑
E: |Ev|≥1 ∀v

K(E)
∑

η:V→Ẽ(V)
η(v)∈Ev ∀v

∑
σ∈Scycl(V)

∑
α:V→{0, ..., 5}

∑
τ∈S∗

bare(E,η,σ,α)

sign(τ)×

×
∏

f∈E\ηα(V)

M (f, τ(f))
∏
v∈V

γα(v)
∏
v∈V

∂
(1)
η(v)∂

(2)
η(σ(v))gU (η(v), η(σ(v)))︸ ︷︷ ︸

(⋆)

. (5.9)

Here S∗bare(E ; η, σ, α) is the set of permutations compatible with E , η, σ, α modulo the equiv-
alence relation

τ ∼ ρ ⇐⇒ ρ = Rv, η(τ).

Notice that γα(v) ̸= 0 since the corresponding term does not contribute to (5.9).
The factor (⋆), which accounts for the interactions between different points, only depends

on the entry directions given by η, not on the exit directions ηα. This is the key cancellation
to obtain expressions of the form (3.6), up to constant.
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Step 3. We rewrite expression (5.9) as(
−1
6

)n ∑
η:V→Ẽ(V)
η(v)∈Ev ∀v

∑
σ∈Scycl(V)

∏
v∈V

∂
(1)
η(v)∂

(2)
η(σ(v))gU (η(v), η(σ(v)))×

×
∑

E: E⊇η(V)

∑
α:V→{0, ..., 5}

∑
τ∈S∗

bare(E;η, σ,α)

sign(τ)
∏
v∈V

K(Ev)γα(v) ∏
f∈Ev\{ηα(v)}

M (f, τ(f))


︸ ︷︷ ︸

(⋆⋆)

.

(5.10)

Remark that if ηα(v) ̸∈ E , the set S∗bare(E ; η, σ, α) is empty, and therefore not contributing to
the sum.

Notice that all entries of the type M(e, τ(e)) in (⋆⋆) are discrete double gradients of the
Green function of the full triangular lattice T (see Equation (4.31)). In the following we will
prove that (⋆⋆) does not depend on the choice of η nor σ. The value of the term (⋆⋆) will
give the n-th power of the constant CT.

Step 4. Following the approach we used in the hypercubic lattice, we once again proceed with
“surgeries” that will help us evaluate the local constant.

For this, given η : V → Ẽ(V), α : V → {0, . . . , 5}, E ⊆ Ẽ(V) with η(v), ηα(v) ∈ Ev, and
τ ∈ S∗bare(E ; η, σ, α), we define ωτv(Ev \ {η(v)}) and τ \ωτv((E \ Ev) ∪ {η(v)}) as

ωτv(f) :=

{
τ(f) if f ̸= ηα(v)
τ(η(v)) if f = ηα(v), α(v) ̸= 0

, f ∈ Ev \ {η(v)} (5.11)

and

τ \ωτv(f) :=

{
τ(f) if f /∈ Ev
η(σ(v)) if f = η(v)

, f ∈ (E \ Ev) ∪ {η(v)}.

An example of ωτv can be found in Figure 13.

η(v) η(v)

ηα(v) ηα(v)

v v

τ (η(v)) ωτ
v (η

α(v))

Figure 13 – Left: a permutation τ at the point v. Right: the surgery applied to τ, with ωτv denoted in red.

In this context, the analogous statement of Lemma 4.8 still holds. However, there is a
subtle difference in the analogous statement of Lemma 4.9.

Lemma 5.3 (Surgery of τ). Fix v ∈ V and E , η, σ, α as above. Let τ be compatible with E , η,
σ and α. Then

sign(τ) = (−1)1l{α(v) ̸=0} sign(τ \ωτv(f)) sign(ωτv).
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Furthermore let Ev be such that E ∋ η(v). Then

∏
f∈Ev\{ηα(v)}

M (f, τ(f)) =
M (η(v), ωτv(η

α(v)))

M (ηα(v), ωτv(η
α(v)))

∏
f∈Ev\{η(v)}

M (f, τ(f)) .

Equivalently, we can write that∏
f∈Ev\{ηα(v)}

M (f, τ(f)) =
∏

f∈Ev\{η(v)}

M
α
(f, ωτv(f)) ,

where for any g ∈ Ev

M
α
(f, g) :=

{
M(η(v), g) if f = ηα(v),
M(f, g) if f ̸= ηα(v).

(5.12)

Remark that the matrix Mα is not symmetric anymore. Lemma 5.3 reads almost the same as
its hypercubic counterpart Lemma 4.9, and its proof follows in the same manner, so it will be
omitted. Using the translation invariance of M, and setting η(v) = ẽ1, ηα(v) = ẽ1+α, ωτv = ω,
it follows that (⋆⋆) in Step 3 is equal to the n-th power of

1
6

∑
Eo: Eo∋ẽ1

K(Eo)
5∑
α=0

[
1l{α=0}

∑
ω∈S(Eo\{ẽ1})

sign(ω)
∏

f∈Eo\{ẽ1}

M (f, ω(f))

− γα1l{α̸=0}1l{Eo∋ẽ1+α}

∑
ω∈S(Eo\{ẽ1})

sign(ω)
∏

f∈Eo\{ẽ1}

M
α
(f, ω(f))

]
.

Using Equation 5.6, we obtain the cumulants

−(CT)
n

∑
σ∈Scycl(V)

∑
η:V→{e1, e2}

∏
v∈V

∂
(1)
η(v)∂

(2)
η(σ(v))gU (v, σ(v)) , (5.13)

with

CT =
1
2

∑
Eo: Eo∋ẽ1

(−1)|Eo||Eo|

[
det
(
M
)
Eo\{ẽ1}

−

5∑
α=1

γα1l{Eo∋ẽ1+α} det
(
M
α)

Eo\{ẽ1}

]
. (5.14)

Plugging in the values of the potential kernel of the triangular lattice (see e.g. Kenyon and
Wilson (2011) or Poncelet and Ruelle (2017)), this concludes the proof.

Remark 6. Note that, for the triangular lattice, we have that

CT =

(
1
18

+
1√
3π

)−1

P(h(o) = 1),

where P(h(o) = 1) was computed in Poncelet and Ruelle (2017, Equation 4.3).
Remark 7. As a safety check, expression (5.14) with γα = cos (απ/2) and α ∈ {0, 1, 2, 3} yields
the same value of the square lattice in d = 2 as in (4.44).

44



5.2 General graphs
A natural question is whether our approach would work on general graphs G embedded in
Rd. In this section, we would like to highlight the key ingredients we needed working on Zd
or T to prove our results.

Ingredient 1 – Matrix-Tree Theorem: as previously mentioned, Theorem 3.1, Theorem 3.2
item 1 and Theorem 3.5 work on any finite graph for which the Matrix-Tree Theorem and
the burning algorithm are valid, which includes subsets of any transitive, regular graph with
bounded degree.

Ingredient 2 – Good approximation of the Green’s function: for the scaling limits, we
need that the equivalent of Lemma 4.7 holds. For example, this is the case for graphs G such
that the sequence (Gε)ε with Gε = εG is a “good approximation of Rd” in the sense of Kassel
and Wu (2015, Theorem 1). They give a sufficient criterion to obtain such convergence, which
in dimension 2 includes transient isoradial graphs (and therefore the triangular and hexagonal
lattices).

Ingredient 3 – Isotropic neighborhoods: we believe that the neighborhood of each vertex
needs to be “isotropic”, in the sense that for v ∈ G, we need∑

u:u∼v

(ui − vi)(uj − vj) = cG δi, j, ∀ i, j ∈ [d],

for some constant cG , v = (v1, . . . , vd), u = (u1, . . . , ud), and δi, j the Kronecker’s delta
function. This is needed to substitute (5.6) and replace the reflection cancellations used in
Lemma 5.3.

With these ingredients in place, we believe that the scaling limit of the cumulants of the
degree field of the UST should have the same form we obtained, up to constants that only
depend on cG . The same applies to the height-one of the ASM field. However in this case
the global constant in front of the cumulants would also depend on the values of the double
discrete derivative of the Green’s function on G in a neighborhood of the origin. Furthermore,
such a constant will be very similar to the expression for CT given in (5.14).

The reader might have noticed that all the conditions above are satisfied by the hexagonal
lattice H, on which the height-one of the ASM has also been studied (see Poncelet and Ruelle
(2017)). The main difficulty for such a lattice is the lack of translation invariance, leading to
the set of space “directions” depending on the points. This means that the sum in η’s, say for
example in (4.18), will depend on ε, so that the convergence of the cumulants (either for the
UST or the ASM) cannot be done as we perform in this article. However with minor technical
modifications to our proofs we should recover similar results. In fact the UST degree field
should have the same global constant cH = −1/2 as in (5.4), whereas for the ASM CT in (5.5)
should be replaced by CH = 1/8.

Finally, we also expect that these results can be extended to other graphs that are not
translation-invariant, although an extra site-dependent scaling might be necessary in this
case.
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