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Abstract 
The objectives of this paper are to examine to what extent Big Data are pre-
sently used in population research and to consider their potential for causal 
inference. After examining the characteristics and challenges of big data, the 
subsequent section deals with the use of big data in the study of the key de-
mographic phenomena and is based on a literature review for the period 
2015-2022 of 63 scientific journals concerned with population issues. The fi-
nal section examines to what extent the use of big data could improve causal 
inference. Our results show that demographers continue to privilege sources 
of numerical data and are less prone to use digital media data or other 
sources such as images. Big Data can contribute to improving explanations in 
demography thanks to the large number of observations and variables in the 
data sets, especially when they can be individually linked together. Causal 
knowledge requires however that one can propose and test a suitable me-
chanism explaining why a variation in one variable produces a variation in 
another variable.  
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1. Introduction 

In the past few years, several demographers have pointed out the need to con-
sider big data in population studies. For example, Steven Ruggles (2014) has de-
scribed the large amount of microdata currently available, distinguishing be-
tween “designed” data (such as censuses) and “organic” or “shallow” data, i.e. 
data collected for other purposes than research (e.g. satellite imagery, mobile 
phone data, …). In her presidential address to the Southern Demographic Asso-
ciation, Stephanie Bohon (2018) has argued that demographers have long col-
lected and analysed big data but in a small way, focusing only on a subset of the 
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data. She considers that demographers should target big deep data, i.e. popula-
tion-generalizable data, rather than exhaust or found data created for other 
purposes than research. Bohon is in favour of data-driven approaches that look 
at the data holistically in view of detecting possible patterns. Kashyap (2021) 
provides an excellent review of the potentials of big data in demography, in par-
ticular the new opportunities provided by the availability of microdata from tra-
ditional sources and their linkage and by new data sources such as digital traces. 
The demographic literature has shown how individual-level microdata from 
censuses and registers expand the scope of population research and how new 
data sources such as traces from digital technologies can improve the under-
standing of human behaviors. However no study has ever thoroughly examined 
to what extent demographers actually use big data and for what population 
sub-fields. Additionally, it remains to be seen how big data can enhance the ex-
planatory power of models in the social sciences and in population studies in 
particular. These issues are analyzed in this paper. 

Based on the scientific papers on big data we have found using the research 
engine Google Scholar, we first examine in this paper the definitions and cha-
racteristics of big data, their sources and types. Several challenges to the use of 
big data are presented, and some examples given. The subsequent section, 
grounded on a literature review for the period 2015-2022 of 63 scientific journals 
concerned with population issues, deals with the use of big data in the study of 
the key demographic phenomena: union formation and dissolution, pregnancy 
and fertility, family and household, the life course, morbidity and mortality, in-
ternal (sub-national) migration and international migration. This literature re-
view, concentrating on high-income countries, is not intended to be a complete 
assessment of the use of big data in population studies but a reflection of the 
manuscripts published in the select group of highly cited journals focusing 
largely on human population. The final section examines to what extent the use 
of big data could improve causal inference, integrating inductive, abductive, and 
deductive approaches. 

2. Big Data: Definitions and Characteristics 

2.1. Definitions 

According to the literature on big data, the term ‘big data’ was first used in 1997 
in the context of the storage, management and visualization of large data objects 
(Cox & Ellsworth, 1997). There is however no universally accepted definition of 
big data. Actually, many different definitions can be found in the literature. In a 
study of sixty-two papers that contained a definition of big data, covering the 
period up to September 2015, Ylijoki and Porras (2016) identified 17 different 
definitions of big data. For example, big data has been defined as the manage-
ment and processing of any dataset that has a huge size, as large amounts of dig-
ital information, as an outcome of technology revolution where millions of 
people are generating huge amounts of data, as massive datasets that are gener-
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ated through a variety of resources including environmental sensors, devices 
such as smart watches, electronic medical records, imaging, laboratory studies, 
and administrative data (Al-Mekhal & Khwaja, 2019). 

According to Favaretto et al. (2020), the practical definitions of big data can 
be classified following five different dimensions, though some of these are not 
always present: 
• Source of data: data coming from digital technologies. 
• Human component: data generated from people. 
• Collection: data collected for no immediate purpose (found data) or with no 

informed consent. 
• Data processing: data needing sophisticated computational processes to be 

analysed. 
• Problem solving tool: capable of answering questions. 

Most definitions refer to at least one of the following aspects (Ward & Barker, 
2013). The first is the large size of the datasets, in the number of observations n 
and often in the number of variables p. The second is complexity, the data being 
structured (potentially available in tabular form) or unstructured (such as blogs 
or images), often provided by various sources. The third is technologies, mean-
ing the tools and techniques used to manage, process and analyse the datasets. 
Other common attributes are that n = all, meaning that big data relate to the en-
tire population within the system, and that they are generated continuously. 

2.2. Characteristics 

Many definitions of big data refer to their characteristics and especially to the 
3V, volume, velocity and variety. These attributes were first proposed by Doug 
Laney (2001) working at that time at the Meta Group1: 
• Volume relates to the huge amount of data. It has been estimated that the 

digital content will reach 180 × 1021 bytes by the year 2025 (University of 
Wisconsin, 2021). 

• Velocity refers to data creation in real-time. For example, Google receives 
more than 40,000 search queries every second (Ianni et al., 2021). 

• Variety concerns the data structure (structured, semi-structured, unstruc-
tured, generated from various sources and formats, e.g. text, sensor data, sa-
tellite imagery, digital pictures and videos, purchase transaction records, GPS 
signals). 

Three more V have been added since, in particular: 
• Veracity, referring to the possible (un)reliability of the data. 
• Value, referring to the insights and use that can be extracted from the data, 

the latter only becoming valuable once they are used for a specific purpose. 
• Variability, referring to the meaning of the data being context-dependent in 

space and time. 
Other attributes that have been described are exhaustivity (meaning n = all, 

 

 

1Reference is also given to Gartner Inc. where Laney subsequently worked. 
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though “all” can be small for some populations), relationality (conjoining of dif-
ferent datasets), and scalability (expanding in size rapidly) (Kitchin & McArdle, 
2016). 

An important point made by Ylijoki and Porras (2016) is that among the cha-
racteristics of big data one should separate the data and its usage. For example, 
value and veracity would not be characteristics of big data per se, but instead 
reflect the usage of the data. For practicing demographers in empirical studies, 
veracity and value would however be among the major characteristics of the da-
ta, in the search for an explanation of the latter. This would not necessarily be 
the case in theoretical studies based for instance on the simulation of artificial 
data. 

In this paper, we have considered the following characteristics as key in de-
mography: a reliance on found data (wholly or partly), including digital media 
data, but excluding made data such as specific-purpose surveys, available at the 
observation-unit level, and concerning a very large number of observations and 
variables. 

2.3. Data Sources and Types 

Much of the literature dealing with big data refers to social media or more gen-
erally to digital media data. Though these have been used in demography (see 
section 4), most of the sources demographers use relate to quantitative surveys, 
censuses, and administrative data (Kashyap, 2021). A comparison between social 
surveys, administrative data and data considered as big, can be found in the lite-
rature (Kitchin & McArdle, 2016). 

Data collected in quantitative surveys are made data in the sense that they are 
conducted in order to answer research questions. Though quantitative surveys 
can be structured and highly complex, with a large number of variables col-
lected, they do not usually satisfy the 3V criteria concerning volume and veloci-
ty. Moreover, the sample population is known and n is much smaller than all but 
considered to be representative of the reference population. 

Administrative data are found data, meaning that they are not originally col-
lected for a specific research purpose but for responding to legal requirements 
(e.g. live birth certificates), for obtaining periodic information on the whole 
population of a country (the census), or for monitoring trends (e.g. natural in-
crease from population registers). Administrative data are less complex than 
survey data, and are structured according to their objective. Their volume can be 
very large (e.g. individual census data for the whole population) and in some 
cases such as registries, data can be recorded in quasi real time. They cover their 
whole population of reference and classic statistical methods can be used. Ac-
cording to the 3V characteristics, administrative data can be assigned to the big 
data category (Connelly et al., 2016). Administrative registers can however lead 
to over-coverage if emigrations are poorly recorded; this can be a problem in 
migration research (Careja & Bevelander, 2018). Moreover, in all these sources 
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some persons remain uncovered and thus undocumented. For example, popula-
tion registers usually include only the legal residents of the country. 

The analysis of administrative data can be considerably enhanced by linking 
various sources together, such as linking census data to vital registration or hos-
pital records to taxation data. The European Nordic countries in particular have 
numerous registers that can be linked together. To give one example, Santavirta 
and Myrskylä (2015) have analysed a nationally representative sample of Finnish 
evacuees born in 1933-1944 by combining data collected from wartime govern-
ment records with the 1950 and 1971 censuses and 1971-2011 population regis-
ters. In the European Union, datasets can often be linked using the personal 
identification number (PIN) given to each individual at birth or other personal 
identifiers such as a social security number. If personal identifiers are not availa-
ble, other linkage methods (deterministic or probabilistic) can be used; the issues 
involved are examined in Harron et al. (2017). 

Other sources of big data often concern digital media, such as digital trace da-
ta obtained from mobile phones, from social media (e.g. YouTube, Facebook2, 
Twitter now X), online news, or from Google online searches. For example, the 
European Union (EU) has examined the potential of geo-referenced social-media 
data from Facebook and Twitter (X) to complement traditional sources for EU 
mobility statistics (Gendronneau et al., 2019). Acolin et al. (2022) have used 
consumer trace data assembled by commercial vendors3 to produce small-area 
population estimates. This type of Big Data may of course come from many oth-
er sources. In the field of health care for example, clinical data are provided by 
electronic medical records, by diagnostic results (such as those from imagery), 
by molecular data, and by administrative data (such as discharge records). All 
these sources are found data, meaning that they are not collected nor designed 
for research purposes. They are often very large and complex, i.e. recorded in 
real time on various supports and with different formats. Their representative-
ness is usually unknown, as well as the population of reference. Classic statistical 
methods often cannot be applied due to the very large volume of some sources, 
the variety of formats (tabular, text, images, etc.) and their high velocity (such as 
transactions on the financial markets). The strengths and weaknesses of digital 
trace data are discussed in Tjaden (2021), with a focus on migration research. In 
sum, in the context of demography, we consider that big data are found data that 
are available at the observation unit level and concern a very large number of 
observations and variables. 

3. Challenges 

On the basis of the literature on big data, we first review challenges posed to big data 
in general, and later we provide two specific examples relevant for demography. 

 

 

2Facebook is now part of the Meta group. 
3Data sources are e.g. credit card billing statements, voter registrations, real estate tax assessments, 
utility records, etc. 
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Many problems and one solution 
Using big data is not without challenges. For instance, Baro et al. (2015) point 

out the following ones. 
• Challenges on veracity: big data often have low veracity and their representa-

tivity can be difficult to validate. 
• Challenges on the workflow: in data capture, storing, cleaning, analysing, vi-

sualizing. 
• Challenges in analytics: traditional methods can be ill suited for dealing with 

the 3V and the unstructured nature of some of the data. New computational 
and visualization methods are often necessary. 

• Challenges on extracting meaning: many big data are not fully described nor 
correctly archived, and usually contain erroneous data and noise. 

• Challenges on facilitating extraction access: many data do not come from 
open sources but from private companies, and full data access is not guaran-
teed. This raises the question of who get access to the data and with what 
constraints. 

Other challenges that have to be considered include incomplete or conflicting 
data, data with different identifiers or formats, asynchronous data, and tampered 
or encrypted data (Wang, 2017). It has also been pointed out that in the field of 
innovative data it is the nature of the data and not their amount, the joining of 
different data sources, their use in a policy context, that are presently the main 
challenges to their use. 

In the case of social media data, more problems can arise (Boyd & Crawford, 
2012). For example, due to poor archiving, it can be difficult or impossible to 
access older data. The data cleaning procedure is not always clear. Large datasets 
are often unreliable and the problem is amplified when multiple datasets are 
used together. Furthermore, n is most usually not all. In other words, social me-
dia data are provided by a particular subset of all that is neither representative 
nor random. For instance, Facebook’s CrowdTangle database only includes pub-
lic Facebook pages with more than 50 K likes, public Facebook groups with 95k+ 
members, U.S.-based public groups with 2k+ members, and all verified profiles. 
It excludes among others all data or posts from private accounts. Some users 
create fake accounts or include fake information in their profile, for instance 
with respect to age or occupation. In addition, some accounts may be bots, i.e. 
softwares that automatically perform actions such as tweeting and re-tweeting. 
Twitter (X) estimates that around 5% of its accounts are bots (Twitter, 2021). 
Finally, as for all microdata, there are the issues of privacy disclosing. For exam-
ple, in their use of the WhatsApp social network, where no public anonymized 
database currently exists, Rosenfeld et al. (2018) had to develop a software that 
encrypted the data that were taken directly from the participants’ smartphones. 

Some of these challenges can be countered. For example new technologies of 
data processing such as Hadoop4 or IBM Streams5 have been developed for tack-

 

 

4A batch-oriented processing tool allowing the distributed processing of large data sets across clus-
ters of computers, each offering local computation and storage. 
5A data stream management system in real time. 
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ling voluminous or high velocity data. New computational methods for detecting 
patterns and associations in the data, based on machine-learning and artificial 
intelligence, are now available in a data mining perspective. And confidentiality 
issues have lead to differential privacy outlined below. On the other hand, com-
bining different data sources and formats remains at present a problem still to be 
fully resolved, and this is also the case for the low veracity and representativity 
challenges. In addition, the sharing of found data from private sources will re-
quire some form of legislation regulating the access to data held by the private 
sector. 

The newer techniques of differential privacy may attenuate the privacy risk in 
big data. In 2006, Dwork et al. (2006) published a path breaking paper on priva-
cy-preserving statistical data bases, or more generally on privacy-preserving 
analysis of data, where the true answer to a query is perturbed by the addition of 
random noise (in this case, noise coming from the Laplace distribution) and the 
true answer plus noise is returned to the user. They formalize in their paper the 
amount of noise required and propose a generalized mechanism for this pur-
pose. The less there are people in the database, the more noise needs to be added 
to preserve the privacy of any individual data. There is thus a trade-off between 
privacy and utility. A privacy loss parameter denoted by ε determines how much 
noise is to be added: the higher the epsilon, the more accurate the data will be, 
but the less privacy will be preserved. For a non-technical presentation of diffe-
rential privacy see Wood et al. (2020), and for detailed examples the reader is 
referred to e.g. U.S. Census Bureau (2021). Open-source software for statistical 
analysis offering the protection of differential privacy is available for instance at 
OpenDP (https://opendp.org). It can be used to build applications of priva-
cy-preserving computations based on the ‘curator model’, where a trusted data 
collector is presumed to have access to unprotected data and wishes to protect 
public releases of information. 

Differential privacy is quite effective against the risk of reconstruction-abetted 
disclosure but the methodology is not fool proof. For example, Lin and Xiao 
(2023) have shown that the method, in this case the TopDown Algorithm (TDA) 
used by the U.S. Census Bureau, does not necessarily prevent the identification 
of population uniques using the public census tables, such as an individual be-
longing to a cell in a table that has a value of one. In particular, the probability of 
disclosure depends upon the size of the population, its composition and the 
number of attributes taken into account. 

Two examples from the morbidity and health field 
The two examples presented here are taken from the field of morbidity and 

health. The first paper, by Timmins et al. (2018), reviews some contributions of 
found data to obesity research. The authors cover a large variety of sources that 
have been considered in obesity research. Retail sales have been used, for exam-
ple, for monitoring nutrition intakes at the population level and for evaluating 
the impact of public health campaigns on food purchases. Data provided by 
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commercial weight management programs (such as Weight Watchers) yield in-
formation on the effectiveness of these programs in relation to characteristics of 
the participants. Social media sources, such as Twitter (X), have been used e.g. 
for showing that urban areas in the U.S. with lower obesity rates more frequently 
discuss food, especially fruits and vegetables, and physical activities. Mobile 
phones and wearable technologies allow the measurement of physical activities, 
located in time and place thanks to GPS, in relation to characteristics of the 
owners. The paper also discusses the relevance of transport data, where few stu-
dies have been conducted for obesity research. The authors point out some is-
sues: the limited data access, the validity of found data and for some sources the 
difficulty of linking the information to individual behaviours. 

In relationship with the Covid-19 epidemic, the second paper (Yang et al., 
2021) examines the so-called Infodemics, i.e. the diffusion of misinformation re-
lated to the disease. The authors have collected social media data from both 
Twitter (X) and Facebook using the same keyword list. They have then deter-
mined the credibility of the tweets and posts by “tracking the URLs linking to 
the domains in a pre-defined list (…) based on information provided by the Me-
dia Bias/Fact Check website”6 (p. 3). Results show that low-credibility domains 
as a whole have a prevalence of links higher than every single high-credibility 
domain, though each low-credibility domain usually has a much lower preva-
lence than the high-credibility ones. The paper also shows, among others, that 
there are Infodemics super spreaders, and that there are clusters of accounts that 
act in a coordinated fashion to amplify Infodemics messages. One important 
problem pointed out by the authors is that the Twitter (X) data are based on a 
10% random sample of tweets and not users, the dataset being biased towards 
users that are more active. The Facebook data is limited by the selection of pages 
and groups in CrowdTangle as indicated above. 

These two papers illustrate some of the problems pointed out previously. For 
instance, none of the data has been initially collected for research purposes. The 
characteristics of the populations included in these sources can be different from 
those that would be observed in a random sample of the general population. Fi-
nally, access to found data is not guaranteed and, if obtainable, the information 
concerns only a fraction of the set of data that could be available in principle. 

4. Big Data and Demography 

As pointed out in the introduction, no methodical review of the actual use of big 
data by demographers has been published. We attempt here to fill the gap. The 
objectives of our literature review are twofold: 1) to identify what types of big 
data are used in demography and 2) to distinguish the subfields in which they 
are used. 

Selection of journals 
We first focus on the population journals that have been the most cited in the 

 

 

6MBFC is currently the most comprehensive media bias resource on the internet. 
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literature, considering that these journals form the core sources of literature in 
demography. Most of the authors publishing in these core journals are demo-
graphers. We have used the Scopus database on the Resurchify.com website7. 
Using keywords “Population” and “Demography”, we have first selected all 
journals having an impact score8 greater than one. This score is a measure of the 
yearly average number of citations to recent articles published in a journal. This 
list has then been checked using the Elsevier CiteScope metric in order to see on 
the one hand if we had not missed some journals, and on the other hand to ex-
amine the congruence of the ranking given by both metrics. Of course, this does 
not mean that a less cited journal is necessarily scientifically less significant. 

From this list of journals, we have kept those that we considered, based on our 
expertise, being focused on the key demographic processes: fertility, union for-
mation and dissolution, mortality and morbidity, and migration. A list of 14 
journals was reached on this basis. After perusal, one of them however, Migra-
tion Studies, fell outside the range of the article selection rules outlined below, its 
scope being multidisciplinary and not addressed to demography per se. Finally, 
13 journals corresponded to all of our criteria (see Appendix 1). All the journals 
selected are published in English, though the authors come from a large variety 
of institutions worldwide. Some of the journals cover the whole field of demo-
graphy, such as the journal Demography or the European Journal of Population, 
while others are restricted to a particular sub-field, e.g. International Migration 
or the Journal of Population Economics. Of course, there are some excellent pa-
pers on demography and big data in population journals that did not meet our 
selection criteria, and several are cited in the present article. 

With increasing multidisciplinarity, demographers can publish their papers 
based on big data in journals other than the demographic ones. To capture these 
‘outer-circle’ journals, we first searched on Google Scholar using a series of con-
junctive keywords such as “big data” and “demography” and “fertility” (or mor-
tality, or migration + mobility). This produced a huge number of sources: more 
or less 11,600 for fertility, 17,800 for mortality and 19,200 for migration. More-
over, after some checking, we found that many of these sources were irrelevant 
for the purpose of this paper. Modifying the keywords did not improve the 
search. We also used a database approach, with Sociological Abstracts for the so-
cial sciences, plus PubMed and Embase for the health field. This also led to an 
excessive number of papers. For example, with the filters “mortality AND regis-
ter”, Embase produced 7919 results for the U.S. and 15,556 for Europe. 

As a last resort, we selected journals referenced in the bibliographies of several 
recent reviews dealing with data innovation and demography (Gendronneau et 
al., 2019; Bosco et al., 2022; Kashyap et al., 2023; Kashyap & Zagheni, 2023; 
Rampazzo et al., 2023) and applied to these journals the same selection criteria 
as those for the core demographic journals previously discussed. This added 53 

 

 

7Websites accessed on April 20, 2022. 
8The impact score is based on Scopus data and can be a little higher compared to the impact factor 
using the Web of Science data. 
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journals satisfying our impact score criterion (IS > 1) to our preliminary list of 
13. Out of these journals, 50 contained at least one article corresponding to our 
article selection criteria (see below). These 50 journals are listed in Appendix 2. 

Next to journals, demographers also publish interesting material in book 
chapters, proceedings, reports, and working papers. These latter sources are not 
considered here, as our literature review is not intended to be a complete as-
sessment of the use of big data in demography, as pointed out in the Introduc-
tion, but a reflection of the manuscripts published in the rather exclusive circle 
of highly cited journals dealing for the most part with human population. 

Selection of articles 
For each of the 63 journals and for the period 2015-2022, the abstracts of all 

articles and the sections on Data and Methods were examined by the first two 
authors of this paper. In cases of uncertainty, the large majority of cases, the full 
contents of the papers were also examined. Criteria for selection were the fol-
lowing: a reliance on found data (wholly or partly), including digital media data, 
therefore excluding papers based on made data such as specific-purpose surveys 
(e.g. fertility or health surveys). Moreover, the studies could be based on census 
data, possibly sampled, on large-scale general-purpose surveys9, and on popula-
tion registers and administrative records, under the condition that the analyses 
were conducted at the observation-unit level (individual, household, …), and 
concerned big data volumes (arbitrarily defined here as 100,000 units at least10). 
Studies based on aggregate indicators, such as fertility rates, parity progression 
ratios, or life expectancies, were excluded. Once again, the focus of the papers 
should be on the core demographic phenomena. 

Before presenting the results, some words of caution. The journals selected 
here are only a subset of those on the market dealing with population issues. For 
example, some well-known population journals have not been kept for this re-
view because their impact score was lower than one, and they can contain papers 
on the topics considered here. Moreover, though we have added 50 journals to 
our initial list of 13, others also publish papers on the subject. Finally, the papers 
retained are not necessarily written by demographers, especially in the 50 “out-
er-circle” journals. In these, due to overlapping fields, many of the authors of the 
papers on mortality and morbidity, for example, come from epidemiology and 
the health field. To give another example, many geographers and economists are 
involved in migration research. Moreover, other selection criteria would lead to 
other choices. 

The 13 core journals 
We start with some general comments on the 13 core demographic journals. 

Few papers among those examined take a data-driven or exploratory data ap-
proach, possibly because journals prefer research founded on theoretical hypo-
theses. Few papers too opt for the newer methods of big data analysis based on 

 

 

9Such as the American Community Survey in the U.S., replacing the decennial census long-form. 
10Some detective work was often required for finding the number of observations in the papers. De-
mographers should include the value of n in all their tables of results. 
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machine-learning and artificial intelligence; most rely on classic econometric 
and statistical techniques. In these core journals, papers using information from 
digital technologies are rather rare, though we did find several based on mobile 
phone data, on Google Trends, Twitter (X), and Facebook. In many studies, the 
volume of observations reaches hundreds of thousands and even several million; 
demographers do deal with big data! On the other hand, the velocity and variety 
of most of the sources are low. In particular, papers in these journals rarely con-
sider sources other than numerical data, such as images or texts, though Cha-
krabarti and Frye (2017) for instance have used automated text analysis for ana-
lysing the topic contents of notebooks from the Malawi Journals Project. 

Many papers are based on linked microdata from registers and censuses, cov-
ering the whole population. This is especially true of studies on the European 
Nordic countries, Denmark, Norway, Sweden, and Finland. If n, the number of 
observations, is often very large, the same is not true of the number of variables 
p considered. In most studies, p is less than two dozen, with an outcome varia-
ble, some explanatory or exposure variables and a few control variables. This re-
flects most probably the fact that these studies are based on background know-
ledge and research hypotheses, and tend to privilege a parsimonious model, or 
that some of the exposure variables are unavailable in the datasets. Finally, de-
mographers are not very involved in causal modelling as developed by Pearl 
(2000) or Heckman (2008). 

Table 1 presents the cross-classification of the 192 articles that have been se-
lected following the criteria outlined previously, according to their sub-field 
(union formation and dissolution, pregnancy and fertility, family and house-
hold, the life course, morbidity and mortality, internal (sub-national) migration, 
international migration11, other) and to their sources of data (census only, regis-
ter12 only, linked censuses, linked registers, linked censuses and registers, digital 
media, other). The papers were attributed to a cell according to the source(s) of 
the data, on the one hand, and to the sub-field of the dependent variable(s) on 
the other hand, supplemented when necessary by referring to the article’s key-
words. The number of articles selected (192) differs from the total (214) in Table 
1 because some papers have been tagged to more than one sub-field, such as 
morbidity and international migration for example. 

Three sub-fields stand out in the papers dealing with big data: mortality and 
morbidity (53 references), international migration (46), and fertility (38). Linked 
registers are by far the most frequent source of big data, with 89 references out of 
a total of 214. The next sources are Census only (47 references) followed by Reg-
ister only (36). Overall, 125 analyses are based on register data and administra-
tive records only and 20 more have recourse to linked registers and censuses. 
This is because many studies concern countries, such as the European Nordic 
ones, where many administrative registers are available and can be linked  

 

 

11Flows and characteristics of migrants for both internal and international migration. 
12Including administrative records. 
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Table 1. Summary of the selected articles according to their sub-fields and their data sources (13 core journals). 

Sources 
Fields 

Census 
only 

Registera 
Only 

Linked  
censuses 

Linked  
registers 

Linked censuses 
and registers 

Digital  
media 

Other Total 

Union (formation, 
dissolution) 

6 7 0 12 3 0 0 28 

Fertility 10 6 0 20 2 0 0 38 

Family 
Household 

6 1 1 5 1 1 0 15 

Life course 4 2 1 11 1 0 0 19 

Mortality Morbidity 4 14 2 23 7 2 1b 53 

Internal migration 2 0 0 6 0 3 0 11 

International 
migration 

13 6 3 12 6 6 0 46 

Other 2c 0 1d 0 0 1e 0 4 

Total 47 36 8 89 20 13 1 214 

aIncluding administrative records; b19 waves of NHIS linked to mortality records; cEthnic diversity; effect of one-child policy; 
dRace; eDemography of Twitter users. 
 

anonymously thanks to the personal identification number given to each resident. 
Sub-fields differ according to the source of data. We highlight here the most 

salient results. Census microdata are mainly used to study international migra-
tion and fertility. Registers, either linked or not, are utilized first to study mor-
tality and morbidity, but linked registers are also used in the second place to study 
fertility. Though rather rare in the core journals, studies relying on digital media 
are mainly concerned with mobility (international and internal migrations). 

From this analysis of the core demographic journals, one has the impression 
that demographers use data as they have done in the past, relying mainly on 
censuses and registers, but taking advantage of the fact that these data are now 
available at the micro level and that individual linkages can be performed be-
tween sources. 

The 50 “outer-circle” journals 
These journals consider a large variety of topics, including demographic ones. 

The authors come from demography but also from other disciplines. Similarly to 
the first table, Table 2 presents a summary of the articles dealing with popula-
tion topics according to their sub-fields and data sources. Once again, an article 
may refer to more than one sub-field. 

The sub-field most concerned by far is mortality-morbidity, with 267 refer-
ences out of 384, i.e. 70%. The following sub-fields are migration/mobility (in-
ternal and external) and fertility. The main sources of the data are Registers only 
followed by Linked registers, the latter being especially frequent in the European 
Nordic countries. Digital media are the third most common source of data in 
these outer-circle articles. Registers (all categories) are mostly exploited for the  
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Table 2. Summary of the selected articles according to their sub-fields and their data sources (50 outer-circle journals). 

Sources 
Fields 

Census 
onlya 

Registerb 
only 

Linked 
censuses 

Linked 
registers 

Linked censuses 
and registers 

Digital 
media 

Otherc Total 

Union (formation, dissolution) 2 1  4 1 1  9 

Fertility 1 10  7 1 3  22 

Family Household  1  1    2 

Life course 1   1    2 

Mortality Morbidity 6 93  73 32 40 23 267 

Internal migration 4 2 4 4 2 24  40 

International migration 5 11 1 7 6 7 4 41 

Otherd      1  1 

Total 19 118 5 97 42 76 27 384 

aIncluding micro-census; bIncluding administrative records and follow-up cohort studies; cPooled surveys, or linked survey(s) and 
registers; dRace. 
 

study of mortality-morbidity, while Digital media are utilized for the latter13 but 
also for the study of migration and mobility. 

Comparing the two tables, some major differences stand out. For the 13 core 
demographic journals, the category Census only is much more important than 
in Table 2, while the opposite is true for Digital media. Moreover, the latter are 
mainly employed in the core journals for migration studies while in the out-
er-circle journals digital media are used too for studying morbidity. This shows 
that studies based on digital media are more often published in journals with a 
larger scope than the core demographic ones. Finally, the 13 core journals deal 
more with union formation and dissolution, and with fertility, than the 50 out-
er-circle journals. 

5. Big Data and Causality 

Causal questions are at the core of demographic research. However, the way in 
which demographers have explicitly engaged with causal questions and used 
causal models has had ups and downs in the past decades. Big data complicate 
the picture further, because they are often considered not suitable for establish-
ing causal relations but only correlations. Whence our question: can causal re-
search profit from the availability of big data? Searching for cause-effect rela-
tions is not only important for scientific reasons, a good explanation usually re-
quiring the knowledge of the causes of an effect or the effects of a cause. It is also 
crucial for policy-makers, as the recent COVID epidemic has shown. What are 
the origins of this respiratory disease? What would be the consequences of a 
mandatory vaccination program? Policy-makers cannot discard the causation 
issue, as informed decisions require being based on evidence and knowing the 
probable consequences of an intervention. 

 

 

13Many are concerned with the Covid-19 epidemic. 
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During the past few years, an empiricist perspective on the nature of science 
has been developed in response to the advent of Big Data analytics, leading to a 
possible paradigm shift. See for example the discussion in Symons and Alvarado 
(2016). According to the empiricist camp, Big Data analytics would lead to the 
“death of theory”, as its capacity to detect patterns and associations in the data, 
and to build predictive models, could replace hypotheses born from a priori 
theory. The hypothetico-deductive method common to much of the scientific 
enterprise would be replaced by a purely data-driven inductive approach where 
hypotheses and explanations are generated ex post from the data themselves. As 
Kitchin (2014) has however observed, “it is one thing to identify patterns; it is 
another thing to explain them”. In other words, data do not speak for themselves 
and have to be interpreted. In addition, even if the data set is big, nothing guar-
antees that it contains all the variables that have to be controlled for to avoid 
confounding. 

Kitchin’s remark contrasts with the provocative statement made by Anderson 
(2008) a few years earlier, predicting that Big Data would mark ‘the end of 
theory’ and the beginning of an era in which (Big) data would speak for them-
selves. Regardless of the prophecy of Anderson, the question of how to get ‘caus-
al facts’ from data is a long-standing debate in the philosophy of causality and in 
methodological debates across the sciences (Illari & Russo, 2014). What is at 
stake is the ability and possibility of disentangling claims about correlation and 
about causation, and thus to make the step from description to explanation of a 
given phenomenon. 

The question of providing an epistemology for Big Data practices, able to ac-
count for the step from correlation to causation, is precisely the task taken up by 
Pietsch (2021). His point is that, although the arguments of Anderson are clearly 
flawed, we should still strive to provide an elaborated argument for why they are 
flawed, which is the main objective of his book. His reconstruction of Big Data 
practices sees in inductivism, and specifically in variational induction, the key 
inferential tool used to infer causes from correlations in very large data sets. 
Variational induction, in Pietch’s view, is part of the epistemological and me-
thodological tradition initiated by John Stuart Mill, and the reliance on the no-
tion of variation resonates with, and builds upon, the variational epistemology 
for causal modelling in the social sciences as is developed by Russo (2009). 

It is worth clarifying that Pietsch begins with discussing ‘induction’ in the 
classical sense, but ultimately his aim is to provide an understanding of inductive 
practices in the contemporary methodological context, and so his view on ‘varia-
tional induction’ does not squarely coincide with the Baconian view of induction 
(see e.g. Courgeau et al., 2014). The main point of Pietsch is that it is incorrect to 
claim that Big Data abandons causal inference altogether. Instead, he shows that 
variational induction is precisely about causal relationships, and it is this infe-
rential tool that is at work in Big Data. Induction is often associated with “eli-
minativism”, namely we proceed by eliminating all but the true causes, and 
whatever remains is, by induction, the sought cause. However, Pietsch shows 
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that eliminative induction is a kind of misnomer, and we should instead focus 
on the method of difference and of agreement: it is by comparing circumstances 
that we can proceed with further selecting or eliminating putative causes. In this 
stage of comparison, variation has a more fundamental role than elimination. In 
the analysis of Pietsch, the vast majority of machine learning algorithms, de-
signed to analyse big data sets, rely precisely on this rationale of variation, for 
instance to determine the relevance or irrelevance of predictor variables. It is al-
so interesting to note that, in Pietch’s view, the highly predictive success of Big 
Data practices also relies on causal relationships, albeit “approximate” or proba-
bilistic in character, and this goes counter the other widespread view that causa-
tion ceases to have a central role in the era of Big Data. 

Next to induction, philosophers of science are also reviving a discourse on the 
role of abduction in a number of scientific contexts (Aliseda, 2006), and espe-
cially for its potential application to medical reasoning, such as in diagnosis or in 
public health emergency contexts (Barés Gómez & Fontaine, 2021, 2022). Ab-
duction has several meanings, such as taking someone away by force. In the 
present essay, we refer of course to its meaning in the philosophical literature. 
The very definition of abduction is, in logic and philosophical logic, not un-
animously agreed upon. Simply put, like induction, abductive inference is am-
pliative, in the sense that the conclusion contains new information with respect 
to the premises, and for this reason it is not certain, but probable inference (un-
like deduction). One characteristic aspect of abductive inferences, unlike induc-
tive ones, is to generate hypotheses to be further considered for empirical evalu-
ation. Specifically, the approach to abduction that is adopted is that of Gabbay 
and Woods (2005) and of Magnani (2017) that preserve the tripartite distinction 
between deduction, induction, and abduction, and defend the specificity of ab-
duction for the generation of hypotheses. 

This attention to the abductive processes is happening in demography too. 
Demographers have recently suggested adopting abductive reasoning in their 
field, either instead of or in addition to the usual deductive or inductive ap-
proaches (Hauer & Bohon, 2020; Bijak, 2022). Contrary to the empiricist pers-
pective, the abductive perspective does rely on prior knowledge. It seeks to pro-
pose the most plausible explanation for a novel event or pattern observed. More 
specifically, if C is observed, abduction consists in selecting a hypothesis A from 
one’s background knowledge or theory, deemed the most plausible for the case 
at hand, such that if A is true then C is explained (Catellin, 2004). However, 
there can be other and better causes of C than A. Abduction thus also requires 
testing the validity of the proposed explanation A and comparing A to other 
possible causes. Abduction therefore links inductive and deductive approaches. 
Doctors use it in practice when proposing an explanation of the symptoms ob-
served in a patient, based on their knowledge of the causal relations between 
diseases and symptoms, and more generally by scientists when invoking an ex-
planation for novel patterns discovered in an exploratory analysis of the data. 

The inferential scheme of abduction seems very simple and straightforward. 
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In practice, however, abductive practices are very complex because it is far from 
obvious to choose the relevant background knowledge. Moreover, any relevant 
background knowledge may lead to a number of conclusions, and the justification 
of one over another one is precisely what makes abduction fundamentally uncer-
tain and hypothetical. It is worth noting that variational induction or abductive 
reasoning never work “on their own”, but are always part of a broader inferential 
framework at work in techno-scientific contexts: hypothetico-deductivism. It is an 
illusion to think that we can perform fully “agnostic” searches for correlations in 
big data sets, and likewise it is an illusion that we “simply” deduce (in a strict 
sense) conclusions from general statements. Scientists proceed via hypotheti-
co-deductive approaches, in the sense that the state of hypothesis formulation 
always leads to subsequent steps such as data collection and analysis. At the 
same time, the meaning of “deduction” here does not coincide with logical de-
duction, but more loosely refers to any inferential step that takes scientists from 
hypotheses to some conclusion, and so it may include variational induction as 
well as abductive practices. The rise of algorithmic approaches for data analysis 
makes more pressing than ever to reconsider broad inferential practices at work 
in empirical research. Even if we can automatize part of the process of data 
analysis, we need to remember that behind algorithms there are always scientists 
(human beings in flesh and bones) that perform such inferences. 

Though computers can easily detect patterns and associations, they are not 
(yet?) capable of proposing novel explanations for the correlations observed. 
This is however a strenuous attempt from scientists and especially machine 
learning developers to code an algorithm that is able to come up with theories 
and explanations, just as human scientists do. A pretty successful attempt in this 
respect was “Eureqa”, that apparently was able to reproduce the laws of physics 
through evolutionary search based on AI, in a format quite close to Newton’s 
formulation, within hours of being fed with data (Schmidt & Lipson, 2009; Eu-
reqa, 2022). It remains of course to be seen the extent to which this algorithm is 
really working in a fully agnostic way, and instead how much background 
knowledge—of any kind—does play a role in the whole process. Differently put, 
attempts such as Eureqa still neglect that humans have done the coding, and so 
computers do not discover or explain anything just on their own. 

In our previous diagnosis example, a computer could use the huge informa-
tion on background knowledge and theory possibly contained in its memory or 
cloud storage to inform a doctor about the most common diseases associated 
with the symptoms observed and propose the most probable solutions. There is 
presently an important line of research on this topic. In the case of such com-
puter-assisted research, computers would not only detect correlations but also 
suggest plausible mechanisms linking effects to their possible causes, based on 
background knowledge. These proposals would then have to be evaluated and 
tested in practice. As the proposals rely on background knowledge, i.e. on past 
results, novel explanations cannot however be derived by this approach. 
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These remarks about the ability and possibilities that computers come up with 
explanations on their own are part of a larger discourse on the partnership be-
tween humans and machines in the process of producing knowledge. As Russo 
(2022) explains, it is wrong to consider that humans, as epistemic agents, pro-
duce knowledge (analyse data, explain, predict, …) alone and that we can simply 
read off results from the analyses performed by machines or let them take care of 
the whole scientific process. It is instead crucial to realize how much scientists, 
as human epistemic agents, act together with technical artefacts, whether these 
are simple square and compasses or sophisticated algorithms for the analysis of 
big data sets. This is all to say that, without buying into the hype of Big Data or 
of the full automation of the scientific process, it remains true that Big Data (and 
the whole computational and algorithmic infrastructure that goes with it) are an 
opportunity for enlarging the scope of what we can know about social pheno-
mena with pre-Big Data methods and techniques. 

6. Discussion 

Big Data and demography 
Our literature review has shown that, in the field of Big Data, demographers 

analyse huge amounts of microdata coming from censuses (or equivalents) and 
from various administrative registers. In many articles, the volume of observa-
tions reaches hundreds of thousands and even several million. On the other 
hand, the velocity and variety of the sources are low. During the past years, indi-
vidual-level anonymized data from censuses and registers have become increa-
singly available and demographers have taken advantage of this situation. In ad-
dition, more and more national institutes are now linking data sources together, 
namely census with registers, census with census, and registers with registers. 
Countries where a personal identification number is attributed to each resident 
are in a more favourable position for this purpose. The advantage of these offi-
cial sources is that they are usually freely available, cover the entire population, 
and provide accurate information. Though these sources have not been set up 
for research purposes, the amount of information they can yield is enormous, 
especially in the case of record-linkage. As population can change fast or slow, 
Billari (2022) has made a case for a demographic data collection that would take 
the speed of population change into account, in particular migration inflows and 
outflows at various levels of spatial scale. 

As Table 1 shows, research on mortality and morbidity, for instance, has 
greatly benefited from record linkage. Fertility studies have also taken advantage 
of the situation. In these 13 core demographic journals, research has been less 
concerned with digital media sources such as Facebook or X. The most interest-
ing contribution is the use of trace data from mobile phones for estimating in-
ternational or internal migration, and refugee mobility. A downside is that mi-
grants may change phones or SIM cards after migrating to another country, and 
locations are only recorded when calls are made (Tjaden, 2021). The less fre-
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quent use of digital media sources compared to traditional ones can be due to 
the fact that most of the social media sources, such as Facebook or X, do not 
yield ‘hard’ demographic facts but focus instead on interactions and communi-
cation between persons, on socializing with friends, on personal interests and 
sentiments, and on shared comments. In addition, digital media usually contain 
very few individual characteristics that can be used for demographic purposes. 
Linkage with other sources is in the most cases impossible. Contrary to the core 
demographic journals, in the outer-circle journals of Table 2 digital media are 
an important source of data, not only for studying migration and mobility but 
especially for analysing morbidity and health. This seems to show that popula-
tion scientists tend to publish their studies based on digital media in journals 
with a larger scope than the core demographic ones. 

Our results have shown that demographers are not very involved in causal 
modelling. This could be due to the fact that research in demography still has 
often recourse to single equation models where an outcome variable is related to 
a set of explanatory and control variables through some functional form of rela-
tion. A single equation model cannot spell out the structure of relationships 
among the variables. This requires the use of multiple equation models that can 
deal with more complex designs (Wunsch & Gourbin, 2020). This is probably 
even more crucial when using large data sets with many variables that have to be 
structured to give causal meaning. 

Big Data and causality 
What can big data tell us about causality? Two cases can be distinguished, ac-

cording to the fact that one is following either a hypothetico-deductive or a da-
ta-driven approach. In the first case, most attempts at causal modelling in the 
social sciences now refer to Judea Pearl’s methodology based on directed acyclic 
graphs or DAGs (Pearl, 2000). A DAG is a subset (usually small) of the p(p-1)/2 
edges14 of a complete undirected graph taking all the p variables of the dataset 
into account, where only the postulated directed links are maintained according 
to one’s theory and background knowledge. A DAG graphically represents the 
recursive decomposition of a multivariate distribution. DAGs are used to 
represent causal relationships and are also known as Bayesian networks because 
of the subjective nature of the input information, the reliance on Bayes’ condi-
tioning for updating information, and the distinction between causal and evi-
dential modes of reasoning (Pearl, 2000: p. 14). An example in the field of re-
productive health is given in Gourbin et al. (2017). In this model, a DAG ex-
presses the links postulated among variables, where each variable or node in the 
graph depends upon the variables “upstream” in the graph, in the absence of 
feedback effects. Each directed edge (arrow) or link represents a putative causal 
effect and each endogenous variable is conditioned on its immediate causes, i.e. 
the variables that have a direct effect upon this endogenous variable. 

For a general causal framework relying on DAGs, see Russo et al. (2019). This 
framework endorses the hypothetico-deductive method and interprets the re-

 

 

14Or twice that number if a bi-directed complete multigraph is considered. 
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cursive decomposition of the multivariate distribution as a mechanism com-
posed of various sub-mechanisms. In current practice however, as exemplified 
by many papers consulted for this article, a more traditional approach is usually 
adopted by regressing an outcome variable on a number of postulated explana-
tory or exposure variables and on a series of controls, without specifying the 
causal order or structure among the variables. 

Big data can help improving the hypothetico-deductive methodology in sever-
al ways. On the one hand, a large number n of observations increases the preci-
sion of the estimates and the power of hypothesis tests. On the other hand, if n is 
very large, even small differences of no theoretical interest will be “statistically 
significant”, blurring the causal picture. Statistical significance should not be 
confused with theoretical significance (Bijak, 2019). Following Titiunik (2015), a 
large number of observations can also allow for a wider range of estimation me-
thods that would be unreliable with fewer observations. A large n also enables 
studying small subpopulations that would be overlooked in e.g. sample surveys. 
For example, the Indonesian 2010 census provides information on 964 ethnic 
groups, some being very small (Guilmoto, 2015). 

Though much of the focus is usually on the number of observations, a large 
number p of variables helps in better describing the event being studied and in 
reducing omitted-variable bias. However, as the number of variables becomes 
very high, the differences among individuals will increase, as their profiles will 
differ more and more. As each individual becomes increasingly unique, will 
grouping e.g. life courses together using sequence analysis still have causal 
meaning? Theoretical reflection on the plausible subset of causal variables will be 
especially required in these circumstances. 

As pointed out above, more and more individual linkages are now performed 
among different data sources covering the whole population (censuses, registers, 
administrative records, …) in longitudinal or intergenerational studies. In addi-
tion, recourse to machine learning and artificial intelligence should be expanded, 
as they are probably better suited for exploring large n x p data matrices than 
more traditional techniques. For example, Aizawa (2020) has used machine 
learning—in this case the random forest algorithm—to estimate the relationship 
between early-life circumstances and child height among children in Vietnam, 
Peru, Ethiopia, and India. Arpino et al. (2022) have used random survival forests 
to analyse data on married or cohabiting couples who participated in the Ger-
man Socio-Economic Panel Survey, in order to find predictors of union dissolu-
tion and to explore nonlinearities and nonadditivities in the links between these 
predictors and union dissolution. This decision-tree approach is especially ro-
bust to overfitting, multicollinearity and statistical noise (Breiman, 2001). 

Big data can also help by providing new sources of information, such as digital 
trace data from mobile phones that can be used for estimating migration and 
mobility, smart watches for monitoring physical activity, Facebook and Google 
for measuring for instance intentions and interests, or sources for obtaining 
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contextual characteristics of the population such as satellite imagery. For exam-
ple, Billari et al. (2013) have examined fertility-related searches performed 
through the Google web search engine using three keywords: “maternity”, “ovu-
lation” and “pregnancy”, as indicators of fertility-related interests of web users. 
An issue here is that the keywords one uses to capture intentions and interests 
may vary over time and region. 

In a data-driven research, the purpose can be either an exploratory analysis 
and description of the data or an attempt to derive some causal meaning from 
the data themselves. In both cases, one must consider that a p-variable undi-
rected graph may be expressed by a very high number of forms or configurations 
of the associations among the variables that could possibly represent interesting 
patterns of interrelations. For example, with six variables or nodes, there are 156 
possible forms. With seven variables, the number increases to 1044, and with 10 
nodes, one exceeds 12 million possible configurations (Curien, 2022). This 
shows that dimension-reduction techniques should be applied even when one is 
considering a small number of variables. 

7. Conclusion 

To conclude, can data speak for themselves? One can presume that among the 
various subgraphs that will be highlighted by the associations among nodes, only 
a few will possibly make causal sense. The point is similar to identifying com-
munities in complex networks (see Xiang et al., 2009). An association may result 
from causation, from observation bias, confounding, or chance. The issue is not 
merely that of controlling for confounders in the dataset, i.e. examining condi-
tional associations rather than marginal ones, in order to exclude spurious cor-
relations. In a data-driven approach, the problem consists in proposing and 
testing a suitable causal mechanism that can explain why a wiggle observed in 
one variable produces a wiggle in another variable, observation bias and con-
founding being under control. This still requires human intervention and a re-
search design based on induction, abduction, and deduction. 
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Appendix 1. List of Core Demographic Journals (By  
Alphabetical Order) and Number of Selected 
Papers 

• Asian Population Studies     4 
• Comparative Migration Studies   1 
• Demographic Research     44 
• Demography       23 
• European Journal of Population   24 
• Genus        3 
• International Migration    8 
• International Migration Review   10 
• Journal of Population Economics   33 
• Population and Development Review  9 
• Population Research and Policy Review  19 
• Population Studies      13 
• Studies in Family Planning    1 
           --- 
           192 
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Appendix 2. List of ‘Outer-Circle’ Journals (By Alphabetical Order) and Number of  
Selected Papers 

American Behavioral Scientist 2 Journal of Urban Technology 4 

American Journal of Sociology 4 Journal of Medical Internet Research 10 

BMC Public Health 9 JMIR Public Health Surveillance 20 

Cartography and Geographic Information Science 2 Journal of the Royal Society Interface 1 

Comparative Migration Studies 2 Machine Learning and Knowledge Extraction 1 

Environmental Pollution 9 Migration Letters 6 

Environmental Research 10 Nature Human Behaviour 3 

Environmental Research Letters 3 Neural Computing and Applications 1 

EPJ Data Science 6 NPJ Digital Medicine 5 

European Sociological Review 3 Palgrave Communications 2 

Frontiers in Public Health 5 Personality and Individual Differences 1 

Geospatial Health 3 Pervasive and Mobile Computing 2 

Health Economics 13 PloS One 63 

Health, Education & Behavior 3 Population, Place and Space 20 

IEEE Pervasive Computing 1 Quality & Quantity 3 

International Journal of Data Sciences and Analytics 4 Remote Sensing 1 

International Journal of Geographical Information Science 1 Scientific Reports 13 

International Journal of Health Geographics 6 Sensors 1 

ISPRS International Journal of Geo-information 5 Social Science Computer Review 1 

International Journal of Manpower 2 Social Science Research 6 

International Journal of Public Health 15 Sociological Research Online 1 

Journal of Development Economics 2 SSM Public Health 62 

Journal of Geographical Systems 1 Sustainability 2 

Journal of Human Behavior in the Social Environment 1 The Professional Geographer 3 

Journal of Maps 8 Transportation 5 

  Total 357 
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