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1 Introduction

The perturbative description of gauge theory quantities in terms of a coupling constant
is of central importance to our understanding of such theories, and thereby of our ability
to use them for phenomenology. A full description of these quantities in fact should
include non-perturbative contributions, usually in the form of power corrections, themselves
multiplied by associated perturbative series in the coupling constant. The direct calculation
of such non-perturbative corrections is in many cases very challenging, and often not even
fully understood.

Access to non-perturbative sectors can be gained via the perturbative series itself. Being
an asymptotic series, the series sum must be properly defined. The intrinsic ambiguities
of such a definition take the form of non-perturbative power corrections. This interesting
aspect of perturbative series was first explored in [1, 2] and in particular in [3], where the
factorial growth of the perturbative series due to fermion loop diagrams was discussed, and
termed renormalon divergence. Excellent reviews on renormalons are [4, 5]. In this paper, we
shall explore such aspects for the Adler function. To learn more about its non-perturbative
aspects, we apply the mathematical techniques of resurgence to this function.

The Adler function D(Q2) is defined as the logarithmic derivative with respect to Q2

of the vacuum polarization Π(Q2) in a gauge theory:

D(Q2) = 4π2Q2dΠ(Q2)
dQ2 , (1.1)

where Π(Q2) is related to the correlator of two vector currents jµ = ψ̄γµψ,

(−i)
∫
d4x e−iqx 〈0|T

{
jµ(x)jν(0)

}
|0〉 = (qµqν − ηµνq2)Π(Q2) , Q2 = −q2 . (1.2)

The Adler function has long featured as an object to study asymptotic behaviour of
perturbative series and renormalons, see e.g. [6–8]. This is because, as a self-energy, it
depends on only one scale, and because its imaginary part, for timelike Q2, is directly
related to the R-ratio of the inclusive e+e− cross section to hadrons and muons.

There has been much earlier work on renormalon contributions to the Adler function [6–
14], as well as their connection to its operator production expansion [15, 16]. The Adler
function appears in more recent renormalon studies [17–21], including a study whether field
theories can have renormalons beyond the usual first Borel plane [22]. The Adler function
has recently been studied using resurgence techniques [23, 24], based on renormalization
group considerations1 [27, 28].

1Note that in these works, assumptions are used that reproduce the expectations by Parisi and ’t
Hooft [3, 15, 25] that renormalons occur at half-integer multiples of 1/β0, the inverse of the leading beta
function coefficient. It was found recently [26] that in several examples, this pattern is in fact not present —
even though the breaking of the pattern only shows up at finite Nf and not in a perturbative expansion in
the reciprocal of that parameter.
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In this paper we dive deeper into the method of resurgence, a set of mathematical
techniques already introduced by J. Écalle in the 1980s [29]. It has become a popular
technique for the study of non-perturbative effects in quantum field theories and string
theory over the past decade or so. Good reviews from a physics point of view are e.g. [30–32],
as well as the review sections of [33]. For a nice mathematical introduction, see [34]. The
application of resurgence to renormalon physics was first studied in [35–38] and investigated
in followup-works by these authors. Other interesting recent developments are e.g. in [39]
and in a series of papers starting with [40] and summarized in [41].

Resurgence provides tools to systematically decode non-perturbative information di-
rectly from the perturbative data. The techniques usually require a substantial number of
perturbative terms (of order 10 at least, and for precision numerics of order 100), which
explains why resurgence has not been widely applied to particle physics and phenomenology
yet. Let us note that more broadly in quantum field theory, resurgence techniques have been
introduced in e.g. [37, 42–44] and follow-up works by the same authors. The time seems ripe
for application to more phenomenologically relevant quantities, since for many observables
in particle physics a substantial number perturbative terms can be computed. The Adler
function is a good starting point. In fact, we shall be able extract new non-perturbative
results for the Adler function at O(1/Nf ) and O(1/N2

f ), where Nf is the number of flavours
in the fermion loop diagram. In the resurgence literature the description of both perturba-
tive and non-perturbative contributions is conveniently summarized in a transseries (see
e.g. [45] for an introduction to the concept) and here we will do the same.

To obtain our perturbative data, we compute two- and three-loop skeleton diagrams for
the Adler function for gauge theory, using the gauge field propagator with fermion loop inser-
tions summed in Borel space. For the two-loop case (O(1/Nf )) we find, using our resurgence
techniques,the complete transseries of the Adler function due to renormalon contributions,
including subleading effects, which reproduces and extends earlier results in [6–8, 23].
Subsequently we develop a powerful convolution method that facilitates the calculation of
renormalon contributions due to adding new fermion-loop-summed propagators.

We test our findings in calculations of three-loop skeleton diagrams (O(1/N2
f )), where

we combine the decomposition into master integrals with the convolution method and
very high order expansions in the Borel plane. Although not all master integrals of the
(O(1/N2

f )) diagrams are known, the resurgence structure can be pinpointed. We find
asymptotic series, describing branch cuts in the Borel plane, in the non-perturbative sectors,
and operators that establish relations between these sectors. Moreover, we find a new
logarithmic type of non-perturbative power correction in the coupling constant plane. When
we put all ingredients together, an intricate transseries structure emerges. Our results
derive from thorough analytical and numerical analyses, which we describe extensively in
the later sections.

Before we describe the organization of the paper in more detail, we note that it addesses
two communities: the high energy physics community interested in renormalons, and the
mathematical physics community interested in resurgence. Our hope is to interest the
former community about the latter topic and vice versa. For this reason, we have tried to
make the paper relatively self-contained on both topics.
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Thus, the paper starts with introductory sections on renormalons and resurgence,
which can be safely skipped by experts in the respective fields. Section 2 covers the
basics of renormalons, in particular as they occur in QED and QCD. After introducing
the technique of Borel summation that is central to all of our studies, we explain the
difference between UV and IR renormalons and see how they originate in the so-called
bubble diagrams. Section 3 then contains an introduction to the topic of resurgence. We
do not aim to be exhaustive, but introduce the concepts that are relevant for us, such as
alien calculus, transseries, alien chains/lattices and large order relations and refer to the
literature mentioned above for further details. We end the section by highlighting in which
ways the resurgent structures appearing in this paper go beyond the simplest toy models
and general lore one usually encounters.

We then turn to the Adler function. Section 4 discusses how renormalons are usually
studied for the Adler function: by introducing a single bubble chain in the Feynman
diagrams. This section contains many known results, but we try to present these in a way
that is most suitable for a resurgent analysis. We start with a brief introduction on the
flavour expansion in QED/QCD, formalizing the bubble diagrams already discussed in
section 2 and showing a framework in which these bubble diagrams can be ordered. We
give the exact expression of the Adler function at leading order in the flavour expansion.
Subsequently we perform the resurgence analysis of the Adler function at this order, showing
how resurgence and large order relations can be used to extract all non-perturbative sectors
in the corresponding transseries. We finish this section with a discussion on some of the
more subtle issues encountered at this order.

Our aim is then to explore higher orders in the flavour expansion and investigate
which aspects of the leading order analysis persist, and which ones may even show a richer
structure. Before doing computations at next to leading order, we discuss in section 5 the
convolution integral that is an important ingredient in the calculation at higher orders.
Building on toy models, we explore the resurgent structure that arises from these convolution
integrals in the computations for Adler function Feynman diagrams with several bubble
chains. While many of the mathematical results in this section may be familiar to the
resurgence community, our application and interpretation of these results sheds a new light.

In section 6 we then compute a set of planar diagrams present at next to leading order
in the flavour expansion of the Adler function. The degree of difficulty here varies strongly
from diagram to diagram; we are able to obtain results for some diagrams as arbitrary
order expansions and for one as an expansion to a certain finite order. Despite only having
partial data, we can investigate much of the resurgent structure that occurs at order 1/N2

f .
We discuss the non-perturbative sectors for individual diagrams as well as the alien lattice
structure, which is considerably richer than at order 1/Nf .

We summarize our findings in section 7 and discuss some open questions. In four
appendices, we provide background on the calculation of the diagrams and give details on
the numerical methods used in the main text.

2 Renormalons

In gauge theories, and more generally in quantum physics, perturbatively expanded ob-
servables F =

∑
n cn α

n+1 often have coefficients that grow as cn ∼ n!. This causes the
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perturbative series to be asymptotic, at first decreasing with increasing order, but then
succumbing to the factorial growth. In particular, the series has zero radius of convergence
irrespective of the size of α. The factorial growth of the coefficients often indicates the pres-
ence of effects that are non-analytic at α = 0, generally of the form e−A/α. One well-known
source of such effects is the occurrence of instantons in the theory. The occurrence of an
instanton is associated to the fact that the number of Feynman diagrams that one can draw
at order αn itself grows like n! [3, 46, 47].

However, there is a second type of effect that causes perturbative coefficients to grow
as cn ∼ n!: renormalons. Renormalon divergences [3] occur when individual diagrams in
the Feynman expansion at order αn are of size n!. Like instantons, these effects lead to
singularities of the Borel transform (to be introduced shortly), but in this case their cause
is the large or small loop momentum behaviour of these particular diagrams [4]. Often,
these diagrams contain chains of fermion bubbles, and as we shall review below, this is also
the case for the Adler function.

To an asymptotic perturbative series, whether it comes from instantons or from
renormalons, a finite value can nevertheless be assigned, even for non-zero α. The simplest
method to do so is by summing the series up to its smallest term. However, any assignment
leaves ambiguities, which will in fact be the main occupation of this paper. Many quantum
field theories exhibit renormalon behavior, including gauge theories in four dimensions, and
their associated ambiguities can act as a portal to non-perturbative information — see
e.g. [4, 5] for reviews.

2.1 Borel summation

An alternative way of assigning a finite value to an asymptotic series involves the Borel
transform. Effectively, it amounts to dividing the nth coefficient by n!:

F =
∑
n

cnα
n+1 → B[F ](t) =

∑
n

cn
n! t

n, (2.1)

where t is the Borel transformation parameter conjugate to α, and where we have included an
extra power of α on the left for later convenience. For asymptotic series whose coefficients
grow factorially, the additional factorial in the denominator leads to a finite radius of
convergence. In this case one may endeavour to sum the Borel tranformed series, and after
that invert the transform to obtain a “Borel-summed” expression for the original series. To
make the inversion precise one traditionally defines the Borel sum as follows

S0[F ](α) =
∫ ∞

0
dtB[F ](t) e−

t
α . (2.2)

Instead of integrating along the real positive line, one can instead integrate in a different
direction θ in the complex t-plane for which the integral converges. This leads to a Borel
sum Sθ[F ] where the integration in eq. (2.2) is now from 0 to eiθ∞. We will need such more
general Borel transforms in what follows.

It might appear as if the process of Borel transforming and then Borel summing is a
tautology, since the integral reinstates the factorial growth, e.g.∫ ∞

0
dt tn e−

t
α = Γ(n+ 1)αn+1. (2.3)

– 4 –
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Figure 1. Deformations of the Borel integration contour.

However, one can now first perform the infinite sum B[F ], analytically continue in the
complex t plane and then perform the integral in eq. (2.2), thus effectively interchanging
integration and summation. One can show that this leads to a finite function S0[F ] [48].

The Borel sum B[F ] can still have singularities in the complex t plane, which are in
fact related to the factorial growth. A simple example illustrates this point. In eq. (2.1) let
us choose cn = n!. In that case we have

cn = n! , → B[F ] = 1
1− t , (2.4)

leading to a pole at t = 1. As another example, consider

cn = (n− 1)! , → B[F ](t) =
∞∑
n=1

1
n
tn = − log(1− t) , (2.5)

which leads to a branch cut running from 1 to ∞. In the case that these singularities lie
on the integration contour from 0 to ∞ in eq. (2.2) this leads to an ambiguity, as one can
deform the contour such that one integrates either slightly above the singularity under
an angle θ = 0+, or below the singularity under an angle θ = 0−, see the red curve in
figure 1. Deciding to integrate either above or below for the example eq. (2.4) e.g. leads to
an ambiguity

S0+ [F ]− S0− [F ] = 2πi e−
1
α . (2.6)

Other singularities in the complex t plane will influence the integral in eq. (2.2); the
contour may be chosen in many ways, for example as the blue curve in figure 1, adding
sensitivity to singularities on the negative Borel axis to the Borel-summed result. Notice
the non-perturbative aspect of the ambiguities like in (2.6).

For QED and QCD the type of (renormalon) singularity in the Borel plane depends on
the loop-momentum regions, specifically the ultraviolet (UV) and infrared (IR) ones. We
review this in the next subsection.

2.2 UV and IR renormalons

A class of diagrams that by itself leads to factorial coefficient growth, and is typical for
renormalons, are bubble-chain diagrams, in which n fermionic self energies are inserted in
the photon or gluon propagator, see figure 2. To see the occurrence of the factorial growth,

– 5 –



J
H
E
P
0
9
(
2
0
2
3
)
1
0
3

(a) (b)

. . .

Figure 2. (a) One fermion bubble, (b) chain of fermion bubbles.

. . .

. . .

Figure 3. Bubble chain inserted into Adler function.

consider its constituent element, the one-loop vacuum-polarization graph (“bubble”) in
figure 2(a). Its expression reads

Πµν = (kµkν − k2ηµν)π(k, µ) (2.7)

with
π(k, µ) = −2iNfe

2µ2ε

(2π)n
(2− n

1− n

)∫
dnq

1
(q + 1

2k)2(q − 1
2k)2 . (2.8)

This integral can be readily carried out using a Feynman parameter leading to

π(k, µ) = 2Nfe
2

(4π)2

(
4πµ2

−k2

)ε (2− 2ε)Γ(1 + ε)Γ(1− ε)2

ε (3− 2ε)Γ(2− 2ε)

= αNf

3π

[
1
ε
− γE + log 4π − log

(
−k2

µ2

)
+ 5

3

]
+O(ε) . (2.9)

To remove the ultraviolet divergence in (2.9) one includes an MS counterterm, which leads to

π(k, µ) = −αβ0f log
(
−k2e−5/3

µ2

)
, (2.10)

where β0f = T Nf/3π, with T = 1 for QED and T = 1/2 for QCD. Bubble-chain
diagrams produce factorial growth at leading power in Nf , i.e. the n-bubble contribution is
proportional to (αNf )n.

For the Adler function, we consider the diagrams in figure 3, where a fermion bubble
chain with n bubbles is inserted. The diagrams, summed over the number of bubbles, yield
the expression

D = α

∫ ∞
0

dk̂2

k̂2
F (k̂2)

∑
n

[
αβ0f log

(
k̂2Q2e−5/3

µ2

)]n
, (2.11)

where k̂2 = −k2/Q2, and F represents the rest of the diagram (see [8]). We can examine
the n-dependence of the integral separately for small and large k̂2 (the separation being
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defined by the argument in the logarithm in (2.11) being unity), using the small and large
k̂2 dependence of F . Up to subleading corrections the result [4, 8] reads

D= CF
π

∞∑
n=0

αn+1
s

3
4

(
Q2e−5/3

µ2

)−2(−β0f
2

)2
n!+ 1

3
Q2e−5/3

µ2 βn0f n!
(
n+ 11

6

) , (2.12)

where the first part is due to the IR behavior and the second to the UV behavior of the
integrand in (2.11).

To see what this implies for the Borel transform of the Adler function, we use (2.1).
For the IR case one finds (u ≡ −β0f t)

B[D]IR(u) ∼ 1
u− 2 , B[D]UV(u) ∼ 1

(u+ 1)2 , (2.13)

where we only exhibit the leading u-poles and suppress prefactors. As is known, these poles
become logarithmic branch cuts when two or more bubble chains are present [16]. We will
show this explicitly in section 6. The IR renormalon poles in eq. (2.13) for QED will lie
on the negative Borel parameter axis, and vice versa for the UV renormalon poles. As we
will discuss in section 4.1, for QCD one changes β0f → β0 = −(11− 2Nf/3)/(4π), which
also implies a change of sign for u, so that IR (UV) renormalon poles are on the positive
(negative) real u axis.

As shown in (2.6) and (2.2), the poles on the positive u-axis imply ambiguities in
the Borel-resummed perturbative series. In fact, they imply non-perturbative corrections;
the QCD version of the ambiguity in equation (2.6), due the pole at u = 2 in (2.13), is
proportional to

e
2
β0α ∼

(Λ
Q

)4
, (2.14)

with Λ the QCD scale parameter, and Q the scale of the Adler function. Non-perturbative
effects in QCD are proportional to this typically very small ratio, and are therefore often
also referred to as power corrections. Our goal in this paper, then, is to learn more about
power corrections for the Adler function, using the methods of resurgence.

3 Resurgence

In the previous section we saw that factorial growth in the perturbative series of a quantity
leads to ambiguities that have the form of non-perturbative corrections expressed in terms of
e−

1
α . This indicates that correction terms must be added to the series expansion to remove

such ambiguities, and as a bonus non-perturbative information is included. Resurgence,
an idea which originated in [29], is a way to do this systematically; the word refers to
non-perturbative sectors resurging through analysis of asymptotic behaviour of other sectors.
The perturbative expansion enhanced by such sectors is known as the transseries (see [45]
for an introduction), which will feature extensively in what follows.

The goal of this section is twofold. First, we introduce notation and definitions needed
for the resurgence analysis of the Adler function in later sections. Secondly, for those who

– 7 –



J
H
E
P
0
9
(
2
0
2
3
)
1
0
3

have not yet encountered the concepts and methods of resurgence, this section can be
read as a concise introduction to the topic. Of course, resurgence is a broad topic, and we
refer the interested reader to [30–32, 34] or the review sections of [33] for a more extensive
exposition. Below, we will mostly adhere to the notation and presentation of [30].

3.1 From Borel summation to alien calculus

In physics, singularities and divergences are usually regarded as troublesome. However, in
a resurgence context, all the information about an asymptotic series and the associated
non-perturbative data is encoded in the singularity structure of its Borel transform. Before
discussing how to systematically extract this information, we need to introduce some
concepts and terminology.

Let us again consider a formal power series and its Borel transform,

F (α) =
∞∑
n=0

fnα
n+1, B[F ](t) =

∞∑
n=0

fn
Γ(n+ 1) t

n. (3.1)

A function whose expansion gives a formal power series F (α) is said to be a simple resurgent
function if the Borel transform B[F ](t) has only simple poles or logarithmic branch cuts as
singularities. That is, near each singularity, say at t = ω, we have that

B[F ](t) = a

2πi (t− ω) + Ψ(t− ω) log(t− ω)
2πi + Φ(t− ω), (3.2)

for some a ∈ C and where the functions Ψ,Φ are analytic around the origin. The Borel
transform can also contain other singularities, e.g. double or higher order poles. Although
this will be the case for the Adler function, most of our discussion in this section is focused
on the simplest case of a single pole and a log-branch cut that are commonly considered in
the literature. In section 3.5, we then give the necessary details to extend the resurgence
analysis needed for the discussions of the Adler function in sections 4 and 6.

To obtain a better understanding of these Borel singularities we introduce alien calculus.
The fundamental object in alien calculus is the linear differential operator ∆ω, the alien
derivative, which acts on simple resurgent functions. Being a derivative, it satisfies the
Leibniz rule when acting on a product of simple resurgent functions. Furthermore, for
those functions it has a rather simple expression: by rewriting Ψ(t) in eq. (3.2) as the Borel
transform of a resurgent function G(α), i.e. B[G](t) = Ψ(t), the alien derivative at a singular
point ω is

∆ωF (α) = a+G(α). (3.3)

In fact, this operation is defined both ‘before’ and ‘after’ Borel summation: the alien
derivative can also be viewed as a map relating the power series expansion of F (α) to that
of G(α). When ω is not a singular point of B[F ](t), then ∆ωF (α) = 0. In other words,
the alien derivatives fully encode the singular properties of the Borel transforms of simple
resurgent functions.

Next, let us consider a singular direction θ in the complex plane of the Borel variable
t along which B[F ] has singularities. Such a direction is known as a Stokes line, since

– 8 –
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as we shall see Stokes’ phenomenon [49, 50] occurs there. Because of the singularities on
the integration path, the Borel summation Sθ[F ] is no longer well-defined. Of course, the
singularities are easily avoided by integrating slightly above or below them, leading to
summations that we denote by Sθ+ [F ] and Sθ− [F ]. These different summations lead to an
ambiguity and one may ask how these two distinct functions are related. They are in fact
connected by the Stokes automorphism Sθ, or its related discontinuity Disc θ. These are
defined as

Sθ+ = Sθ− ◦Sθ = Sθ− ◦ (1−Disc θ−). (3.4)

One can show (see e.g. [34]) that these operators can be expressed in terms of the alien
derivatives via the exponential map

Sθ = exp
[ ∑
{ωθ}

e−
ωθ
α ∆ωθ

]
, (3.5)

where the set {ωθ} denotes all the singular points along the θ-direction. The main point now
is that if we know the Stokes automorphisms (or equivalently, the alien derivatives), then
we also know how to relate the different summations. Consequently, at least in principle a
full reconstruction anywhere in the complex α plane, including non-perturbative sectors, of
the function F (α) is then possible.

For future purposes we define the pointed alien derivative, related to the ordinary alien
derivative by

∆̇ω ≡ e−
ω
α∆ω. (3.6)

This turns out to be a convenient operator as it commutes with the usual derivative (see
again [34] for details), i.e.

[∆̇ω, ∂α] = 0. (3.7)

This will momentarily be used to derive a bridge equation.

3.2 Transseries and bridge equations

From the relation between Stokes automorphisms and alien derivatives, Eq. (3.5), we notice
that the ambiguity arising in Borel summation is non-perturbative in α, being of order
e−

ω
α . This implies that the non-perturbative solution we are trying to construct must

contain such non-perturbative exponential contributions. As we will see in a moment,
resurgence relations can be captured in a universal way through transseries [45]. Transseries
are generalizations of perturbative series by the inclusion of terms with non-perturbative
(non-analytic) factors like e−

ω
α . Factors of this type are called transmonomials.

Let us start by assuming that our resurgent function arises as a solution to some
(potentially non-linear) problem depending on a single boundary condition, i.e. we consider
the single parameter transseries Ansatz

F (α, σ) =
∞∑
n=0

σne−n
A
α Ψ(n)(α) , with Ψ(n)(α) = αβn

∞∑
h=0

f
(n)
h αh (3.8)
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where Ψ(0) is simply a perturbative series, as in eq. (3.1), and Ψ(n), for n ≥ 1, are the
non-perturbative contributions. The transseries parameter σ counts the number of e−

A
α

factors [30] and parameterizes different choices of the boundary condition. The βn are
called the characteristic exponents; we discuss their role in resurgence equations in the
end of section 3.5. In the resurgence literature, Ψ(n) is often called the n-instanton sector,
even though in practice n may count solitons, renormalons, or some other non-perturbative
physical quantity. To avoid confusing readers with a high-energy background, we shall call
these quantities the n-th non-perturbative sector instead.

After introducing an intuitive pictorial representation of non-perturbative transseries
sectors and their interrelations in the form of the alien chain in the next subsection, it will be
straightforward in section 3.5 to generalize this one-parameter transseries to multi-parameter
transseries, by including further non-perturbative monomials like e+nA/α, logn(α), etc.

We saw that the alien derivatives play an important role in the construction of the
complete non-perturbative solution to a problem. It is however still unclear how to compute
these derivatives in a systematic way. This is done through the construction of the bridge
equations, so named because they form a bridge between the ordinary calculus of derivatives
and alien calculus. Assume for the moment that F (α, σ) is the solution to some differential
equation (in the variable α). From eq. (3.7) we get that acting on this equation with ∆̇ω

yields a new, linear differential equation to which ∆̇ωF (α, σ) is a solution. At the same
time, acting on the original equation with ∂σ shows that ∂σF (α, σ) is a solution to the same
equation. As an example, consider the non-linear differential equation

∂αF (α, σ) = 6 + F (α, σ)3. (3.9)

Acting on this with ∆̇ω yields

∂α∆̇ωF (α, σ) = 3F (α, σ)2 · ∆̇ωF (α, σ), (3.10)

which is a new, linear differential equation for ∆̇ωF (α, σ). Similarly, acting with ∂σ leads
to the same equation as eq. (3.10), with ∆̇ωF (α, σ) replaced by ∂σF (α, σ). Supposing the
new linear differential equation is of first order (as is natural for a problem with a single
boundary condition) we conclude that the two new solutions must be proportional to each
other, i.e.

∆̇ωF (α, σ) = Sω(σ)∂σF (α, σ), (3.11)

where Sω(σ) is a proportionality factor which still may depend on σ. This relation is Écalle’s
bridge equation [29]; it indeed presents a bridge between the alien derivatives and the
regular ones. By substituting ∆̇ω = e−

ω
α∆ω and expanding the transseries, the l.h.s. equals

∆̇ωF (α, σ) =
∞∑
n=0

σne−
nA+ω
α ∆ωΨ(n)(α), (3.12)

while the r.h.s. yields

Sω(σ)∂σF (α, σ) = Sω(σ)
∞∑
n=0

nσn−1e−n
A
α Ψ(n)(α). (3.13)
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We need to match both sides term by term according to the powers of σ and e−
A
α . To this

end, [33] defined a notion of degree as

deg
(
σnem

A
α
)

= n+m. (3.14)

Since the transseries eq. (3.8) has degree deg(F (α, σ)) = 0, it follows that the bridge
equation can only contain nontrivial information at ω = `A, ` ∈ Z. Thus, for transseries of
this type we expect singularities in the Borel plane at ω = A but also at integer multiples
of A — something which we will also see for the Adler function. Note that here ` = 0 is
excluded because the Borel transform is regular at the origin. Furthermore, ∆̇`AF (α, σ)
only contains positive powers of σ, so we can write the proportionality constant as a formal
power series expansion

S`A(σ) =
∞∑
k=0

S
(k)
` σk. (3.15)

Taking the degree of both eqs. (3.12) and (3.13) implies that S(k)
` is only nonzero at k = 1−`,

and therefore, writing S(1−`)
` ≡ S`, we have that

S`A(σ) = S` σ
1−`, ` ≤ 1. (3.16)

The bridge equation eq. (3.11) now reads

∞∑
n=0

σne−(n+`)A
α ∆`AΨ(n)(α) =

∞∑
n=0

S` nσ
n−`e−n

A
α Ψ(n)(α), (3.17)

or equivalently

∆`AΨ(n)(α) =

0 ` > 1,
(n+ `)S`Ψ(n+`) ` ≤ 1, ` 6= 0,

(3.18)

where we used that Ψ(n) = 0 for all n < 0. With this expression, we can compute all alien
derivatives as long as the yet unknown constants {S1, S−1, S−2, . . .} are known. We refer to
these constants as Stokes constants. In general, computing Stokes constants is a difficult
task and depends on the specific system that one tries to solve, and we shall not need to do
so in this paper.

Although the alien derivative has an involved definition, we see a remarkable result
in alien calculus: the final result for the alien derivative is surprisingly simple, and works
purely algebraically on the building blocks of the transseries, eq. (3.8).

For simple resurgent functions with a single parameter, we now have two equations for
the alien derivative, i.e. eqs. (3.3) and (3.18). Comparing the two yields

B[Ψ(n)](t+ `A) = a

2πi t + Sn→n+` B[Ψ(n+`)](t) log(t)
2πi + holomorphic. (3.19)

That is, near the singularity t = `A of B[Ψ(n)](t), we find the resurgence of the Ψ(n+`)

sector. In this expression, the so-called Borel residues Sn→n+` are constants that can be
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expressed in terms of the Stokes constants via eqs. (3.4), (3.5) and (3.18). For example
we find

Sn→n+1 = −(n+ 1)S1, Sn→n+2 = −1
2(n+ 1)(n+ 2)S2

1 , etc. (3.20)

and similarly

Sn→n−2 = −(n− 1)S−1, Sn→n−2 = −(n− 2)
(
S−2 + 1

2(n− 1)S2
−1

)
, etc. (3.21)

See [33] for closed-form expressions for the Borel residues.

3.3 One-dimensional alien chain

Instead of entering the world of alien calculus, we will follow the more pedagogical picture
of the alien chain developed in [30] as it will help us build an intuitive language in which
resurgence equations can be better understood. For example, in the case of a single
boundary condition, Stokes’ automorphism eq. (3.5) can be fully computed using eq. (3.18)
(see e.g. [33]), but once one needs to generalize this to multi-parameter transseries, the
equations can become quite intricate. Instead, for practical situations, the simple setup of
the alien chain can be used and generalizations will come naturally. (For multi-parameter
transseries, we will introduce alien lattices in section 3.5.)

From the point of view of the alien chain, the sectors Ψ(n) of the transseries, eq. (3.8),
are viewed as nodes:

Ψ(0) Ψ(1) Ψ(2) Ψ(3) ...Ψ(4) Ψ(5)

Later these will be connected by alien derivatives to form a chain. We can then reinterpret
the resurgence equation, eq. (3.18), as a set of allowed resurgence “motions” along this
chain. That is, there is only one type of forward motion (i.e. with ` positive) because of the
constraint that ∆`AΨ(n) = 0 for ` > 1. However, from the fact that nonzero ` ≤ 1 can give
nonvanishing alien derivatives, we see that there are multiple backwards motions. Recall
that (for real and positive A) to compute the Stokes automorphism eq. (3.5) at θ = 0 one
only needs alien derivatives with ` > 0, whereas the Stokes automorphism at θ = π only
requires ` < 0. Therefore, we never need to consider combinations of forward and backward
motions together.

As an example, there is only one forward path to go from Ψ(1) to Ψ(4) by repeatedly
acting with ∆A:

Ψ(1) ......

∆A

Ψ(2)

∆A

Ψ(3) Ψ(4)

∆A

However, there are multiple backwards motions to go from Ψ(4) to Ψ(1) using different
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combinations of ∆−A, ∆−2A and ∆−3A:

Ψ(1) ...... Ψ(2) Ψ(3) Ψ(4)

∆−A ∆−A ∆−A

∆−2A ∆−2A

∆−3A

Before we can compute Stokes automorphism using allowed motions on the alien chain,
we need to introduce some further terminology and set up some computational rules. We
denote a step Sn→m as a single link connecting two nodes n and m on the chain and a path
P as a combination of consecutive steps. The length `(P) of a path is then defined as the
number of steps composing the path:

`(P) = #{Sn→m ∈ P} . (3.22)

Looking at the proportionallity factor on the r.h.s. of eq. (3.18), we see that it is natural to
define the weight w of a step Sn→m in terms of the Stokes constants Sk as

w(Sn→m) = mSm−n . (3.23)

The weight of a path is then simply the product of the weights of the steps that make up
the path

w(P) =
∏
Si∈P

w(Si) . (3.24)

Finally, it is convenient to define a “statistical factor” [30] linking two nodes as

SF(n→m) =
∑

P(n→m)

w(P)
`(P)! , (3.25)

where the sum is over all allowed paths linking nodes n and m.
Equipped with these definitions, let us now see how they turn up in the calculation

of Stokes automorphisms, through a specific example. Reviewing eqs. (3.5) and (3.18),
we notice that the actual form of Stokes automorphism depends on the object it acts on.
Focusing on the example of the transseries sector Ψ(3), it follows from the allowed motions
on the alien chain that this sector has singularities both in the θ = 0 and θ = π directions.
As the only allowed forward motions consist of repeated actions of ∆A, we see that the
Stokes automoprhism in the θ = 0 direction takes a simple form:

S0Ψ(3) = exp
(
e−

A
α ∆A

)
Ψ(3)

=
[
1 + e−

A
α ∆A + 1

2!
(
e−

A
α ∆A

)2
+ 1

3!
(
e−

A
α ∆A

)3
+ . . .

]
Ψ(3)

= Ψ(3) + 4S1e
−A
α Ψ(4) + 20

2! S
2
1e
−2A

α Ψ(5) + 120
3! S

3
1e
−3A

α Ψ(6) + . . . (3.26)
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In the θ = π direction, the Stokes automorphism does not take such a simple form, as there
are multiple allowed backward motions on the alien chain. Luckily, when acting on Ψ(3) the
possible set of backward paths is finite, and we obtain

SπΨ(3) = exp
( 3∑
`=1

e`
A
α ∆−`A

)
Ψ(3)

=
[
1 +

3∑
`=1

e`
A
α ∆−`A + 1

2!

( 3∑
`=1

e`
A
α ∆−`A

)2
+ 1

3!

( 3∑
`=1

e`
A
α ∆−`A

)3
+ . . .

]
Ψ(3)

= Ψ(3) + 2S−1e
A
α Ψ(2) +

(
S−2 + S2

−1
)
e2A

α Ψ(1). (3.27)

Having computed these actions explicitly, let us now translate these results to the terminology
we introduced above. We see that under the action of S0 on Ψ(3) we obtain an infinite
sum of higher sectors Ψ(n≥3): the nodes on the alien chain that can be reached by forward
motions. The coefficients of the terms containing these sectors can be expressed in terms
of statistical factors eq. (3.25). For example going from Ψ(3) → Ψ(4), we see that there is
only a single path, of length ` = 1 and weight w = 4S1. Furthermore, we have to include a
non-perturbative factor e−

A
α . Likewise, the path to go from Ψ(3) → Ψ(5) has length ` = 2

with weight w = 20S2
1 . In order to get the correct coefficient of the Ψ(5) term, we have

to multiply by 1
2! and a non-perturbative term, i.e. SF(3→5)e

−2A
α in total. Similarly, the

coefficient in front of Ψ(6) is SF(3→6)e
−3A

α etc. Adding up all different terms for all possible
paths gives the full action of S0 on Ψ(3).

For the full action of Sπ, we need to consider the allowed backward motions. Again,
there is only a single path of length ` = 1 to go from Ψ(3) → Ψ(2), leading to a statistical
factor SF= 2S−1 and non-perturbative term e

A
α . To go from Ψ(3) → Ψ(1) however, we

have two allowed paths. One has ` = 1 with w = S−2, and the other path has ` = 2
with w = 2S2

−1, so SF(3→1) = S−2 + S2
−1. In both cases we need to multiply by the

non-perturbative factor e2A
α . Adding all terms for all possible paths again gives the action

of the Stokes automorphism.
To summarize what we have learned: S0Ψ(n) (resp. SπΨ(n)) is a sum over all forward

(backward) paths linking nodes to the right (left) of Ψ(n), i.e. the terms in this sum can be
written as

S0Ψ(n) = Ψ(n) +
∑
m>n

SF(n→m)e
−(m−n)A

α Ψ(m), (3.28)

and likewise for SπΨ(n), where the only difference is that one should sum over m < n.

3.4 Large order behaviour and asymptotics

With the knowledge of the previous sections, we can now return to our main goal: the
understanding of asymptotic behaviour of perturbative series in QFT and its relation to
non-perturbative sectors. In fact, the resurgent structure is even more general and can be
used to relate the asymptotic series of all non-perturbative sectors to each other. To see
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C

Figure 4. In blue, (the inner contour) we show the contour C of the first line of the Cauchy integral,
eq. (3.29). In red (the outer contour) the deformed contour of the second line in that equation is
shown. The zigzag lines on the right and left denote the rays where Disc 0 and Disc π occur.

this, we apply Cauchy’s theorem

f(α) =
∮
C

dy

2πi
f(y)
y − α

= −
∫ ∞

0

dy

2πi
Disc 0f(y)
y − α

−
∫ −∞

0

dy

2πi
Disc πf(y)
y − α

+
∮

(∞)

dy

2πi
f(y)
y − α

, (3.29)

where we assumed discontinuities only in the θ = 0 and θ = π directions. See figure 4 for
the deformation of the contour to go from the first to the second line in eq. (3.29). Notice
that we deformed the contours even further, such that the first two integrals in eq. (3.29)
start from 0.

For example, we can apply this to the perturbative sector Ψ(0)(α). The discontinuities
of this sector are easily computed using the rules from the previous subsection:

Disc 0Ψ(0) = (1−S0)Ψ(0) = −
∞∑
`=1

S`1e
−`A

α Ψ(`), and Disc πΨ(0) = 0. (3.30)

In many cases (including the ones in this paper), the integral around infinity vanishes,
yielding

∞∑
k=0

f
(0)
k αk =

∞∑
`=1

S`1
2πi

∫ ∞
0

dy
e
−`A

y yβ`

y − α

∞∑
h=0

f
(`)
h yh. (3.31)

By expanding around α = 0, we can match equal powers in α on both sides of this equation
and perform the y-integrations, after which we arrive at a remarkable connection between
the perturbative and non-perturbative expansions

f
(0)
k ∼

∞∑
`=1

S`1
2πi

∞∑
h=0

f
(`)
h

Γ(k − h− β`)
(`A)k−h−β` . (3.32)
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Here, we used a ∼ symbol instead of an equals sign to indicate that this relation only
describes the behavior as k → ∞. In particular, we have exchanged the sum over h and
the integral in eq. (3.31), which is only allowed formally — leading e.g. to the fact that
Γ(k − h− β`) may be ill-defined when h is large compared to k.

In words: eq. (3.32) states that asymptotic behaviour of the perturbative coefficients f (0)
k

is completely determined by the non-perturbative expansion coefficients f (`)
h . In sections 4

and 6 we shall explain in detail how one can unpack this equation systematically, and
decode from the perturbative coefficients the non-perturbative ones.

We can repeat this derivation to obtain resurgent large order relations for other non-
perturbative sectors as well. The key ingredient is to rewrite Cauchy’s theorem in terms of
the Stokes discontinuities, so that from the rules discussed in the previous subsection, one
can write down large order relations by looking at allowed motions on the alien chain. Let
us note that of course all of this is only possible if the non-perturbative sectors indeed have
an asymptotic expansion (as opposed to a convergent or even finite one) — we shall see
later that this is not always the case for the Adler function.

To be explicit, we substitute eq. (3.28) into Cauchy’s theorem to get

Ψ(n)(α) =
∑
`>n

SF(n→`)
2πi

∫ ∞
0

dy
e
−(`−n)A

y

y − α
Ψ(`)(y) +

∑
`<n

SF(n→`)
2πi

∫ −∞
0

dy
e
−(`−n)A

y

y − α
Ψ(`)(y).

(3.33)
Again expanding around α = 0, matching equal powers in α and performing the y-integrals,
one finds

f
(n)
k ∼

∑
6̀=n

SF(n→`)
2πi χ(n→`)(k), (3.34)

where it is convenient to define the large order factor2

χ(n→`)(k) =
∞∑
h=0

f
(`)
h

Γ(k + βn − h− β`)
((`− n)A)k+βn−h−β`

. (3.35)

Thus, eqs. (3.34) and (3.35) show how, using the alien chain formalism, the asymptotic
behaviour of expansion coefficients in non-perturbative sectors encodes all expansion coeffi-
cients in other non-perturbative sectors.

3.5 Generalizations and extensions

There are many generalizations of the concepts and constructions we have seen so far, but
in this work we only need two of them. First, we have worked thus far with examples with a
single boundary condition, but we will also need the concept of multi-parameter transseries.
Second, we need to consider transseries with terms that include logarithmic factors. In this
section, we follow the exposition in [30, 33]. We finish with a short discussion on the types
of singularities in the Borel plane that are different than those discussed so far.

As we will see, for the Adler function it is not enough to capture all its non-perturbative
contributions with a single exponential transmonomial e−

A
α . Instead, we need to allow for

2Note that we define these factors slightly different from [30], as we include an explicit factor of Γ(k)/Ak.
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more such exponentials, e−
Ai
α . In fact, two exponents seem to suffice for the Adler function

at the order we are interested in, but we shall be somewhat more general. Thus, by writing
A = (A1, . . . , Ak), a typical Ansatz for a k-parameter transseries solution to a non-linear
problem is

F (α,σ) =
∑
n∈Nk0

σne−
n·A
α Ψ(n)(α), with Ψ(n)(α) = αβn

∞∑
h=0

f
(n)
h αh. (3.36)

Here we used the notation σn =
∏k
i=1 σ

ni
i . Understanding the resurgence properties of

such a transseries is again best understood in terms of the alien derivatives ∆ω. For the
one-parameter transseries, a key ingredient in the calculation of alien derivatives was the
bridge equation eq. (3.11). In the case of the multi-parameter transseries, the bridge
equation usually takes the form

∆`·AΨ(n)(α) =

S` · (n+ `)Ψ(n+`) `i ≤ δij , ` 6= 0,
0 elsewhere,

(3.37)

where for each combination ` · A we now need a whole vector of Stokes parameters
S` = (S(1)

` , . . . , S
(k)
` ). This equation can be derived by generalizing the steps we took in

section 3.2 to the case of a multi-parameter transseries. The Borel singularities of the
sectors Ψ(n) lie at positions t = ` ·A in the Borel plane, with ` ∈ Zk with entries bounded
from below by eq. (3.37). Thus eq. (3.19) becomes

B[Ψ(n)](t+ ` ·A) = a

2πi t + Sn→n+` B[Ψ(n+`)](t) log(t)
2πi + holomorphic, (3.38)

where the Borel residues Sn→n+` can be computed in terms of the Stokes parameters S(i)
`

using eq. (3.37).
In section 3.3, we explained how, in the one-parameter case, the bridge equation

translates to a set of allowed motions along an alien chain of non-perturbative sectors.
Furthermore, we gave computational rules for the computation of Stokes discontinuities
and large order formulae for the asymptotic behaviour of transseries. The natural extension
for multi-parameter transseries is to think of the sectors Ψ(n) as living on a k-dimensional
alien lattice. The computational rules outlined in the previous subsections are then to a
large extent unaltered, the main exception being that we have a richer structure of allowed
resurgence motions on the (multi-dimensional) alien lattice.

As an example, we consider the two-dimensional case k = 2 (see figure 5), and consider
all the motions consisting of a single step starting from the node Ψ(2,1). Similar to what
happens for the one-parameter transseries, the constraints in the bridge equation eq. (3.37)
lead to only two types of forward motion in the ` = (1, 0) and ` = (0, 1) directions: ∆A1

and ∆A2 . In other words, starting from node Ψ(2,1), one can only reach3 node Ψ(2,3) by
acting with ∆A2 twice. For pure backwards motion we have, as before, more options. In

3As will shortly be made clear, the concept of reaching a node means that the corresponding sector then
occurs in the large order description of the coefficients of the original sector.
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Ψ(0,0) Ψ(1,0) Ψ(2,0) Ψ(3,0)

Ψ(0,1) Ψ(1,1) Ψ(2,1) Ψ(3,1)

Ψ(0,2) Ψ(1,2) Ψ(2,2) Ψ(3,2)

Ψ(0,3) Ψ(1,3) Ψ(2,3) Ψ(3,3)

...

...

...
...

...

...

...

...

∆−2A1+A2

∆−A1+A2

∆A2

∆A1

∆A1−A2∆−A2∆−A1−A2

∆−2A1

∆−A1

Figure 5. Two-dimensional alien lattice. We show all allowed motions of a single step starting from
node Ψ(2,1). Compared to the allowed motions for the one-dimensional alien chain, we observe a
much richer structure of allowed resurgence motions.

the example in figure 5, we see the allowed purely backwards motions consisting of a single
step, obtained by acting with ∆−A1 , ∆−A2 , ∆−2A1 and ∆−A1−A2 . This means that from
Ψ(2,1) one can reach node Ψ(0,1) using either ∆−2A1 or twice ∆−A1 .

The example shows that we now also have a type of mixed forward and backward
motion, obtained by acting with ∆−A1+A2 , ∆−2A1+A2 and ∆A1−A2 . However, similarly to
pure forward motion, the constraint of the bridge equation limits the forward part of the
motion in particular to minimal step sizes. E.g. acting with ∆−A1+2A2 does not lead to
an allowed motion. Finally, we should emphasize that for paths of multiple steps it is not
allowed to mix single steps with different directions, similar to the fact that one could not
mix forward and backward motion in the one-parameter case. The reason for this is that
for the computation of the Stokes automorphism, eq. (3.5), in a singular direction

θ` = arg(` ·A) , (3.39)

one only requires alien derivatives in the `-direction. To clarify this with an example, note
that to reach node Ψ(0,3) starting from Ψ(2,1) one can act with ∆−A1+A2 twice, but the
path where one first acts with ∆−2A1+A2 and subsequently with ∆A2 is not allowed since
that combination does not occur in any Stokes automorphism.

For the computational rules, the concepts of step, path, their length, etc. stay unchanged
in the multi-parameter setting. However, as we now have a vector of Stokes coefficients, the
weight of a step, eq. (3.23), becomes an inner product

w(S(n→m)) = m · Sm−n. (3.40)

The expression for Stokes’ automorphism acting on node Ψ(n) in the singular direction
θ` = arg(` ·A), is now given by the sum over all paths linking the nodes Ψ(n+m`), with
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m > 0. Therefore, we can write in general

Sθ`
Ψ(n) = Ψ(n) +

∑
m>0

SF(n→n+m`)e
−m `·A

α Ψ(n+m`). (3.41)

Likewise, the large order relation eq. (3.34) becomes

f
(n)
k ∼

∑
` 6=n

SF(n→`)
2πi χ(n→`)(k), (3.42)

with
χ(n→`)(k) =

∞∑
h=0

f
(`)
h

Γ(k + βn − h− β`)
((`− n) ·A)k+βn−h−β`

(3.43)

the generalization of the large order factor, eq. (3.35). These generalizations to multi-
parameter transseries will all play a role when we study the Adler function.

As a final note on multi-parameter transseries, we want to mention that it might be
the case that despite what we have said, one finds that the action of an operator like ∆2Ai ,
for some value of i, is non-zero. One possibility is that there is an additional transseries
parameter related to an exponential transmonomial e−

2Ai
α . As a result, a sector with

exponential e−
2Ai
α lies on top of a sector with

(
e−

Ai
α

)2
. In [44], which studies the all-order

resurgence of factorially divergent series associated to a renormalon in six-dimensional
scalar φ3 theory, such a transseries was actually found with three transseries parameters
and exponential transmonomials e−

Ai
α , e−

2Ai
α and e−

3Ai
α . A second way in which the action

of ∆2Ai does not vanish is that it might be the case that the problem at hand does not
allow for a bridge equation of the form eq. (3.37). In other words, the bridge equation does
not have the constraint that ∆2Ai vanishes. We will come back to this in our discussion of
the Adler function in sections 4 and 6.

Next, we discuss transseries with logarithmic transmonomials log(α). Note that in the
literature, see e.g. [30, 33, 44, 51], both multi-parameter transseries and logarithmic factors
often occur in the case of resonant transseries, which are transseries where multiple Ai add
up to 0 in such a way that logarithmic factors must occur to solve the problem at hand.
Although for the Adler function we have two exponents A1 = −A2 and logarithmic factors
do occur, in its transseries the two effects are not related and our transseries is not resonant.

One can of course add such logarithmic transmonomials to the general multi-parameter
transseries eq. (3.36). However, despite the fact that we need such a multi-parameter
transseries for the Adler function, we will see in section 6 that the part of the transseries
with logarithms effectively looks like a one parameter transseries. Therefore, here we only
discuss how to extend the one-parameter transseries of eq. (3.8) by including logarithmic
transmonomials. Together with the details given so far for multi-parameter transseries,
it is then straightforward to generalize this to the case of multi-parameter transseries
with logarithms.

The one-parameter transseries Ansatz with logarithms becomes:

F (α,σ) =
∞∑
n=0

σne−n
A
α Ψ(n)(α), with Ψ(n)(α) =

pn∑
p=0

logp(α)
∞∑
h=0

f
(n)[p]
h αh+β[p]

n , (3.44)
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where we included an expansion in logarithmic powers of α up to some finite logarithmic
power pn. Note that in doing this, we add a new transmonomial log(α) to the transseries,
but not a new transseries parameter σ̂ in addition to σ. The reason for this is that the
addition of logs generally does not change the location of singularities in the Borel plane,
so there are no new Stokes automorphisms that would act on such a parameter. For similar
reasons, we consider all of the f (n)[p]

h to belong to the same non-perturbative sector and we
will always draw them as a single box in alien chains and lattices.

The derivation of the bridge equation, eq. (3.18), is unaltered (and thus the allowed
motions along the alien chain are the same), but when we apply Cauchy’s residue theorem
to obtain large order relations, we get additional and more complicated integrals. To be
precise, when we expand eq. (3.33) around α = 0, we additionally need to perform integrals
of the form ∫ ∞

0
dy yse

−mA
y logp(y) , (3.45)

for some s, m and p. These integrals can be evaluated exactly, and it is straightforward to
show that this yields the following large order relation for the perturbative coefficients

f
(0)[0]
k ∼

∞∑
`=1

S`1
2πi

∞∑
h=0

f
(`)[0]
h

Γ(k − h− β[0]
` )

(`A)k−h−β
[0]
`

+
∞∑
`=1

S`1
2πi

∞∑
h=0

p∑̀
p=1

f
(`)[p]
h

[
log(`A)− ∂g

]pΓ(g)

(`A)k−h−β
[p]
`

∣∣∣∣∣
g=k−h−β[p]

`

, (3.46)

where the first term is analogous to (3.32) and the second follows from the logarithmic
transmonomials. One can derive similar equations for the large order behaviour of the
coefficients of the non-perturbative sectors.

Although most of our discussion in section 3 was focused on the case of a single pole and
a log-branch cut, we finish this section with a short discussion on other types of singularities
in the Borel plane that might appear. Indeed we will need this in the upcoming sections
for the Adler function. In fact, the characteristic exponents βn we added in the transseries
Ansatz already allow for higher order poles in the Borel plane. Looking at eqs. (3.35)
and (3.42), we notice that these characteristic exponents play a role in the large order
behaviour of the perturbative and non-perturbative coefficients. To see how this translates
to the Borel plane, consider a formal power series F (α) and its Borel transform

F (α) =
∞∑
n=0

Γ(n− β)αn+1 =⇒ B[F ](t) = Γ(−β)
(1− t)−β , (3.47)

where we assumed that β < 0. In particular, β = −1,−2,−3, . . . correspond to a single,
double, triple pole etc. in the Borel plane.

Furthermore, the sectors with logarithms in the transseries Ansatz eq. (3.44) yield
new types of singularities. As an example, consider the p = 1 terms of eq. (3.46) with
∂gΓ(g) = Γ(g)ψ(g) (with ψ(z) = d

dz log Γ(z) the digamma function), i.e. consider the
formal series

G(α) =
∞∑
k=0

Γ(k − β)ψ(k − β)αk+1 (3.48)
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with β < 0 again. Its Borel transform is given by

B[G](t) = −Γ(−β) log(1− t)− ψ(−β)
(1− t)−β , (3.49)

and we indeed observe that these terms lead to a type of singularity we have not considered
so far. We will discuss the role of these Borel singularities for the Adler function when we
encounter them in sections 4 and 6.

4 Adler function with one bubble chain (O(1/Nf))

We briefly discussed, in section 2.2, how bubble chain diagrams cause perturbative series
to show factorial growth. Here, in section 4.1 we formalize this with a discussion of the
flavour expansion in QED and QCD. We then turn to the Adler function in section 4.2 and
compute the diagrams that contain one bubble chain and are leading in the flavour expansion.
Subsequently we analyze the resulting asymptotic series using the resurgence techniques
developed in section 3: in section 4.3 for the leading and subleading non-perturbative orders
and in section 4.4 for all other nonvanishing orders. In section 4.5 we briefly discuss the
results we found and explain how they set us up for the O(1/N2

f ) investigations in the rest
of the paper.

4.1 Flavour expansion

Let us consider the flavour expansion of QED/QCD with Nf massless fermions. We can
write an observable in perturbation theory as

F (α) =
∞∑
n=0

cn α
n, (4.1)

where, in general, the coefficients cn can be written as an expansion in Nf ,

cn = c(0)
n + . . .+ c(n−1)

n Nn−1
f . (4.2)

In this flavour expansion we take the large Nf limit while keeping the ’t Hooft coupling
Nfα fixed. In this limit, the dominant contribution to cn is given by c(n−1)

n and we therefore
reorder the perturbative expansion as an expansion in 1/Nf :

F = 1
Nf

∞∑
n=0

c(n−1)
n (Nfα)n

(
1 +O

( 1
Nf

))
. (4.3)

To see what diagrams go into each order of 1/Nf , recall the one-loop vacuum-polarization
graph (fermion bubble)

Πµν(k) = = (kµkν − ηµνk2) π(k2), (4.4)

which we already calculated in eqs. (2.8) and (2.10), where we found

π(k2) = −αβ0f

[
log

(−k2

µ2

)
+ C

]
. (4.5)
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Note that we have canceled the UV divergence with a counterterm. Here β0f = TNf/(3π)
with T = 1 in QED and T = 1/2 in QCD, while C is a scheme dependent constant (e.g.
C = −5

3 in the MS-scheme, as in section 2.2). We notice that such a fermion bubble counts
as Nfα = O(1) in the flavour expansion. Including the external lines, the effective photon
propagator with n such fermion bubbles reads

n ≡ ︸ ︷︷ ︸
n fermion bubbles

= − i
k2

(
ηµν −

kµkν
k2

)[
− π(k2)

]n
, (4.6)

so that a bubble chain counts as (Nfα)n = O(1) in the flavour expansion as well. In other
words, the coefficients c(n−1)

n in eq. (4.3), and also the coefficients at higher orders in the
flavour expansion can be computed by replacing virtual photons/gluons with the bubble
chain eq. (4.6). From eq. (4.5) it then follows that this leads to the inclusion of logarithms in
the Feynman integral. As already explained in section 2.2, integrating over such logarithms
in a Feynman integral leads to factorial growth.

Diagrams including the sum over bubble chains can be computed using the effective
(Dyson summed) propagator of such a bubble chain:

Dµν(k) = − i
k2

(
ηµν −

kµkν
k2

) 1
1 + π(k2) − iξ kµkν

k4 , (4.7)

with ξ the gauge fixing parameter. However, instead of working with this Dyson-summed
effective propagator, it will be more convenient to work with its Borel transform with
respect to α (which appears in π(k2)), which reads [6]

B
[
αDµν(k)

]
(u) = − i

k2

(
ηµν −

kµkν
k2

)(
− µ2

k2 e
−C
)u
− iξ kµkν

k4 , (4.8)

where we conveniently rescaled the usual variable t in the Borel plane to u = −β0f t.
Furthermore, before Borel transforming we inserted an overall factor of α that will be
convenient later, when we perform the actual diagram calculations. When we have nc > 1
bubble chains in a diagram, we can use the fact that the Borel transform of a product of
series is obtained by taking the convolution of the individual Borel transforms:

B
[ nc∏
j=1

αDµjνj (kj)
]
(u) = 1

(−β0f )nc−1

∫ u

0

[ nc∏
j=1

duj

]
δ
(
u−

nc∑
j=1

uj
) nc∏
j=1
B
[
αDµjνj (kj)

]
(uj).

(4.9)
This can be verified by taking the Laplace transform of both sides of the equation with
respect to t. In section 5 we give more details on the effect of the convolution integral on
the resurgence structure in the case of general nc. In section 6, where we discuss the Adler
function at order 1/N2

f , we will only need the case nc = 2.
For the case of QED we notice that positive t corresponds to negative u, since β0f

is positive. For QCD one completes β0f to the full first coefficient of the β-function
β0 = −(11− 2Nf/3)/(4π) [4, 16, 25], so that now positive t corresponds to positive u (thus,
infrared renormalons appear on the positive u axis for QCD, and on the negative axis for
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QED). In practice this implies that one can perform a QED calculation to obtain the
non-abelian counterpart in QCD by replacing β0f with β0 and by adding the appropriate
SU(3) color factors. In the literature, this procedure is also known as the process of naive
non-abelianization [12, 52, 53]. We should mention here that for the large Nf limit, β0
changes sign (this happens for Nf > 16) after which QCD is no longer asymptotically free.
Hence, for QCD, instead of a large Nf expansion one uses a large β0 expansion, and we
rewrite eq. (4.2) as an expansion in β0

cn = c̃(0)
n + . . .+ c̃(n−1)

n βn−1
0 . (4.10)

Thus, in the large β0 expansion for QCD, the expansion of a generic observable eq. (4.3)
becomes

F = 1
β0

∞∑
L=0

c̃(n−1)
n (β0α)n

(
1 +O

( 1
β0

))
, (4.11)

where we now define the ’t Hooft coupling as β0α for the QCD case. In what follows, we
refer to the large Nf expansion for both QED and QCD, even though we use the large β0
expansion in QCD. We perform our calculations in QED and in the end use the procedure
of naive non-abelianization to convert our results to obtain the QCD result.

4.2 Adler function

We consider the Fourier transform of the correlation function of two vector currents
jµ = ψ̄γµψ of massless quarks, which can be written as

(−i)
∫
d4x e−iqx〈0|T{jµ(x)jν(0)}|0〉 = (qµqν − ηµνq2)Π(Q2), (4.12)

with Q2 = −q2. The Adler function is defined as

D(Q2) = 4π2Q2dΠ(Q2)
dQ2 , (4.13)

which is once again an expansion in the coupling α. Understanding its asymptotic behaviour
in perturbation theory and how this is related to non-perturbative expansions will be the
main focus for the rest of this work. We use the flavour expansion to isolate the relevant
Feynman diagrams that lead to asymptotic series. In this section we focus on the diagrams
in figure 6 that contribute to the Adler function at leading order in the flavour expansion.
A brief discussion on the contribution of these diagrams to the Adler function was already
given in section 2.2. In section 6, we will then discuss (a subset of) the diagrams at
next-to-leading order in 1/Nf for the Adler function.

Instead of calculating diagrams directly, we shall calculate their Borel transform, as the
bubble chain then simplifies to an analytic, regularized photon propagator (recall eq. (4.8)).
In what follows, we will work in Landau gauge, i.e. ξ = 0, and in d = 4 dimensions since
the Adler function is UV finite after counterterms for the fermion bubbles are included. As
we will explain in the next subsection, the perturbative coefficients of the Adler function
itself can then be easily extracted by applying an inverse Borel transform.
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n

(a)

n

(b)

Figure 6. Diagrams at O(1/Nf ) in the flavour expansion. Diagram (a) contributes with a factor of
2 to account for the similar diagram where the bubble chain connects below the vertices.

The calculation of the diagram in figure 6a is relatively straightforward. Using results
of appendix A and B one can show that the two-loop integral factorizes into one-loop ones.
With the one-loop master integral eq. (A.1) we find

B[Πa(Q2)](u) = 1
2π2

(
Q2

µ2 e
C
)−u 1

u(u+ 1)(u− 1)2(u− 2)2 , (4.14)

where for notational simplicity we ignored an overall factor of the colour Casimir factor CF
that we will reinstate in our final expressions. In order to calculate the diagram of figure 6b,
one needs the two-loop scalar master integral given in eq. (A.4). By similar methods as for
the diagram in figure 6a we derive

B[Πb(Q2)](u) = − 1
6π2

(
Q2

µ2 e
C
)−u[ 6

u(u+ 1)(u− 1)2(u− 2)2

+
ψ(1)(4−u

2 )− ψ(1)(3−u
2 ) + ψ(1)(u+1

2 )− ψ(1)(2+u
2 )

u(u− 1)(u− 2)

]
, (4.15)

with ψ(1)(z) = d2

dz2 log Γ(z) the trigamma function. Taking the two diagrams together and
using eq. (4.13) to translate the result for Π(Q2) to that of the Adler function D(Q2),
we obtain the Borel transform of the Adler function at leading order (LO) in the flavour
expansion (which has also recently been derived in [54]):

B[DLO(Q2)](u) = 4π2Q2 d
dQ2

[
B[Πb(Q2)](u) + 2B[Πa(Q2)](u)

]
= 2

3

(
Q2

µ2 e
C
)−uψ(1)(4−u

2
)
− ψ(1)(3−u

2
)

+ ψ(1)(1+u
2
)
− ψ(1)(2+u

2
)

(u− 1)(u− 2) . (4.16)

In the next subsection we use this result to perform a resurgence analysis, as the expression
readily allows for an expansion around u = 0. Note that this result was already known in
the equivalent form [7]

B[DLO(Q2)](u) = 32
3

(
Q2

µ2 e
C
)−u 1

2− u

∞∑
n=2

(−1)nn
(n2 − (1− u)2)2 (4.17)

= 32
3

(
Q2

µ2 e
c
)−u 1

2− u

∞∑
n=2

(−1)n

4(1− u)

[ 1
(n− 1 + u)2 −

1
(n+ 1− u)2

]
, (4.18)
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u

1 2 3 4 5 6−1−2−3−4−5−6

Figure 7. Singularities of B[DLO](u). The UV-renormalons lie at u = −1,−2,−3, . . . and the
IR-renormalons at u = 2, 3, 4, . . .. Characteristic for the Adler function is that the singularity at
u = 1 is missing (see the discussion below eq. (4.18)).

where the second form of this equation allows one to easily read off the pole structure. We
see that there exists an infinite set of both UV (u < 0) and IR (u > 0) singularities (for
QCD) at integer values of u, all of which are double poles, except for the singularity at
u = 2 which is a single pole and the singularity at u = 1 which is absent4 (see also figure 7).
This also agrees with the calculation that led to eq. (2.13), which presented the leading IR
and UV poles in the Borel plane. We should mention here that the singularity at u = 1
really is absent: it is present in eq. (4.14) and eq. (4.15) separately, but cancels when we
take the two diagrams together. The fact that the IR renormalon at u = 1 is absent is
characteristic for the Adler function and is already expected on physical grounds, as there is
no dimension-2 operator in the OPE for the Adler function with massless fermions [15, 16].

4.3 Resurgence analysis: first two non-perturbative sectors

Our goal is to construct the transseries for the Adler function. For the associated resurgence
analysis we need the perturbative coefficients of the leading order Adler function DLO(Q2)
itself, i.e. we need to do an inverse Borel transform on the results obtained in the previous
subsection. In this section, and the sections hereafter, we will work mostly with the variable
u = −β0t as the actual Borel parameter instead of t, so that singularities in the Borel plane
are conveniently placed at integer positions. Therefore, we expand the Borel transform
eq. (4.16) around u = 0 and write the result as

B[DLO(Q2)](u) =
∞∑
n=0

dn
Γ(n+ 1)u

n, (4.19)

after which the perturbative coefficients dn of DLO can be read off:

D̂LO(α) =
∞∑
n=0

dnα̂
n+1 (4.20)

= α̂+
(23

6 − 4ζ3

)
α̂2 + (18− 12ζ3) α̂3 +

(201
2 − 42ζ3 − 60ζ5

)
α̂4 + . . .

Here α̂ = −β0α is the variable conjugate to the Borel variable u. As the inverse Borel
transform gives an additional factor of α̂, we also defined D̂(Q2) = −β0D(Q2), to compensate
for the additional factor of −β0. Furthermore, to avoid logarithms of Q2

µ2 e
C that will make

4Note that although there appears to be a pole at u = 1 in eq. (4.18), it vanishes because the expansion
around u = 1 of the terms in square brackets starts at order O(u− 1).
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the analysis needlessly complicated, we choose µ2 = Q2eC . For notational convenience, we
will drop the hats on D̂ and α̂ in what follows. When we give the full transseries expression
in the end of this section, we will reinstate the factors of β0.

With the exact Borel transform eq. (4.16) one can easily compute the first, say n = 1000,
perturbative coefficients. (However, for the resurgence analysis we perform below, we found
that 200 coefficients was enough.) With these coefficients at our disposal, we can start
thinking about what we may expect the transseries to look like. As explained near eq. (3.38),
for a k-parameter transseries the Borel singularities of the transseries sector lie at positions
u = ` ·A with ` ∈ Nk and A = (A1, . . . , Ak) the non-perturbative exponents. As the poles
of B[DLO](u) lie at both positive and negative integer values of u, a minimal Ansatz for the
transseries is a two-parameter transseries with A1 = 1 and A2 = −1 the non-perturbative
exponents. Therefore, we write the perturbative sector as

D
(0,0)
LO (α) ≡

∞∑
n=0

d(0,0)
n αn+1, (4.21)

with d(0,0)
n ≡ dn the perturbative coefficients of eq. (4.20). This will now be the (0, 0)-sector

of a two-parameter transseries

DLO(α) =
∞∑
n=0

∞∑
m=0

σn1σ
m
2 e
−nA1

α e−m
A2
α D

(n,m)
LO (α). (4.22)

We should emphasize here that this is a minimal transseries Ansatz and, recalling our
discussion in section 3.5, it might be the case that one needs additional transseries parameters
on top of the parameters σ1 and σ2, as well as further (e.g. logarithmic) transmonomials.
We shall discuss the interpretation of the transseries parameters in section 4.5 and will
indeed find logarithmic transmonomials when we extend our analysis to order 1/N2

f in
section section 6.

In order to test the Ansatz eq. (4.22), and construct the non-perturbative sectors

D
(n,m)
LO (α) = αβnm

∞∑
h=0

d
(n,m)
h αh (4.23)

we will use resurgent large order relations. Note that we use the conventional notation
βnm (and sometimes for readability βn,m) for the starting orders in the non-perturbative
sectors; of course these orders (that always have two indices) should not be confused with
the β-function and its coefficients. Recall that we can readily write large order relations
using the allowed motions on the alien lattice, which for our two-parameter Ansatz looks
as shown in figure 5. Since our starting node is the (0, 0)-sector, we know that we can
only have forward steps in the (1, 0) and (0, 1) direction, so that only the (`, 0) and (0, `)
sectors will play a role. In other words, for the large order behaviour of the perturbative
coefficients, we get

d
(0,0)
k ∼

∞∑
`=1

S`1,0
2πi

∞∑
h=0

d
(`,0)
h

Γ(k − h− β`,0)
(`A1)k−h−β`,0

+
∞∑
`=1

S`0,1
2πi

∞∑
h=0

d
(0,`)
h

Γ(k − h− β0,`)
(`A2)k−h−β0,`

, (4.24)
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which is a relation between the perturbative coefficients d(0,0)
k and the non-perturbative

coefficients d(`,0)
h and d(0,`)

h . As we will not determine the Stokes constants S1,0 and S0,1 in
this paper, and to avoid writing down ubiquitous factors of 2πi, we will absorb these factors
in the non-perturbative coefficients. Therefore we write

d̃
(`,0)
h ≡

S`1,0
2πi d

(`,0)
h and d̃

(0,`)
h ≡

S`0,1
2πi d

(0,`)
h . (4.25)

We shall see in a moment that ordering the elements of eq. (4.24) by their size gives us a
way to extract the non-perturbative coefficients, keeping in mind that this relation is valid
in the large k limit.

First, we observe that nodes in the alien lattice that are further away from the (0, 0)-
node, i.e. with larger `, have a more exponentially suppressed contribution to the large
order growth of d(0,0)

k . As A1 = 1 and A2 = −1 are equal in size, the leading order growth
comes from the (1, 0) and (0, 1) sectors. However, we saw above that the pole in the Borel
plane at u = 1 is missing, meaning that the (1, 0)-contribution is actually absent, so hence
the leading growth will be coming from the (0, 1) sector:

d
(0,0)
k ∼

∞∑
h=0

d̃
(0,1)
h

Γ(k − h− β0,1)
A
k−h−β0,1
2

+O(2−k) (4.26)

= Γ(k − β0,1)
A
k−β0,1
2

[
d̃

(0,1)
0 + A2 d̃

(0,1)
1
k

+ A2(β0,1 + 1)d̃(0,1)
1 +A2

2 d̃
(0,1)
2

k2 + . . .

]
+O(2−k) ,

where O(2−k) refers to contributions from the (`, 0) and (0, `) non-perturbative sectors with
` ≥ 2. In the second line we factored out the leading order growth in k and explicitly wrote
the first two 1/k corrections. To show that this expression indeed captures the large order
behaviour of the perturbative coefficients, and in order to find the various as yet unknown
coefficients that appear in this large order relation, we can perform so called ratio tests (see
e.g. [33, 51, 55]) on the known perturbative coefficients d(0,0)

k . To see this, we start with A2
and β0,1, and consider

A(k) ≡ k d
(0,0)
k

d
(0,0)
k+1

∼ A2 +O
(1
k

)
(4.27)

and

B(k) ≡ k log
[
fk+1
fk

]
∼ −β0,1 +O

(1
k

)
with fk = d

(0,0)
k Ak2
Γ(k) , (4.28)

which should converge to A2 and −β0,1 in the large k-limit, respectively. In figures 8a
and 8b we have plotted these two sequences together with their first Richardson transform
for the first 200 perturbative coefficients. The Richardson transform method accelerates
convergence of sequences of the form

s0 = lim
k→∞

S(k) with S(k) = s0 + s1
k

+ s2
k2 + . . . (4.29)

where the coefficients sn are not known explicitly. We denote the Nth Richardson transform
of S(k) by RT[S](k,N). We refer the interested reader to appendix D.1 for more details.
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Figure 8. Figure (a) shows the sequence A(k), eq. (4.27) (top curve, blue), together with its
first Richardson transform (bottom curve, orange) to accelerate the convergence. Similar, (b)
shows the sequence B(k) (bottom curve, blue), eq. (4.28), and its first Richardson transform (top
curve, orange). We observe that already the first Richardson transform significantly accelerates the
convergence. As explained in the text, higher order Richardson transforms converge even faster
and become indistinguishable from the gray, horizontal lines denoting the expected values A2 = −1
and β0,1 = −2.

Above eq. (4.21) we expressed the expectation that the non-perturbative exponent A2
is equal to −1. Recalling our discussion around eq. (3.47), also the value β0,1 = −2 for the
characteristic exponent was expected since the leading singularity in the Borel plane at
u = −1 is a double pole. Using Richardson transforms, we confirm these expectations to
good numerical precision. For example, RT[A](190, 10) agrees to 23 decimal places with
A2 = −1, and we obtain similar precision for β(0,1) = −2.

We can now systematically extract the non-perturbative coefficients d(0,1)
h in eq. (4.26).

First, we rewrite that equation in the form

D0(k) ≡ d
(0,0)
k A

k−β0,1
2

Γ(k − β0,1) ∼ d̃
(0,1)
0 +O

(1
k

)
. (4.30)

In figure 9a we have plotted the sequence together with its 10th Richardson transform, and
we conclude that

d̃
(0,1)
0 = 4

9 (4.31)

to great precision, e.g. RT[D0](190, 10) agrees with 4/9 to 26 decimal places. We should
notice here that we determined the value of d̃(0,1)

0 , in which the unknown Stokes constant
S0,1 is absorbed. This is actually a generic phenomenon in the resurgence of transseries
with free parameters such as σ1 and σ2 in eq. (4.22); one can see from that expression that
rescaling these parameters will rescale the expansion coefficients in the non-perturbative
sectors. Moreover, as σi is rescaled, the overall Stokes constants which determine the
jump in σi are similarly rescaled. As a result, only ‘scale invariant’ combinations of the
expansion coefficients and the Stokes constants have a physical meaning. Computing the
Stokes constants (after fixing this scale invariance) is a different enterprise, which we will
not pursue in this paper.
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Figure 9. Figure (a) and (b) show the sequence D0(k) (top curve left, blue), eq. (4.30), and D1(k)
(bottom curve right, blue), eq. (4.32), respectively. To accelerate the rate of convergence, the other
curves show the 10th Richardson transform in orange, which shows good convergence to the exact
values 4

9 and 10
27 , respectively, denoted by the gray horizontal lines.

Next, we can plot the sequence

D1(k) ≡ k
[
D0(k)− 4

9

]
∼ A2 d̃

(0,1)
1 +O

(1
k

)
(4.32)

and from figure 9b we deduce that this sequence converges to

A2 d̃
(0,1)
1 = 10

27 , (4.33)

which can again be verified up to 26 decimal places by doing 10 Richardson transforms. We
can repeat this process and in fact derive a closed form for all of the 1/k contributions in
the large order relation:

d
(0,0)
k ∼ Γ(k + 2)

(−1)k
[4

9 + 10
27

1
k

∞∑
n=0

(−1
k

)n]
+O(2−k)

= Γ(k + 2)
(−1)k

[4
9 + 10

27
1

k + 1

]
+O(2−k). (4.34)

Using eq. (4.26), we can also rewrite this in terms of the non-perturbative coefficients d(0,1)
h ,

which are seen to be

d̃
(0,1)
0 = 4

9 , d̃
(0,1)
1 = −10

27 , d̃
(0,1)
h≥2 = 0. (4.35)

Most of the coefficients vanish and as a result, the (1, 0) sector is not an asymptotic series
but a finite one. We will revisit this point more extensively later.

So far, from the first 200 perturbative coefficients that we computed numerically and
analyzed, we have extracted the complete first non-perturbative sector D(0,1)

LO . For the
leading order Adler function, we know the exact Borel transform eq. (4.16) and can therefore
check our large order relations. That is, we have that

B[D(0,0)
LO ](u)

∣∣∣
u=−1

= 4/9
(u+ 1)2 + 10/27

(u+ 1) + regular terms, (4.36)
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which indeed agrees with eq. (4.35). (This is also the reason that we wrote the above
numerical estimates with an equal sign.) Note that this leading UV behaviour was already
indicated in eq. (2.13), but here we determined the precise coefficient, as well as the
subleading term. We emphasize that this is a rather unique situation. In many resurgence
examples one does not have the luxury of knowing the exact Borel transform. In fact, in
section 6 when we study the Adler function at the next order in the flavour expansion,
we cannot compute the Borel transform exactly anymore. Clearly, however, we can study
the perturbative coefficients numerically (using similar ratio tests as the ones above), and
extract the non-perturbative sectors without ambiguity.

Having obtained the complete first non-perturbative sector, we can now subtract the
corresponding leading order growth from the large order expression for the perturbative
sector coefficients. That is, we construct the sequence

δ
(1)
k ≡ d

(0,0)
k − Γ(k + 2)

(−1)k
[4

9 + 10
27

1
k + 1

]
(4.37)

where the asymptotic growth should now be dominated by the non-perturbative sectors
(2, 0) and (0, 2), i.e.

δ
(1)
k ∼

∞∑
h=0

d̃
(2,0)
h

Γ(k − h− β2,0)
(2A1)k−h−β2,0

+
∞∑
h=0

d̃
(0,2)
h

Γ(k − h− β0,2)
(2A2)k−h−β0,2

+O(3−k). (4.38)

Since the Borel transform has poles at both u = −2 and u = +2, we now see two sectors
appearing in this formula. Note that also A1 = −A2 = 1, i.e. they are equal but opposite
in sign. Even though the rest of the (`, 0) and (0, `) sectors are quite different from each
other, as we shall see later, the parity of k will have an important effect on the right hand
side of this expression. In particular, in order to use Richardson transforms to speed up
the convergence of series, we have to separate even and odd k and perform Richardson
transforms on them separately. In figures 10a and 10b, we show the sequences of eq. (4.27)
and eq. (4.28), but now constructed from δ

(1)
k . Notice that the ratio test eq. (4.28) can be

taken, if we assume that the starting orders β2,0 = β0,2 ≡ β2 are the same. Even though
we find in eq. (4.39) below that strictly speaking β2,0 6= β0,2, this is not an issue since we
can compute with β2 = min(β2,0, β0,2) and allow for a finite number of vanishing leading
coefficients in one of the two series. Here, we conclude that 2A2 = −2A1 = −2 and β2 = −2.
Following eqs. (4.30) and (4.32), but now also taking the parity of k into account by using
ratio tests for even and odd k separately, we obtain

d̃
(2,0)
0 = 0, d̃

(2,0)
1 = 2 and d̃

(0,2)
0 = −2

9 , d̃
(0,2)
1 = 7

54 , (4.39)

with all other coefficients equal to zero. This can be compared to the expansions around
u = −2 and u = 2 respectively, and we find the expected agreement with the exact
Borel transform:

B[D(0,0)
LO ](u)

∣∣∣
u=−2

= − 2/9
(2 + u)2 −

7/54
(2 + u) + regular terms

B[D(0,0)
LO ](u)

∣∣∣
u=2

= 2
(2− u) + regular terms , (4.40)
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Figure 10. In Figure (a) and (b), we show the sequences A(k) of eq. (4.27) (outer two curves,
in blue), and B(k) of eq. (4.28), but now constructed from δ

(1)
k given in eq. (4.37). We also show

their 2nd Richardson transforms. (Middle two curves, in orange.) Note that as the parity of k is
important, we took the Richardson transforms separately on even and odd k.

where this leading IR behaviour was indicated in eq. (2.13), here given with the precise
coefficient. Notice that in the second line the leading singularity around u = 2 is a single
pole and therefore one should expect β2,0 = −1 instead of −2, as mentioned above. Indeed,
we found that d̃(2,0)

0 = 0 and one can conclude that the series effectively starts at order −1.

4.4 Resurgence analysis: all non-perturbative sectors

Having used resurgence to recover the expressions for the first and second non-perturbative
sectors of the Adler function transseries, we can repeat the analysis of the previous subsection
to also obtain other sectors. Since the procedure is very similar, we will be more brief here
about the techniques and will focus more on the results and on the general structure that
emerges.

To find higher sectors, we recursively probe the next sector by subtracting from the
large order expression for the perturbative coefficients all sectors we have found so far. In
this way we find the following pattern:

δ
(`)
k ≡ δ

(`−1)
k − Γ(k + 2)

(−`)k+2

(
s

(`)
k + t

(`)
k

k + 1

)
, (4.41)

where ` labels the sectors, and the coefficients δ(`)
k are the ones whose large order behaviour

can be used to probe sector `+ 1. Each sector provides two nonzero coefficients, s(`)
k and

t
(`)
k , whose values for 1 ≤ ` ≤ 8 are given in table 1. As before, we obtained these numbers
numerically, using ratio tests. However, for these specific diagrams, we fortunately have an
analytic Borel transform result, and as in the previous section our numbers can be directly
checked with the expansion of the Borel transform around the poles. Thus, our numbers
are not only approximately equal to the given fractions, but turn out to be exact.

A closer examination of these numbers reveals the following general pattern:

s
(`)
k = 8

3(−1)`


−1
(`+1)(`+2) for ` < 3
−1

(`+1)(`+2) + (−1)k 1
(`−2)(`−1) for ` ≥ 3.

(4.42)
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` s
(`)
k t

(`)
k

1 4
9

10
27

2 −2
9 − 7

27 + 4(−1)k

3 2
15 −

4
3(−1)k 9

50 − 6(−1)k

4 − 4
45 + 4

9(−1)k − 88
675 + 40

27(−1)k

` s
(`)
k t

(`)
k

5 4
63 −

2
9(−1)k 130

1323 −
35
54(−1)k

6 − 1
21 + 2

15(−1)k − 15
196 + 9

25(−1)k

7 1
27 −

4
45(−1)k 119

1944 −
154
675(−1)k

8 − 4
135 + 4

63(−1)k − 304
6075 + 208

1323(−1)k

Table 1. This table gives the values of s(`)
k and t(`)k for 1 ≤ ` ≤ 8 contributing to the large order

behaviour of the perturbative coefficients via eq. (4.41). As explained in the text, these values can
be extracted numerically from the perturbative coefficients, but as these values can also be extracted
from the exact Borel transform, this table is exact.

Similarly, we find a closed form for t(`)k :

t
(`)
k = 8

3(−1)`


−10

27 for ` = 1
− 7

72 + 3
2(−1)k for ` = 2

−`(2`+3)
(`+1)2(`+2)2 + (−1)k `(2`−3)

(`−2)2(`−1)2 for ` ≥ 3.
(4.43)

Observe that in all these results, there are terms without k-dependent signs as well as
terms with (−1)k factors, respectively probing the coefficients of the (`, 0) sectors (with
non-perturbative exponent `A1 = +`) and the (0, `) sectors (with non-perturbative expo-
nent `A2 = −`).

Also notice that we have a closed form with a fixed pattern for all ` ≥ 3, while ` = 1 and
` = 2 are different. This can be traced back to the fact that the LO Adler function is the
sum of the two diagrams of figure 6, where the first diagram only contributes singularities
at u = −1, u = 1 and u = 2 to the Adler function. Here we recall eq. (4.14), and note that
the singularity at u = 0 from that expression vanishes when we take the derivative w.r.t.
Q2 to obtain the Adler function.

Combining all results, we arrive at the first main result of this paper: the complete
asymptotic expansion of the perturbative coefficients of the Adler function at LO in the
flavour expansion,

d
(0,0)
k = Γ(k + 2)

(−1)k
∞∑
`=1

1
`k+2

(
s

(`)
k + t

(`)
k

k + 1

)
. (4.44)

The sum over ` converges, and for each term within the sum we only have finitely many
coefficients rather than asymptotic expansions, so this is now not a large order formula but
an exact form for the coefficients (hence the equal sign). At the next order in 1/Nf , in
section 6, we will mostly lack exact expressions, but resurgence will still provide us with
very precise large order relations, that involve non-perturbative sectors.

We have seen now that for the Adler function at O(1/Nf ) the non-perturbative sectors
consist of only one or two coefficients, i.e. the 1/k expansions are not asymptotic. This
means that these sectors do not lead to further resurgence. Thus we have now carried
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Figure 11. Alien lattice for the LO Adler function. The only asymptotic sector is the (0, 0)-sector,
which we denoted by a filled box to distinquish it from the (`, 0) and (0, `) sectors which are not
asymptotic. The dashed boxes are sectors that completely vanish.

out this resurgence analysis to its natural end: there is no resurgence of non-perturbative
sectors at any other sector than the (0, 0)-sector. In other words, the picture of the alien
lattice in this case simplifies to that of figure 11.

This structure implies that the (`, 0)-sector with ` > 1 is not reached by repeatedly
applying ∆A, i.e. for ` > 1, ∆`

AD
(0,0)
LO = 0. Instead one needs non-vanishing alien derivatives

for larger steps forward: ∆`AD
(0,0)
LO ∼ D(`,0)

LO . Similarly, we have for ` > 1 that ∆`
−AD

(0,0)
LO = 0,

but ∆−`AD
(0,0)
LO ∼ D

(0,`)
LO . We will comment more on the implications of this in the

next subsection.
Finally, observe that at order 1/Nf , the alien ‘lattice’ in fact is hardly a lattice: all

internal (n,m) sectors with n 6= 0 and m 6= 0 vanish. In section 6, we will see that this is a
result of the relative simplicity of the expressions at order 1/Nf , and that at higher orders
such internal sectors will appear.

As all non-perturbative sectors containing both non-zero powers of σ1 and σ2 vanish,
we can write the complete transseries eq. (4.22) in the following form:

DLO(α, σ1, σ2) = D
(0,0)
LO (α) +DIR

LO(α, σ1) +DUV
LO (α, σ2), (4.45)

where we labeled the different pieces according to their QCD nature. That is, DIR
LO contains

all IR renormalons in QCD, meaning that these are the UV renormalons in QED. Likewise,
DUV

LO contains all UV (IR) renormalons in QCD (QED). For the IR sectors, we get

DIR
LO(α, σ1) = −4πiCF

β0

(
σ1
S1,0

)2

e
2
β0α (4.46)

− 2πiCF
β0

∞∑
`=3

(
σ1
S1,0

)`
e

`
β0α

( 8
3(−1)`

(`− 1)(`− 2)
−1
β0α

+
8
3(−1)`(2`− 3)
(`− 1)2(`− 2)2

)
,
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and for the UV sectors

DUV
LO (α, σ2) = −2πiCF

β0

σ2
S0,1

e
−1
β0α

(4
9
−1
β0α
− 10

27

)
(4.47)

− 2πiCF
β0

(
σ2
S0,1

)2

e
−2
β0α

(
− 2

9
−1
β0α

+ 7
54

)

− 2πiCF
β0

∞∑
`=3

(
σ2
S0,1

)`
e

−`
β0α

( −8
3(−1)`

(`+ 1)(`+ 2)
−1
β0α

+
8
3(−1)`(2`+ 3)
(`+ 1)2(`+ 2)2

)
.

In these expressions, we switched back to the original real coupling constant α — recall the
discussion below eq. (4.20), where we switched to the variable α̂ = −β0α — and reinstated
all factors of β0 = −(11 − 2Nf/3)/(4π), again expressed in QCD variables. We observe
the overall factor 1/β0, and that the coupling constant α always comes with a factor β0.
Recalling eq. (4.11), this was to be expected as the flavour expansion is an expansion in
1/β0. Furthermore, in eqs. (4.46) and (4.47) we reinstated factors of 2πi and the Stokes
constants S1,0 and S0,1. We will discuss the role of the transseries parameters σ1 and σ2 in
the next subsection.

The sums over the sector number ` converge and can be carried out explicitly. We define

x1 = σ1
S1,0

e
1
β0α and x2 = σ2

S0,1
e
− 1
β0α , (4.48)

to highlight the fact that the transseries parameters, the exponential factors and the Stokes
constants S1,0 and S0,1 always group together. Performing the sums in eq. (4.46) yields

DIR
LO(α,σ1) = 16πiCF

3β0

[
x2

1

( 1
β0α
− 7

4

)
−x1(1+x1)

( log(1+x1)
β0α

+Li2(−x1)
)]

, (4.49)

where Li2 is the dilogarithm. For eq. (4.47) we get

DUV
LO (α, σ2) = 2πiCF

β0
x2

(4
9

1
β0α

+ 10
27

)
+ 2πiCF

β0
x2

2

(4
9

1
β0α
− 8

27

)
(4.50)

+ 16πiCF
3β0

1
x2

(
1 + 1

x2

)( log(>3)(1 + x2)
β0α

+ Li(>3)
2 (−x2)

)
,

where we defined

log(>n)(1+x)≡ log(1+x)+
n∑
j=1

(−x)n

n
and Li(>n)

2 (−x)≡Li2(−x)−
n∑
j=1

(−x)n

n2 (4.51)

as the logarithm and polylogarithm with the first n terms of their Taylor expansion removed.
Although eq. (4.50) appears to generate factors such as 1/x2, these in fact cancel as the
first three coefficients of the Taylor expansion of the log and Li2 are subtracted.

4.5 Discussion

At this point, we have studied the full single bubble-chain part of the Adler function. Before
moving on to the main goal of our investigation, the multi-bubble chain contributions, let
us discuss some finer details of the structure that has appeared.
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First of all, one may wonder how many free parameters the transseries structure of
the Adler function really has. This is not a question that can be answered from the Borel
plane structure alone; once one finds a singularity at a location A it is natural to include a
free parameter σ in front of the e−A/α transmonomial, but it is then not clear whether the
e−nA/α sectors should come with powers σn or with new parameters. (See e.g. [44] where,
as we discussed below eq. (3.43) the latter is the case.)

Let us consider only the ‘forward’ Stokes automorphism, coming from the IR singularities
on the positive real u-axis. Since these singularities are evenly spaced, one may expect
a single parameter to be sufficient to describe these sectors. However, the fact that e.g.
∆2
AD

(0,0)
LO = 0, but ∆2AD

(0,0)
LO ∼ D

(2,0)
LO shows that the transseries we find has a structure

that differs from the simplest one-parameter transseries structure known from many toy
models. There, the forward Stokes automorphism is simply σ → σ + S which implies in
particular that ∆2AD

(0,0)
LO = 0. This means that our forward Stokes automorphism at least

has a bridge equation beyond that of such simple toy models. Unfortunately, since e.g. a
differential equation for the Adler function as needed for the procedure in section 3.2 is
not known, we cannot derive such a bridge equation which would allow us to read off the
number of parameters.

Thus, our transseries may be a many-parameter one, but on physical grounds we still
expect the number of ‘true’ parameters to be two. The reason is that there are only two
Stokes automorphisms that play a role — and as we shall see, this continues to be the case
when we include further bubble chains — an IR one along the positive real u-axis and a
UV one along the negative real u-axis. A single parameter could in principle suffice to
describe the jump across every single Stokes line, and there is no additional physical effect
that would lead to singularities on other rays in the u-plane, so we conjecture that two
parameters is in fact enough. Interestingly, this is similar to the recent work of [56] where
in a different setting a transseries was found with many degrees of freedom (parameterized
by variables τk there) but with only a single transseries parameter for each Stokes line.

When it comes to the values of the transseries parameters, these are difficult to
determine and require further physics input. This is beyond the scope of this paper, where
we are mainly interested in the underlying structure. In principle, one would need to
numerically sum non-perturbative sectors of the Adler function transseries and compare
these to experimental data to read off values for σ1 and σ2. See [23] for an effort in this
direction for the IR Stokes automorphism.

Recall that in eq. (4.50), a variable x2 appears which comes from the UV singularities
and grows exponentially large when α→ 0. This is a common feature for transseries that
have instanton actions of opposite sign, ±A. An expansion in such a large variable x2 may
not seem very physically meaningful. One possible solution to this is of course that in
x2 = σ2e

− 1
β0fα the parameter σ2 vanishes, or is small compared to the transmonomial it

multiplies so that x2 is (very) small. Even if this were not the case, x2 still has a definite
value at any given energy scale, and so an expression like eq. (4.50) still makes sense, even
though its small α expansion may not. In fact, often a sum over different powers of x2
is itself not asymptotic but converges, as in our examples above (see also [57] for recent
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progress on this topic) and therefore one does not always need such an expansion to make
sense. Also note that part of the large order growth of the original perturbative series is
still determined by σ2-dependent sectors, so even when they have coefficient zero, these
sectors do play a role.

As a final remark, let us address the fact that many of the non-perturbative sectors we
have found only have a finite number of terms — and therefore, these sectors in particular
have no asymptotic growth of their own. This may seem to limit the use of resurgence
techniques to only the perturbative sector, but we expect this to be an artifact of the
simplicity of the single bubble chain approximation. In fact, in the next sections we shall
see that many non-perturbative sectors do become true asymptotic expansions when further
bubble chains are included. This is reminiscent of the ‘Cheshire cat resurgence’ of [58]
where asymptotic growth of sectors can disappear in particular parameter limits.5 This may
also happen in 1/Nf expansions — see for example the interesting approach of [59] where
it was found that in the Gross-Neveu model, only at finite Nf the full resurgent structure
and asymptotic growth of sectors becomes visible.

5 Using Borel convolution integrals for resurgence

We saw in the previous section that the flavour expansion is a useful framework to isolate
perturbative series that show factorial growth due to individual diagrams, i.e. renormalons.
At higher orders in 1/Nf , an important ingredient of the flavour expansion is the convolution
integral eq. (4.9), which we repeat for convenience

B
[ nc∏
j=1

αDµjνj (kj)
]
(u) = 1

(−β0f )nc−1

∫ u

0

[ nc∏
j=1

duj

]
δ
(
u−

nc∑
j=1

uj
) nc∏
j=1
B
[
αDµjνj (kj)

]
(uj).

(5.1)
In section 6, we shall apply this integral to go beyond the leading order in the flavour
expansion, but before doing so, we discuss in this section what the effect is of the convolution
integral on the resurgence structure. In particular, we will see momentarily that one does
not need to know the particular exact Borel transforms, but that the structure of the
alien derivatives and their calculus can be used instead. Although the techniques are a
straightforward application of the framework outlined in section 3, in physics applications
this is, as far as we are aware, a novel way to study renormalon effects.

The results we present in this section have twofold use. First, they set up the calculation
of particular O(1/N2

f ) diagrams that we shall encounter in the next section. The results,
however, are more general and also apply to more complicated convolution integrals which
one would encounter at higher orders in 1/Nf . We explain, by means of examples that
are relevant for the next section, how the convolution integral ‘builds’ resurgent functions.
The results will also show glimpses of the full resurgent structure that would emerge upon
including all orders in 1/Nf .

5We quote the authors of [58]: “All of the characteristics of resurgence remains even when its role seems
to vanish, much like the lingering grin of the Cheshire Cat”.
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5.1 Resurgence of the convolution integral

Given two asymptotic formal power series F (0)(α) and G(0)(α), we can define a new
asymptotic power series Ψ(0)(α) by taking the product:

Ψ(0)(α) ≡ F (0)(α)G(0)(α). (5.2)

As explained in more detail in section 3, and shown extensively in section 4, the resurgence
properties of Ψ(0) can be recovered from the singularities of the Borel transform. Here, the
convolution integral appears as the Borel transform of Ψ(0) is computed as

B[Ψ(0)](u) =
∫ u

0
du1 B[F (0)](u)B[G(0)](u− u1) , (5.3)

and the resurgence structure can be found using the relation eq. (3.19) between the different
non-perturbative sectors B[Ψ(n)](u). However, except for simple examples, performing
the convolution integral might be a difficult task. We can study instead the resurgence
properties of Ψ(0) by using the alien derivatives. Acting with an arbitrary alien derivative
∆ω yields

∆ωΨ(0) = ∆ω

(
F (0)(α)

)
G(0)(α) + F (0)(α)∆ω

(
G(0)(α)

)
, (5.4)

since the alien derivative satisfies the Leibniz rule. Thus the calculation of ∆ωΨ(0) has
shifted to the calculation of ∆ωF

(0) and ∆ωG
(0). Consequently, if the resurgence structure

of F (0) and G(0) is known, one can compute the resurgence structure of Ψ(0). As alluded to
above, we will see in section 6 that, with one exception, the convolution integral eq. (5.3)
cannot be computed exactly. It will be easier to obtain the resurgence properties of F (0)

and G(0) instead of that of Ψ(0). Therefore, to prepare our discussion in section 6, and to
show how eq. (5.4) can be employed in practice, we discuss in this section a few relevant
examples. In these examples the convolution integral can be computed exactly and therefore
these computations act as a check on the method of alien derivatives.

5.2 Convolution of pure factorial growth

Let us begin with the simplest possible model. Consider an asymptotic formal power series
where the perturbative coefficients show pure factorial growth:

F (0)(α) =
∞∑
n=0

Γ(n+ 1)αn+1 =⇒ B[F (0)](u) = 1
1− u. (5.5)

As the complete asymptotics of F (0) is determined by the pole of B[F (0)](u) in the Borel
plane, we know that in the full transseries there is just one possible non-perturbative sector,
F (1), which consists of only a single term S1f

(1)
0 (α) = 2πi. As we will encounter many

different Stokes constants for different resurgent functions, we adopt the notation in which
we put the function name as a superscript on the Stokes constants, e.g. SF1 .

Although the resurgence of F (0) is relatively simple, i.e.

∆1F
(0) = 2πi , (5.6)
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with all other alien derivatives vanishing, we show in this section that it can be used as a
building block to build more complicated resurgent functions. By taking powers of F (0), we
will show schematically how such a resurgence structure builds up.

Consider the formal power series

Ψ(0)(α) =
(
F (0)(α)

)2
, (5.7)

where its Borel transform is computed as

B
[
Ψ(0)

]
(u) =

∫ u

0
du1

1
1− u1

1
1− u+ u1

= −2log(1− u)
2− u . (5.8)

Having the exact Borel transform, we can read off the resurgence structure using eq. (3.19).
Since we know that

B
[
Ψ(0)

]
(u) = −SΨ

1 B
[
Ψ(1)

]
(u− 1) log(1− u)

2πi , (5.9)

we can read off the result

SΨ
1 B
[
Ψ(1)

]
(u− 1) = 4πi

1− (u− 1) . (5.10)

Transforming back to the α-plane, this corresponds to the formal power series

SΨ
1 Ψ(1)(α) = 4πi

∞∑
n=0

Γ(n+ 1)αn+1 . (5.11)

We see that in this ‘squared model’, the coefficients of the leading non-perturbative sector
Ψ(1) are no longer a single term but now show pure factorial growth themselves.

Though we were able to perform the convolution integral exactly and therefore immedi-
ately read off the resurgence structure, it is instructive to obtain the same result using alien
derivatives. On the one hand, the bridge equation, eq. (3.18), tells us that ∆1Ψ(0) = SΨ

1 Ψ(1).
On the other hand, we have by direct calculation

∆1Ψ(0) = 2F (0)∆1F
(0) = 2

∞∑
n=0

2πi Γ(n+ 1)αn+1, (5.12)

where we used eq. (5.6). We observe the same result as obtained from the exact Borel
transform in eq. (5.11). Likewise, for the second non-perturbative sector Ψ(2) we get

2
(
SΨ

1

)2
Ψ(2) = ∆2

1Ψ(0) = 2∆1F
(0)∆1F

(0) = 2(2πi)2 , (5.13)

which is a sector with a single coefficient. Notice that this can also be related to the
expansion of eq. (5.8) around u = 2 which reads

B[Ψ(0)(u)
∣∣∣
u=2

= ±2 πi
2− u + . . . , (5.14)

where the ellipsis denotes regular terms. Up to a sign ambiguity this agrees with eq. (5.13).
This ambiguity originates in the ambiguous expansion of the logarithm log(1−u) in eq. (5.8)
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F (0) F (1)

Ψ(0) Ψ(1) Ψ(2)

Φ(3)Φ(2)Φ(1)Φ(0)

Figure 12. Alien chains for the convolution of an asymptotic power series where the perturbative
coefficients show pure factorial growth. The sectors with a filled box are true asymptotic sectors,
whereas the white boxes are not and consist of a finite number of terms.

around u = 2. We extensively come back to this point in section 6.3, where we shall see
how to resolve such ambiguities.

This simple example easily generalizes to higher powers of F (0)(α). For example, consider

Φ(0)(α) ≡
(
F (0)(α)

)3
. (5.15)

The convolution integral to get the Borel transform B[F (0)(α)3] can still be done exactly,
but we stay in the α-plane and follow the second method we just used for

(
F (0)(α)

)2. Acting
once with ∆1 yields

SΦ
1 Φ(1) = ∆1Φ(0) = 3

(
F (0)

)2
∆1F

(0) = 6πi
∞∑
n=0

αn+2
n∑
h=0

Γ(n− h+ 1)Γ(h+ 1). (5.16)

Acting twice with ∆1 yields

2
(
SΦ

1

)2
Φ(2) = ∆2

1Φ(0) = 6F (0)
(
∆1F

(0)
)2

= 6(2πi)2
∞∑
n=0

Γ(n+ 1)αn+1. (5.17)

Finally we have
6
(
SΦ

1

)3
Φ(3) = ∆3

1Φ(0) = 6
(
∆1F

(0)
)3

= 6(2πi)3. (5.18)

In figure 12, we show the alien chain built up with more sectors, more of which are
now asymptotic.

5.3 Convolution of power series with a double pole

In the next section we shall consider diagrams at order 1/N2
f in the flavour expansion We

will encounter two generalizations of the above convolution integral of power series with
pure factorial growth. We introduce and discuss these already in this section. The first
generalization is the case that the large order relation of the formal power series that we
convolute with itself is determined by a double pole, treated in this subsection. In the
next subsection we address the convolution of a power series with (infinitely many) evenly
separated poles in the Borel plane.

Consider a power series F (0)(α) where the large order growth of the coefficients is
determined by a double pole in the Borel plane at u = 1, e.g.

F (0)(α) =
∞∑
n=0

Γ(n+2)
(
a+ b

n+ 1

)
αn+1 =⇒ B[F (0)](u) = a

(1− u)2 + b

1− u. (5.19)
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Notice that we keep the option open for subleading growth coming from a (1− u)−1 term.
We use a and b as a compact notation for f (1)

0 and f (1)
1 respectively. We are again interested

in the resurgence properties of

Ψ(0)(α) ≡
(
F (0)(α)

)2
. (5.20)

The Borel transform of this power series is given by the convolution integral

B[
(
F (0))2](u) =

∫ u

0
du1

(
a

(1− u1)2 + b

1− u1

)(
a

(1− u+ u1)2 + b

1− u+ u1

)
= 2a

2 + ab

1− u − S
Ψ
1 B
[
Ψ(1)

]
(u− 1) log(1− u)

2πi

− 2
(

2a2

(2− u)2 + a2 + 2ab
2− u

)
, (5.21)

where in the second equality we emphasized the resurgence of the non-perturbative sector
Ψ(1), which has the explicit form

SΨ
1 B
[
Ψ(1)

]
(u− 1) = 4πi

(
2a2

(2− u)3 + 2ab
(2− u)2 + b2

2− u

)
. (5.22)

Notice that, studying the singularities of these expressions around u = 2, it might look like
the second non-perturbative sector Ψ(2) gets contributions from both the Ψ(1) sector and
the last line in eq. (5.21). However, as

log(1− u)
∣∣∣
u=2

= ±πi− (2− u)− 1
2(2− u)2 + . . . , (5.23)

the last line cancels against the (real part of the) expansion of the logarithm and B[Ψ(1)]
around u = 2.

The inverse Borel transforms of eq. (5.22), together with the residue of the simple pole
at u = 1 in eq. (5.21), yield the coefficients of the first non-perturbative sector

SΨ
1 Ψ(1)(α) = 4πi(a2 +ab)+4πi

∞∑
n=0

2Γ(n+3)
(
a2 + 2ab

n+ 2 + b2

(n+ 2)(n+ 1)

)
αn+1, (5.24)

where, in the sum, we factored out the leading order growth Γ(n+ 3) coming from the fact
that eq. (5.22) has a cubic pole in the Borel plane (recall eq. (3.47)).

Instead of performing the convolution integral as in eq. (5.21), we can again use alien
derivatives. Since

∆1F
(0) = 2πi

(
a

α
+ b

)
, (5.25)

we find

SΨ
1 Ψ(1) = 2F (0)∆1F

(0) = 4πi
(
a

α
+b
) ∞∑
n=0

Γ(n+2)
(
a+ b

n+1

)
αn+1

= 4πi(a2+ab)+4πi
∞∑
n=0

2Γ(n+3)
(
a2+ 2ab

n+2 + b2

(n+2)(n+1)

)
αn+1, (5.26)

which is indeed the same as in eq. (5.24).
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For this specific example there is another way to think about eq. (5.26). Instead of
identifying the coefficients f (0)

n , we rewrite eq. (5.26) as

SΨ
1 Ψ(1) = 4πi

(
a

α
+ b

) ∞∑
n=0

F (0)
n αn+1

= 4πi aF (0)
0 + 4πi a

∞∑
n=0

f
(0)
n+1α

n+1 + 4πi b
∞∑
n=0

f (0)
n αn+1 (5.27)

Next, consider a generic series and its Borel transform

G(α) =
∞∑
n=0

gnα
n+1 =⇒ B[G](u) =

∞∑
n=0

gn
Γ(n+ 1)u

n. (5.28)

The derivative of the Borel transform yields

B[G]′(u) =
∞∑
n=0

gn+1
Γ(n+ 1)u

n =⇒ H(α) =
∞∑
n=0

gn+1α
n+1, (5.29)

where in the last step we applied an inverse Borel transform. In other words, the newly
constructed series H(α), with coefficients those of G(α) but shifted: gn → gn+1, corresponds
to taking the derivative in the Borel plane. Applied to eq. (5.27), this implies

SΨ
1 B[Ψ(1)](u) = 4πi aB[F (0)]′(u) + 4πi bB[F (0)](u). (5.30)

We shall employ this observation in section 6.

5.4 Convolution with equidistant singularities

A final case we need is where we take the convolution of perturbative series F (0) and G(0),
where the large order behaviour of their coefficients, f (0)

n and g(0)
n , come from singularities

at u = 1, 2, 3, . . . in the Borel plane. Furthermore, we assume that we know both the
resurgence properties of F (0) and G(0), i.e. we know the action of the alien derivative ∆1:

∆1F
(0) = SF1 F

(1) , ∆2
1F

(0) = 2(SF1 )2F (2) , ∆3
1F

(0) = 6(SF1 )3F (3) , (5.31)

etc., and similar for G(0), but now with the Stokes constant SF1 replaced by SG1 . This is the
standard structure of alien derivatives if one assumes that F (0) and G(0) are one parameter
transseries for which one can derive a bridge equation as we did in section 3.2. However,
from the results obtained for the Adler function at order 1/Nf in the flavour expansion
(recall our discussion in section 4.5), we know that the Adler function does not necessarily
has such a bridge equation. Therefore, we also allow for non-vanishing actions of ∆2, ∆3,
∆4 etc. In fact, when we apply the machinery of this section to the Adler function at order
1/N2

f , we indeed see that such ‘multiple steps forward’ alien derivatives indeed occur.
Using the Leibniz rule repeatedly, we may now also obtain the resurgence structure of

the product
Ψ(0) ≡ F (0)G(0) . (5.32)
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In particular, to obtain the first non-perturbative sector Ψ(1), we can act with ∆1. This yields

SΨ
1 Ψ(1) =

(
∆1F

(0)
)
G(0) + F (0)

(
∆1G

(0)
)
. (5.33)

In order to obtain the sector Ψ(2), we can act with ∆2
1, for which Ψ(2) gets contributions from

1
2∆2

1

(
F (0)G(0)

)
= 1

2
(
∆2

1F
(0)
)
G(0)+

(
∆1F

(0)
)(

∆1G
(0)
)

+ 1
2F

(0)
(
∆2

1G
(0)
)
, (5.34)

and potentially also with a nonzero ∆2, for which the contributions come from

∆2
(
F (0)G(0)

)
=
(
∆2F

(0)
)
G(0) + F (0)

(
∆2G

(0)
)
. (5.35)

Likewise, an arbitrary sector Ψ(n) could get contributions from products of alien derivatives
of the form ∆n

1 , ∆n−2
1 ∆2, ∆n−3

1 ∆3, . . . , ∆n.

5.5 Prefactor singularities

A final subtlety that we need to address is one that we will encounter at several points in
our computations. The Borel transforms in the convolution integral, eq. (5.1), may contain
singular factors — in practice: poles — that only depend on the overall Borel plane variable
u, not on the integration variables ui. Such singular factors can therefore be taken outside
the integral; see eq. (6.1) and the expressions below it for examples that we will encounter.

In the case of a transseries with non-perturbative exponentials A1 = −A2, as we have
here, these overall singularities can be somewhat difficult to interpret. Clearly, singular
prefactors play a role in the singularity structure of the final Borel transform, and therefore
they will determine some of the structure of the full transseries solution that we are after.
However, since the singularities are not obtained by acting with a specific alien derivative on
one of the factors in the integrand, it is not always immediately clear to which transseries
sectors the expansions around them belong.

For example, an expansion in the Borel plane around u = A1 could describe a (1, 0)
sector, but also other (1 + n, n) sectors. When such an expansion comes from actions of
alien derivatives on factors in the convolution integrand, one can simply read off which
alien derivatives play a role and therefore which sectors appear. When an expansion comes
from a prefactor singularity, this is not the case. As a result, in these cases one needs other
arguments (e.g. comparing different expansions that involve the same higher nonperturbative
sectors) to determine the precise transseries structure.

Some of our results on the transseries structure will therefore be conjectural, depending
on such additional arguments, though in many cases we can also fully pin down the structure.
We will even encounter situations where the extra singularities are a virtue rather than
a nuissance — occasionally, they help us to read off transseries coefficients that would
otherwise have remained hidden in a regular expansion, but that now become part of the
singular structure.

To summarize what we learned in this section, it is clear that the resurgence structure
of the convolution integral, eq. (5.1), can be obtained in two ways: either directly via the
singularity structure of the Borel transform, or by applying alien derivatives acting on
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the constituents of the convolution integral. The examples discussed in this section were
relatively simple and we were able to compute the convolution integral exactly. However,
in general, harder problems it is difficult (if not impossible), to compute the convolution
integral exactly. In fact, as we see in the next section, this is indeed the case for the Adler
function at order 1/N2

f in the flavour expansion, so that there we have to turn to the second
method using alien derivatives. Let us emphasize that this method is quite general, and
certainly not only applicable to the resurgence properties of the Adler function. It may
further open the door to study renormalons in physics in general.

6 Adler function with two bubble chains (O(1/N2
f ))

In section 4 we discussed how the minimal two-parameter transseries Ansatz for the Adler
function could be obtained using the resurgence relations described in section 3. From a
resurgence point of view, the structure of this transseries at order 1/Nf was surprisingly
simple as the only asymptotic sector is the perturbative (0, 0)-sector. In particular, we saw
that most of the non-perturbative sectors are in fact vanishing (recall figure 11), and those
sectors that were not vanishing only consist of one or two terms. As a result, we were even
able to sum the whole non-perturbative part of the transseries, leading to a closed analytic
form, eqs. (4.49) and (4.50).

From our discussion in section 5, we do not expect that this relatively simple transseries
structure is still present at higher orders in the flavour expansion, i.e. after adding more
bubble chains. (See e.g. [11, 13, 14, 60] for earlier work including two or more bubble
chains.) Recalling figure 12, we observed that the convolution integral leads to asymptotic
non-perturbative sectors, and found that the alien chain or lattice gradually builds up by
taking more and more convolution integrals. We therefore expect that already at the next
order in the flavour expansion, i.e. at order 1/N2

f , the transseries for the Adler function will
contain asymptotic non-perturbative sectors.

In order to test these expectations, and to get a first view of the resurgence structure
at higher orders in the flavour expansion, we discuss in this section the Adler function at
order 1/N2

f (NLO). Unfortunately, a complete calculation of the Adler function at this
order is not possible yet, because for some diagrams the master integrals for the Feynman
integrals appearing at this order are not yet known. Therefore, we focus in this section
on the set of planar diagrams shown in figure 13, which we are able to compute. (These
diagrams are leading in the SU(3) color structure.) A brief review of the complete set of
diagrams at order 1/N2

f can be found in appendix C.
Note that the subset of diagrams of figure 13 is not gauge invariant, and our resurgence

analysis in this section is only on a diagram by diagram basis. Unless very specific
cancellations occur between diagrams, however, one may expect most of the resurgence
features that appear in individual diagrams to also appear in the sum of the full set of
diagrams — as indeed occurred at order 1/Nf — and it is those resurgence features that we
are after. Our assumption in the present work is that such cancellations do not occur unless
there is a clear physical reason for them, as is the case for the absence of a singularity at
u = 1 in the Borel plane.
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mn

(a)

n

m

(b)

n

m

(c)

m

n

(d)

Figure 13. Subset of diagrams at O(1/N2
f ) that are computed in this section.

In particular, we discuss the resurgence of the complete first two non-perturbative
sectors, i.e. the (1, 0), (0, 1), (2, 0) and (0, 2) sectors. We show how these results can be
extracted numerically from the perturbative coefficients only. To supplement these results,
we use the techniques of the previous section, section 5, to get the key result of this section:
the exact Borel transforms of these sectors. Using the same techniques, we even find that
there are further (n,m) sectors with both n and m nonzero, contary to what was the case at
leading order in 1/Nf . At the end of the section, we briefly discuss the remaining transseries
sectors and summarize the structures we have found in table 2.

6.1 Four diagrams at O(1/N2
f )

Using eq. (4.8), the Borel transform of the diagrams shown in figure 13 can be computed
using an analytic regularized propagator for each of the bubble chains. In terms of the
convolution integral, the Borel transform for each diagram is given by

B[Π(Q2)](u) = −1
β0f

(
Q2

µ2 e
C
)−u ∫ u

0
du1 du2 δ

(
u− u1 − u2

)
Π(u1, u2) , (6.1)

where Π(u1, u2) is the Q2-independent part of these diagrams in terms of the two Borel
parameters u1 and u2 of the bubble chains. Here and in the expressions that follow, we
again ignore an overall colour factor C2

F . For diagrams (a)-(c) in figure 13, we managed to
compute this Q2-independent part exactly to all orders in u1 and u2, see appendix A and B
for more details, and the result reads:

Πa(u1,u2) =− 3
2π2

1
u(1−u)(2−u)

1
(u1−2)(u1−1)(u1+1)

1
(u2−2)(u2−1)(u2+1) , (6.2)

Πb(u1,u2) =− 3
2π2

Γ(u)
(1−u)Γ(3−u)

Γ(1−u1)
(u1−2)Γ(2+u1)

Γ(1−u2)
(u2−2)Γ(2+u2) , (6.3)

Πc(u1,u2) = 3
2π2

1
u(1−u)(2−u)

Γ(u)
Γ(3−u)

u1Γ(1−u1)
Γ(2+u1)

Γ(1−u2)
(u2−2)Γ(2+u2) , (6.4)

where, after taking the δ-function in the convolution integral (6.1) into account, we have
u = u1 + u2. For diagram (d) we do not have a such a closed form, but instead computed
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the expansion in u1 and u2, for which the first few terms read

Πd(u1, u2) = 201
4 − 36ζ3 +

(315
4 − 54ζ3

)
u1 +

(3123
16 − 63ζ3 − 90ζ5

)
u2

1

+
(873

8 − 54ζ3

)
u2 +

(747
4 − 93ζ3 − 60ζ5

)
u2

2 + 1
u

(
18 + 9u1

4 + 36u2
1

)
+
(4539

16 − 144ζ3 − 90ζ5

)
u1u2 + . . . (6.5)

In appendix A we give additional details for the computation of the perturbative coefficients
for this diagram.

In order to get the (Borel transform of the) Adler function, we can perform the
convolution integral (6.1) and take the derivative with respect to Q2 (recall eq. (4.13)). The
convolution integral (6.1) for diagram (a) can be computed exactly, and we obtain

B[D(Q2)](u) = 1
β0f

(
Q2

µ2 e
C
)−u
B[D](u) , (6.6)

with the closed form expression

B[Da](u) = 6
(1− u)(2− u)

[ log(1 + u)
3(1− u)u(2 + u) + log(1− u)

(3− u)(2− u)u

+
2 log(1− u

2 )
3(4− u)(3− u)(1− u)

]
. (6.7)

However, for the other three diagrams we do not have the benefit of a closed form. Instead,
one can expand the Π(u1, u2) for these diagrams in u1 and u2 and perform the convolution
integral order by order. In this way we find

B[Da](u) = −3u
4 −

3u2

2 − 81u3

32 − 215u4

64 − 2707u5

640 +O
(
u6
)
, (6.8)

B[Db](u) = −3u
4 −

3u2

2 − 85u3

32 −
(239

64 −
ζ3
4

)
u4 −

(3211
640 −

ζ3
2

)
u5 +O

(
u6
)
, (6.9)

B[Dc](u) = −3u
8 −

13u2

16 − 95u3

64 −
(277

128 −
ζ3
8

)
u4 −

(759
256 −

11ζ3
40

)
u5 +O

(
u6
)
, (6.10)

B[Dd](u) = 3u+
(137

16 − 6ζ3

)
u2 +

(565
32 − 9ζ3

)
u3 +

(11219
384 − 38ζ3

3 − 65ζ5
6

)
u4

+
(27787

640 − 703ζ3
48 + ζ2

3 −
65ζ5

4

)
u5 +O

(
u6
)
, (6.11)

where, even though we have the closed form in eq. (6.7), we added the first few coefficients
for B[Da](u). For diagrams (a)-(c), we computed the coefficients up to order u150. Diagram
(d) is computationally more involved and we managed to compute up to order u18.6

Before we enter the detailed resurgence analysis, we can already have a closer look at
the singularities of each of those expressions in the Borel plane. The singularities of diagram
(a) can be read off immediately from its closed form, eq. (6.7): branch cuts starting at

6Our calculation exhausts the current datamine [61], which we used to compute these coefficients.
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u = −1, u = 1 and u = 2 and poles at u = −2, u = 1, u = 2, u = 3, and u = 4. For the
other diagrams, for which we only have a finite number of perturbative coefficients, we
cannot read off the singularities in this way. Instead, we can use Padé approximants to this
end (see appendix D.2 for a brief description). The poles of these Padé approximants give a
good indication of where the ‘true’ singularities in the Borel plane are located. In order to
see the type of singularities that we can expect in the Borel plane of the different diagrams,
we plot the poles of the diagonal Padé approximants in figure 14.

For diagrams (b) and (c), we see essentially the same pattern arising as for diagram (a):
the emergence of poles in the UV direction and a branch cut starting at u = 1 and at u = 2.
Note that of course a Padé approximant, being a rational function, cannot produce an
actual branch cut — instead, the branch cut is mimicked by the Padé approximants as an
accumulation of poles. This well-known effect occurs in many other examples that involve
Padé approximants, see e.g. [62] for an early example. We also expect the emergence of
branch cuts beyond u = 2 for diagrams (b) and (c), but more on this in a moment. As we
do not have many terms for diagram (d) it is hard to tell if the Padé poles near u = −1 and
u = 1 are the start of a branch cut, or are Borel plane poles instead. We also observe some
‘spurious’ poles that have an imaginary component. A closer look reveals that these poles
always come in pairs: they are the complex conjugate of each other. This is a common
phenomenon for Padé approximants, and often reveals the fact that these mimic one pole
without an imaginary component, see also appendix D.2 for more details.

It is interesting to note that in the Borel transforms of the individual diagrams, the
singularity at u = 1 does not disappear. This was also the case for the LO (O(1/Nf ))
Adler function: when the diagrams were taken separately they did have a singularity at
u = 1. However, these singularities at u = 1 cancelled when we added the diagrams. On
physical grounds, we expect that this will still happen when we take all diagrams together
at every given order in the flavour expansion — recall the discussion on the OPE at the end
of section 4.2. Nevertheless we do not expect singularities at other values of u to cancel.
This also did not happen in the case of the LO Adler function where the singularities on a
diagram by diagram basis indeed gave a realistic picture of the singularities for the sum of
the diagrams.

6.2 Resurgence analysis: non-perturbative sectors (1, 0) and (0, 1)

Our discussion of resurgence in section 3 was mainly focused on the case where the
singularities of the Borel transform are simple poles or logarithmic branch cuts. In many
examples studied so far in the literature these are indeed the only singularities that occur,
but in the case of the Adler function several other types of singularity are present. We
already encountered double poles in section 4, and if we look at the exact Borel transform
for diagram (a), we observe another type of singularity:

B[Da](u)
∣∣∣
u=1

= −3log(1− u)
u− 1 + . . . (6.12)

where the ellipsis denotes other singularities (poles and logarithmic branch cuts) as well
as regular terms. At the end of section 3.5 we saw that a singularity of the form in
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Figure 14. Plot (a)-(c) show the singularities of the diagonal order 75 Padé approximants of
the diagrams (a)-(c) respectively. Branch cuts are mimicked by an accumulation of poles. As we
only have 18 coefficients for diagram (d), we show the Padé poles of the diagonal order 9 Padé
approximant in plot (d).

eq. (6.12) follows from perturbative coefficients that grow as Γ(k + 1)ψ(k + 1), where ψ(z)
is the digamma function. Dividing by Γ(k + 1), this means that the leading growth of the
coefficients of the Borel transform B[Da](u) is given by −3 log(k), where we read off the −3
from eq. (6.12) and used ψ(k) = log(k) +O( 1

k ).
In figure 15, we show the perturbative coefficients of B[Da] together with the function

−3 log(k), and indeed this function matches the leading growth of these coefficients quite
well. We observe similar logarithmic growth for the coefficients B[Db](u) and B[Dc](u).
Notice that the plotted points for the coefficients of B[Db](u) nearly overlap with those for
B[Da](u), implying that the leading growths of Db and Da are equal. For the coefficients of
B[Dd](u) it is more difficult to tell if the coefficients show logarithmic growth, as we only
have 18 coefficients where the even and odd coefficients seem to follow notably different
curves, so that we only have 9 coefficients to determine the trend for each curve. This
makes determining the large order behaviour unrewarding. Nevertheless it is a pleasant
surprise to see from figure 14d how well the Padé approximation already estimates the
location of the Padé poles in u near ±1.

Comparing the logarithmic growth ∼ Γ(k + 1)ψ(k + 1) with eq. (3.46), which describes
the large order relation for a transseries Ansatz of the type eq. (3.44) with logarithms, we
see that at the level of the transseries this implies that logarithmic terms are included in the
expansion. As discussed in section 4 for the Adler function at LO in the flavour expansion,
the form of the complete transseries is further determined by the fact that the Borel
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Figure 15. Plot of the first 150 perturbative coefficient of B[Da] (blue), B[Db] (orange), B[Dc]
(green). As the solid gray line we also show the function −3 log(k) to highlight the fact that the
coefficients for (a), (b) and (c) show logarithmic growth. Since the points denoting the coefficients
for (a) and (b) practically overlap, we included a subfigure zooming in at part of those sequences.
In red, above the horizontal axis, we show the 18 coefficients for B[Dd] we have calculated. As the
even and odd coefficients seem to follow different curves it is unclear if these coefficients also show
logarithmic growth.

transforms of the diagrams have singularities at both negative and positive integer values of
u. This leads to a transseries with at least two parameters. Taking these considerations into
account, we make the following minimal transseries Ansatz for diagrams (a), (b) and (c):

DNLO(α) =
∞∑
n=0

∞∑
m=0

σn1σ
m
2 e
−nA1

α e−m
A2
α

[
D

(n,m)[0]
NLO (α) + log(α)D(n,m)[1]

NLO (α)
]
, (6.13)

where as in the LO case7 A1 = −A2 = 1. Note that for diagram (a), we do not have an
infinite number of singularities in the Borel plane, hence in that case the sums over n and
m truncate. Furthermore, note that as the sectors with logarithms lead to singularities of
the form eq. (6.12), we expect that the sectors D(0,m)[1]

NLO vanish as diagram (a) does not
contain such a singularity at u = −1 and because the Padé plots for diagram (b) and (c)
do not show branch cuts starting from negative integers. We will have more to say about
diagram (d) at the end of this subsection.

Following what we did in section 4 for the LO Adler function, we can translate the
transseries Ansatz into large order relations for the perturbative coefficients and study
these numerically. This will then lead to the extraction of non-perturbative sectors. The
singularity at u = 1 does not disappear on a diagram by diagram basis, which implies that
the leading large order behaviour of the perturbative coefficients follows from forward steps

7One often encounters the phenomenon of resonance — see also the discussion on page 19 — in transseries
with logarithms and when multiple Ai add up to 0. Although this is the case for the diagrams considered in
this section, their transseries do not show resonance. See [44] for another example of this behaviour.
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in the alien lattice in both the (1, 0) and (0, 1) directions. Taking into account that some
coefficients grow logarithmically, this yields the following natural form for the large order
relation for the perturbative coefficients:

d
(0,0)
k ∼ S1,0

2πi

∞∑
h=0

Γ(k − h− β)
Ak−h−β1

(
d

(1,0)[0]
h + d

(1,0)[1]
h (log(A1)− ψ(k − h− β)

)
+ S0,1

2πi

∞∑
h=0

Γ(k − h− β)
Ak−h−β2

d
(0,1)[0]
h +O(2−k) , (6.14)

where, since we can allow a finite number of the leading coefficients to vanish, we assumed
β

[0]
1,0 = β

[0]
0,1 = β

[1]
1,0 = β

[1]
0,1 ≡ β; this entails no loss of generality (see also the discussion below

eq. (4.38)). As we did in section 4, we absorb the Stokes constant and factors of 2πi into
the non-perturbative coefficients:

d̃
(`,0)[p]
h ≡

S`1,0
2πi d

(`,0)[p]
h , d̃

(0,`)[p]
h ≡

S`0,1
2πi d

(0,`)[p]
h . (6.15)

For explicit results, let us first focus on diagram (a) as the closed form of the Borel transform,
eq. (6.7), allows us to read off the resurgence structure, using eqs. (3.19) and (3.49). We
extract the dominant growth

d̃
(1,0)[1]
0

Γ(k − β)ψ(k − β)
Ak−β1

∼ d̃(1,0)[1]
0

Γ(k − β) log(k − β)
Ak−β1

+O
(1
k

)
, (6.16)

from the expansion around eq. (6.12), which yields the exact values

β = −1 , d̃
(1,0)[1]
0 = −3 , and d̃

(1,0)[1]
h>0 = 0 . (6.17)

Subtracting the leading growth from the large order formula yields

δ
(0)
k ≡

Ak−β1
Γ(k − β)

(
d̃

(0,0)
k − d̃(1,0)[1]

0
Γ(k − β)ψ(k − β)

Ak−β1

)
∼
∞∑
h=0

Γ(k − β − h)
Γ(k − β) Ah1

[
d̃

(1,0)[0]
h + (−1)h+β−kd̃

(0,1)[0]
h

]
+ . . . , (6.18)

a type of growth that we already encountered in section 4. Taking similar ratio tests as we
did there, and taking the parity of k into account, we find full asymptotic expansions:

d̃
(1,0)[0]
h =


1
3 − 3γE + 13

9 log(2) h = 0
Γ(h)

( (
3h+ 3

2

)
+ (−1)h 1

2 + 1
2h
)

h > 0
(6.19)

for the (1, 0)-sector, and

d̃
(0,1)[0]
h =

0 h = 0
Γ(h)

(
1
2 − (−1)h 1

36 −
1

2h+1

(2
3h+ 4

9
)
− 1

3h
1
4

)
h > 0

(6.20)

for the (0, 1)-sector. We have checked eqs. (6.19) and (6.20) numerically up to 20 decimal
places for the first 15 coefficients by using Richardson transforms. Note the gamma-functions
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Γ(h) in these expressions, implying that the first non-perturbative sectors are now indeed
asymptotic series, just like the perturbative sector. As an additional check, we can read
off the resurgence structure from the exact Borel transform eq. (6.7) using eq. (3.38). For
example, near the singularity positioned at u = 1 we get

B[D(0,0)
a ](u)

∣∣∣
u=1

= −S1,0
2πi

(
− 3log(1− u) + ψ(1)

1− u +
1
3 + 3ψ(1) + 13

9 log(2)
1− u

+ B[D(1,0)[0]](u− 1) log(1− u)
)

+ . . . , (6.21)

where the ellipsis denote regular terms, and with

S1,0
2πi B[D(1,0)[0]](u− 1) = 3

(2− u)2 +
3
2

2− u −
1

2u + 1
3− u . (6.22)

As already discussed above, the first term in eq. (6.21) can be compared with eqs. (3.48)
and (3.49) and yields the coefficients of eq. (6.17). This is the reason why we included the
ψ(1) term there, and then subtracted it again in the next term. Using ψ(1) = −γE in the
second term in eq. (6.21) yields the coefficient in the first line in eq. (6.19). Finally, an
inverse Borel transform of eq. (6.22) gives the second line in eq. (6.19). In a similar way, one
can read off the resurgence of the D(0,1)[0] sector, i.e. eq. (6.20), by expanding B[D(0,0)

a ](u)
around u = −1.

We discussed a diagram for which it was possible to find a closed form Borel transform,
but the true power of resurgence analysis emerges when we study the diagrams for which
we do not have such an exact expression. To be precise, for diagrams (b) and (c), we can
study the large order behaviour of the perturbative coefficients for these diagrams, compute
coefficients in the transseries numerically and can then usually infer their exact values.
Furthermore, we can use the discussion of section 5 on convolution integrals and their
resurgence as a cross check. The interested reader can apply the methods of section 5 to
obtain the same results for diagram (a).

Turning to diagram (b), we find, by studying the large order behaviour of the perturba-
tive coefficients, that β1,0 = β0,1 = −1 and that the non-zero coefficients are

d̃
(1,0)[1]
0 = −3 (6.23)

d̃
(1,0)[0]
h =


1
3 − 3γE + 13

9 log(2) h = 0
Γ(h)

(
6− 3

2h
)

h > 0
(6.24)

d̃
(0,1)[0]
0 = 1

5
(

log(2)− log(3)
)
. (6.25)

We have checked these numbers numerically up to 12 decimal places for the first 15
coefficients for d̃(1,0)[0]

h , after which we inferred the exact expression — an expression that we
shall argue to be correct in a different way in a moment. From the coefficients, we deduce
the following information. The leading order growth of this diagram is given by a log-sector
with a single coefficient d̃(1,0)[1]

0 . Furthermore, the non-perturbative (1, 0) sector is now an
asymptotic sector, while the (0, 1) sector only contains just a single non-zero coefficient
corresponding to a simple pole in the Borel plane (we already observed this in figure 14b).
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Using the results of section 5, we can check these numerical results using the method
of alien derivatives acting on the convolution integral. We therefore rewrite the convolution
integral for D(0,0)

b (recall eqs. (6.1) and (6.3)) as

B[D(0,0)
b ](u) = −6Γ(1 + u)

(1− u)Γ(3− u)B[Ψ(0)](u) , (6.26)

where we defined

B[Ψ(0)](u) =
∫ u

0
du1B[F ](u1)B[F ](u−u1), with B[F ](u) = Γ(1−u)

(2−u)Γ(2+u) . (6.27)

The singularities of the Borel transform B[F ](u) are simple poles at positive integers, except
at u = 2 which is a double pole. Therefore, the resurgence structure of F can be easily read
off from the expansions around these poles and we find

∆1F = 1
2(2πi). (6.28)

Using the procedure as outlined in section 5, we obtain

SΨ
1 Ψ(1) = ∆1Ψ(0) = 2F∆1F = (2πi)F (α). (6.29)

In other words, in a neighborhood around u = 1, the Borel transform of Ψ(0) looks like

B[Ψ(0)](u)
∣∣∣
u=1

= −SΨ
1 B[Ψ(1)](u− 1) log(1− u)

2πi + . . .

= −B[F ](u− 1) log(1− u) + . . .

= − Γ(2− u)
(3− u)Γ(1 + u) log(1− u) + . . . , (6.30)

where the ellipsis denotes regular terms around u = 1. By adding back in the prefactor for
B[D(0,0)

b ](u), close to u = 1 eq. (6.26) becomes

B[D(0,0)
b ](u)

∣∣∣
u=1

= −6Γ(1 + u)
(1− u)Γ(3− u)

[
B[Ψ(0)](u)

∣∣∣
u=1

+ . . .

]
= 6 log(1− u)

(1− u)(2− u)(3− u) + . . .

≡ −d̃(1,0)[1]
0

log(1− u)
1− u − S1,0B[D(1,0)[0]

b ](u− 1) log(1− u)
2πi + . . . , (6.31)

with d̃(1,0)[1]
0 = −3 already given in eq. (6.23) and where

S1,0
2πi B[D(1,0)[0]

b ](u) = 6
1− u −

3
2− u . (6.32)

Indeed, by performing an inverse Borel transform, we can now directly read off the coefficients
d̃

(1,0)[0]
h for h > 0 already given in eq. (6.24).

Note however that the prefactor in the first line of eq. (6.31) itself has a pole at u = 1
— see also our discussion in section 5.5. As a result, a constant term from the regular part
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between square brackets (indicated by the dots) also contributes to the singular terms in
the last line. Therefore, the coefficient d̃(1,0)[0]

0 , which should correspond to a simple pole
at u = 1 in the Borel plane, is not determined yet by studying the convolution integral.
Furthermore, B[F ](u) in eq. (6.27) does not have singularities at negative integers, meaning
that ∆−1F = 0. Therefore it does not seem possible to compute B[D(0,0)

b ](u) locally near
u = −1, and thus we can also not extract d̃(0,1)[0]

0 using the method of convolution. We
come back to this point in the next subsection, where we will see that by including further
non-perturbative sectors in the analysis, some of these undetermined coefficients can still
be found.

This concludes our discussion of diagram (b). In a similar manner, for diagram (c), a
large order analysis of the perturbative coefficients yields β1,0 = β0,1 = −1 as well as the
following non-zero expansion coefficients for the non-perturbative sectors:

d̃
(1,0)[1]
0 = −3

2 (6.33)

d̃
(1,0)[0]
h =

−
1
2 −

3
2γE −

1
6 log(2) h = 0

Γ(h)
( (

3h+ 3
2

)
− (−1)h 1

2 + 1
2h

1
2

)
h > 0

(6.34)

d̃
(0,1)[0]
0 = 1

6 + 1
2
(

log(2)− log(3)
)
, (6.35)

which we have checked numerically up to at least 13 decimal places for the first 15 coefficients
for d̃(1,0)[0]

h . We observe a similar pattern as for diagram (b): a log-sector with a single
coefficient d̃(1,0)[1]

0 , an asymptotic (1, 0)[0] sector, and a (0, 1) sector which contains only a
single non-perturbative coefficient.

Once again, we can also determine these coefficients by studying the convolution integral
more closely. Therefore, we write the convolution integral of diagram (c) as

B[D(0,0)
c ](u) = −6Γ(u)

(1− u)(2− u)Γ(3− u)B[Φ(0)](u) , (6.36)

where we defined

B[Φ(0)](u) =
∫ u

0
du1 B[F ](u1)B[G](u− u1) , with B[G](u) = uΓ(1− u)

Γ(2 + u) , (6.37)

and with B[F ] the same as in eq. (6.27). Using that both ∆1F = ∆1G = 1
2(2πi) we obtain

SΦ
1 Φ(1) = ∆1Φ(0) = F∆1G+G∆1F = 1

2(2πi)(F (α) +G(α)). (6.38)

A brief calculation now yields

B[D(0,0)
c ](u)

∣∣∣
u=1

= −6Γ(u)
(1−u)(2−u)Γ(3−u)B[Φ(0)](u)

∣∣∣
u=1

+. . .

=− log(1−u)
1−u

6−3u(4−u)
u(2−u)2(3−u) +. . .

≡−d̃(1,0)[1]
0

log(1−u)
1−u −S1,0B[D(1,0)[0]

c ](u−1) log(1−u)
2πi +. . . , (6.39)
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with d(1,0)[1]
0 = −3

2 as given above in eq. (6.33), and where

S1,0
2πi B[D(1,0)[0]

c ](u) =
1
2

1 + u
+ 3

(1− u)2 +
3
2

1− u +
1
2

2− u . (6.40)

It is straightforward to show that the inverse Borel transform of this indeed yields the
coefficients d(1,0)[0]

h given in eq. (6.34) for h > 0. In the next subsection we see how the
convolution integral method also allows to obtain information about the coefficients d(1,0)[0]

0
and d(0,1)[0]

0 .
To summarize the results so far (see also table 2): although the convolution integral for

diagram (a) was the only one we could compute exactly, our resurgence large order analysis,
together with the power of the convolution analysis, allowed us to make a transseries Ansatz
and extract the whole first non-perturbative (1, 0) and (0, 1) sectors for the diagrams (a),
(b) and (c). For all three diagrams, the leading order growth of the perturbative coefficients
is governed by the non-perturbative coefficient d(1,0)[1]

0 . In particular, we found for diagram
(c) that d(1,0)[1]

0 = −3
2 , while for both diagrams (a) and (b) the growth is twice as strong, i.e.

d
(1,0)[1]
0 = −3. We already observed this qualitatively in figure 15, where we saw that the

growth of perturbative coefficients for diagram (c) is indeed less than for the diagrams (a)
and (b), which were more or less overlapping. However, at closer inspection, one sees that
the points do not overlap exactly — an artifact of the subleading growth dictated by the
coefficients d(1,0)[0]

h and d(0,1)[0]
h that we have now also computed. For all three diagrams,

the (1, 0) sector is asymptotic while only for diagram (a) the (0, 1) sector is asymptotic.
Furthermore, we notice that for diagram (a) the coefficient d̃(1,0)[0]

0 is the same as that
of diagram (b).

Finally, we want to offer some observations on diagram (d). A numerical resurgence
analysis on this diagram is challenging as we only have 18 coefficients, and we already
observed that the even and odd coefficients behave differently. In figure 15, we see that the
growth of the upper curve is much stronger than that of the other three diagrams (a), (b)
and (c). Although it looks like the curve bends slightly, there are not enough coefficients to
tell if this is the beginning of logarithmic growth. It might as well be the case that the large
order growth of the coefficients is different. Furthermore, the coefficients that we displayed
have opposite sign to the coefficients of the other diagrams, though the lower curve clearly
bends downwards towards negative coefficients.

6.3 Resurgence analysis: non-perturbative sectors (2, 0) and (0, 2)

In the previous subsection we determined the non-perturbative (1, 0) and (0, 1) sectors for
diagrams (a)-(c), using both numerical results and the method of alien derivatives acting
on the convolution integral. In order to probe the second non-perturbative sectors (2, 0)
and (0, 2), we must subtract the first sectors from the large order expressions. This is not
as straightforward as in the LO case (see eq. (4.37)), since now the coefficients d̃(1,0)[0]

k and
d̃

(0,1)[0]
k grow factorially themselves, implying that we need to subtract an entire (divergent)

asymptotic series. To make this possible, we will apply Borel summation on the first
non-perturbative sector before subtracting it.
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To prepare for this we rewrite eq. (6.18) as

δ
(0)
k ∼

Γ(k − β)
Ak−β

∞∑
`=1

1
`k−β

e
− log(`)

1/k
∞∑
h=0

Γ(k − β − h)
Γ(k − β) (`A)hd̃(`,0)[0]

h + (0, `)-sectors

= Γ(k − β)
Ak−β

∞∑
`=1

1
`k−β

e
− log(`)

1/k
∞∑
h=0

p
(`,0)
h

(1
k

)h
+ (0, `)-sectors (6.41)

where p(`,0)
h and p(0,`)

h are the coefficients in the 1/k expansion of the first line, obtained
from expanding the ratio of gamma functions. In particular, p(`,0)

h is a linear combination
of the d̃(`,0)[0]

g with g ≤ h, and similarly for p(0,`)
h . The important observation is that the

above expression is itself a transseries in 1/k with non-perturbative exponents proportional
to log(`). It is therefore natural to perform Borel summation on the series

P (1,0)(x) ≡
∞∑
h=0

p
(1,0)
h xh and P (0,1)(x) ≡

∞∑
h=0

p
(0,1)
h xh , (6.42)

with x = 1
k . Then, in the large order expressions we replace these series with the Borel-

summed version8

S[P (1,0)](x) = p
(1,0)
0 +

∫ ∞
0

dtB[P (1,0)](t)e−t/x , (6.43)

and similarly for S[P (0,1)](x). Once we have summed the leading asymptotic series in this
way, we will be able to read off further subleading coefficients from the large k behaviour
of δ(1)

k .
Unfortunately, this expression cannot be taken at face value, as the asymptotic expansion

of P (0,1) and P (1,0) is not Borel summable. More precisely, there are singularities on the
integration contours, as we can see in figure 16, where we show the singularities of the
Padé approximants of the Borel transforms of eq. (6.42) for diagram (a). We make a few
observations. First of all, we do not only see singularities at positions log(`), but also at
shifts of 2πim for m ∈ Z. This is related to the fact that logarithms are not uniquely
defined: for instance one could replace

log(`)→ log(`) + 2πim. (6.44)

The second important observation is that we only observe singularities at log(2) + 2πim
and log(3) + 2πim for B[P (1,0)] and log(1) + (2m + 1)πi and log(3) + πim for B[P (0,1)].
These singularities can be traced back to the expansion of B[D(0,0)

a ](u) around log(1− u)
and log(1 + u):( 6

(3− u)(2− u)2u
− 1

)
· log(1− u)

(1− u) , and 2 log(1 + u)
(1− u)2(2− u)u(2 + u) , (6.45)

where in the first expression we subtracted the log(1−u)
1−u term from eq. (6.7) as its contribution,

i.e. the large order growth initiated by the coefficient d̃(1,0)[1]
0 , is already subtracted in

8Recall that the constant term is not included in our definition of B[p(1,0)](t), which is why we have to
add it separately.
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Figure 16. For diagram (a), figures (a) and (b) show the Padé poles (small black dots) of the
75th diagonal Padé approximant of B[P (1,0)] and B[P (0,1)] respectively. The larger red transparant
points are positioned at log(`) + πim, with ` = 1, 2, 3 and m ∈ Z. At large imaginary values, some
‘spurious’ poles appear due to numerical inaccuracies.

eq. (6.41). That is, the expansions of (6.45) have singularities at u = 1, 2, 3 and u = −2, 1, 2
respectively.9 Taking the logarithm of these values and using the fact that the logarithm
is multi-valued, one indeed finds the observed positions of the singularities in figure 16.
For this paper, the above observations are sufficient, but they are indicative of further
interesting phenomena which we plan to come back to in a forthcoming publication [63].

For both diagrams (b) and (c), we have simple (0, 1)-sectors with only a single coefficient,
so we do not need to perform a Borel-Padé summation on these sectors to be able to subtract
them. For the (1, 0) sector, we obtain a similar plot as in figure 16a, where the positions of
the singularities are traced back to locations of the poles in the expansions around log(1−u),
given in eqs. (6.31) and (6.39). To be precise, for both diagram (b) and (c), we observe
singularities at log(2) + 2πim and log(3) + 2πim.

Since the Borel transforms in particular have singularities on the real positive axis, we
need to deal with the ambiguity of the Laplace contour. In order to do so, we performed a
numerical integration under a small positive angle just above the real axis in figure 16b.
See appendix D.2 for details about the numerical integration. This choice for the ‘upper
contour’ implies that we also get an imaginary part. However, as we will see in a moment,
this imaginary part does not play a role in determining the perturbative coefficients through
large order formulas, because of a similar and corresponding ambiguity in the choice of
logarithm branch cuts in the Borel plane. Of course, we also could have chosen the ‘lower
contour’; the imaginary contribution will then have opposite sign, but will still be ‘canceled’
leading to the same large order results.

9The pole around u = 0 cancels against the first term in the expansion of the logarithms.
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Figure 17. Plot of the coefficients d(0,0)
k (top, blue) and Re[δ(1)

k ] (bottom, orange), Im[δ(1)
k ] (middle,

green) for 20 ≤ k ≤ 100 for diagram (a). We clearly observe that the coefficients δ(1)
k are ‘less

asymptotic’ compared to the perturbative coefficients d(0,0)
k , a sign that this new sequence probes

the subleading non-perturbative (2, 0) and (0, 2) sectors.

With the Borel summed (1, 0) and (0, 1) sectors at our disposal, we can now turn our
attention to the resurgence of the second non-perturbative (2, 0) and (0, 2) sectors. As in
the previous subsection, we start with a discussion of diagram (a). We can now subtract the
numerically performed integral from the perturbative coefficients. Recalling that β = −1
and A1 = −A2 = 1, we obtain the new sequence

δ
(1)
k = d

(0,0)
k − d̃(1,0)[1]

0
Γ(k − β)ψ(k − β)

Ak−β1

− Γ(k − β)
Ak−β1

S[P (1,0)]
(1
k

)
− Γ(k − β)

Ak−β2
S[P (0,1)]

(1
k

)
, (6.46)

which probes the contribution of the (2, 0) and (0, 2) sectors to the large order behaviour of
the perturbative coefficients. In figure 17 we show d

(0,0)
k together with δ(1)

k for 20 ≤ k ≤ 100
for diagram (a). We clearly observe that the (real) perturbative coefficients d(0,0)

k diverge
faster than both Re[δ(1)

k ] and Im[δ(1)
k ]. This is already a good sign that these coefficients

probe the subleading non-perturbative (2, 0) and (0, 2) sectors.
Let us now discuss the fact that δ(1)

k for diagram (a) appears to have an imaginary
part. This may seem at odds with the fact that we are describing the large order behaviour
of a real expansion of the Adler function, but in fact it is not. Our numerical resurgence
analysis yields

i Im
[
δ

(1)
k

]
∼ ±πi

[
−Γ(k + 2)

2k+2 · 3− Γ(k + 1)
2k+1 · 3

2 + Γ(k + 1)
(−2)k+1 ·

1
36 −

Γ(k + 1)
3k+1

]
, (6.47)

where the overall sign ambiguity comes from a choice of contour in the Borel-Padé evaluation
of eq. (6.46), either above or below the singularities on the positive real axis in the Borel
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plane. Note that this imaginary contribution can itself be Borel transformed into

± iπ
[
−3 1

(2− u)2 −
3
2

1
2− u −

1
36

1
2 + u

− 1
3− u

]
. (6.48)

Now, these same imaginary and ambiguous contributions will also appear in the Borel
transform of diagram (a) itself, eq. (6.7). For example, an ambiguity is present in the
expansion of the logarithm log(1 − u) in that expression around u = 2. This expansion
takes the form

6 log(1− u)
(3− u)(2− u)2(1− u)u

∣∣∣∣
u=2

= − ±3πi
(2− u)2 −

±3
2πi + 3
2− u + . . . (6.49)

where we see the exact same imaginary ambiguity as in the first and second term of eq. (6.48).
As a result, the coefficients of the (2, 0) sector that can be read off from either eq. (6.47) or
eq. (6.48) will not be ambiguous and moreover will be purely real.

A similar reasoning can be applied to the third ambiguous term in eq. (6.48) which
will reappear in the expansion around log(1 + u) of eq. (6.7):

2 log(1 + u)
(1− u)2(2− u)u(2 + u)

∣∣∣∣
u=−2

= − 1
36 ·

±πi
2 + u

+ . . . . (6.50)

For the fourth ambiguous term in eq. (6.48), which will determine a (3, 0) sector coefficient,
we expand around u = 3:

6 log(1− u)
(3− u)(2− u)2(1− u)u

∣∣∣∣
u=3

= −±πi− log(2)
3− u + . . . . (6.51)

Taking the same steps as we did for the (1, 0) and (0, 1) sectors, we can now determine
the coefficients in the (2, 0) and (0, 2) sectors by doing a large order analysis on the δ(1)

k .
Above, we have already analysed the imaginary part of δ(1)

k . The real part does not have a
contribution to the (0, 2) sector, but is does affect the (2, 0) sector. From it, we extract
β2,0 = −1 and the (2, 0) coefficients

d̃
(2,0)[1]
0 = −2 (6.52)

d̃
(2,0)[0]
h =

3− 2γE + 1
4 log(3) h = 0

Γ(h)
( (

2
3h+ 11

9

)
(−1)h + 1− 2

9
1

2h
)

h > 0 .
(6.53)

As we see, the (2, 0) sector contains again a log(α) contribution in the transseries, given
by the coefficient d(2,0)[1]

0 . We were able to extract the first 15 coefficients in eq. (6.53) (as
well as those of the simpler imaginary part, eq. (6.47)) numerically from eq. (6.46) up to 9
decimal places, after which we inferred the exact expressions. Once again, we know that
this is exact to all orders, because we can compare with the exact Borel transform. (Recall
how we did this for the (1, 0) and (0, 1) sectors in eqs. (6.21) and (6.22).)

Let us now turn to diagram (b). Similar to diagram (a), before we can probe the second
non-perturbative (2, 0) and (0, 2) sectors, we want to subtract the (1, 0) and (0, 1) sectors.
As both the (0, 1) sector and the log part of the (1, 0) sector (i.e. the (1, 0)[1] sector) contain
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just one coefficient, we can directly subtract these parts. The (1, 0)[0] coefficients however
grow asymptotically, and therefore we have to perform a Borel-Padé summation on this
part. This leads to the new sequence

δ
(1)
k = d

(0,0)
k − d̃(1,0)[1]

0
Γ(k − β)ψ(k − β)

Ak−β1
− Γ(k − β)

Ak−β2
d̃

(0,1)[1]
0 − Γ(k − β)

Ak−β1
S[P (1,0)]

(1
k

)
,

(6.54)

with β = −1 and A1 = −A2 = 1 and the coefficients d̃(1,0)[1]
0 and d̃(1,0)[0]

0 given in eqs. (6.23)
and (6.25) respectively. A numerical analysis on the imaginary part of δ(1)

k yields a
contribution to the (2, 0) sector:

i Im
[
δ

(1)
k

]
∼ ±6πiΓ(k + 1)

2k+1 +O(3−k) . (6.55)

From the real part of δ(1)
k we extract for both sectors β2,0 = β0,2 = −1. Furthermore, we

extract a single non-perturbative coefficient for the (0, 2) sector,

d̃
(0,2)[0]
0 = −1

6 + 2
9 log(2) , (6.56)

and the first few coefficients of the (2, 0) sectors. We list the first four:

d̃
(2,0)[0]
0 = −2 , d̃

(2,0)[0]
1 = −14

3 , d̃
(2,0)[0]
2 = −5

2 , d̃
(2,0)[0]
3 = −7

6 − 8ζ3 . (6.57)

We have obtained these coefficients numerically up to at least 9 decimal places, as well
as some further ones not displayed here, after which we inferred the analytic expression.
Furthermore, notice that this diagram does not have a log sector, i.e. all the coefficients
d̃

(2,0)[1]
h vanish.

We can improve on these results using again the method of alien derivatives acting
on the convolution integral to find all d̃(2,0)[0]

h exactly. We repeat the convolution integral,
eqs. (6.26) and (6.27), for this diagram:

B[D(0,0)
b ](u) = −6Γ(1 + u)

(1− u)Γ(3− u)B[Ψ(0)](u), (6.58)

with:

B[Ψ(0)](u) =
∫ u

0
du1 B[F ](u1)B[F ](u− u1), with B[F ](u) = Γ(1− u)

(2− u)Γ(2 + u) . (6.59)

In order to extract the (2, 0) sector, we need the expansion of B[Ψ(0)] around u = 2, i.e.
we need the second non-perturbative sector Ψ(2). As discussed in section 5, this implies
we need

∆1F = 1
2(2πi), and ∆2F = −1

6(2πi)
( 1
α

+ 17− 12γE
6

)
, (6.60)

which is read off from the expansions around the poles of B[F ] positioned at u = 1 and
u = 2. We notice that, similar to the LO Adler function, ∆2

1F = 0. However, ∆2F is now
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non-vanishing. This yields(
SΨ

1

)2
Ψ(2) = 2 · 1

2(∆1F )2 + 2 · F∆2F

= 1
4(2πi)2 − 1

3(2πi)
( 1
α

+ 17− 12γE
6

) ∞∑
n=0

Fnα
n+1

= 2πi
(1

2πi− 1
3F0

)
− 1

3(2πi)
∞∑
n=0

(
Fn+1 + 17− 12γE

6

∞∑
n=0

Fn

)
αn+1 . (6.61)

Recalling the discussion at the end of section 5.3, in particular eqs. (5.27) and (5.30), we
can write the Borel transform of Ψ(2) in terms of B[F ](u) and its derivative B[F ]′(u) w.r.t.
u. Therefore, the Borel transform B[Ψ(0)] around u = 2 reads

B[Ψ(0)](u)
∣∣∣
u=2

=
1
2πi− 1

3F0

u−2 −
(
SΨ

1

)2
B[Ψ(2)](u−2)

log(1− u
2 )

2πi +. . . (6.62)

=
1
2πi− 1

3F0

u−2 + 1
3

(
B[F ]′(u−2)+ 17−12γE

6 B[F ](u−2)
)

log
(

1−u2

)
+. . . .

Adding back in the prefactor to get B[Db](u) and F0 = 1
2 yields, after a brief calculation,10

B[D(0,0)
b ](u)

∣∣∣
u=2

= −6Γ(1 + u)
(1− u)Γ(3− u)B[Ψ(0)](u)

∣∣∣
u=2

+ . . .

= 6πi− 2
2− u − S

2
1,0B[D(2,0)

b ](u− 2)
log(1− u

2 )
2πi + . . . , (6.63)

with

S2
1,0

2πi B[D(2,0)
b ](u−2) = 2u

(1−u)(4−u)

( 1
4−u+ 17−12γE

6 −ψ(3−u)−ψ(u)
)
. (6.64)

The exact coefficients d̃(2,0)[0]
h are obtained from the residue of the simple pole around u = 2

in eq. (6.63), and after applying an inverse Borel transform on eq. (6.64).
At this point, we want to come back to a left over point of the previous subsection:

the resurgence of the d̃(1,0)[0]
0 and d̃

(0,1)[0]
0 coefficients — which we were not yet able to

determine there — from the convolution integral. (We shall see momentarily how the same
reasoning also leads to the resurgence of the d̃(0,2)[0]

0 coefficient.) In principle, as B[F ](u)
only has singularities at positive integers of u, also its convolution integral B[Ψ(0)](u) only
has possible singularities at positive integers of u. Therefore, with the techniques of studying
the convolution integral with alien derivatives, it seems we can only make statements about
the local expansions of B[Ψ(0)](u) around these values. However, the prefactor

−6Γ(1 + u)
(1− u)Γ(3− u) (6.65)

10Note that in eq. (6.55) the factor 6πi appears with an ambiguous sign. As usual, in large order formulas
this imaginary ambiguity should not contribute to the perturbative coefficients; it will be ‘canceled’ by the
6πi terms in the present equation. One may be worried that here, no ambiguous sign appears in front of
the 6πi, but this is a result of the fact that we have implicitly chosen the ‘upper contour’ by applying a
particular form of the Stokes automorphism and the resulting alien derivatives.
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in front of this convolution integral has singularities at u = 1 and the negative integers
of u. Therefore, these singularities pick up regular terms of B[Ψ(0)](u) at these points. In
particular, the prefactor also leads to the pattern of singularities at negative integers in u of
B[D(2,0)

b ](u− 2). Furthermore, there is also a singularity at u = 1 and therefore we notice
that this sector contributes to the coefficients d̃(1,0)[0]

0 , d̃(0,1)[0]
0 and d̃(0,2)[0]

0 . For example,
expanding the Borel transform of the (0, 2) sector around u = 1 yields

S2
1,0B[D(2,0)

b ](u− 2)
log(1− u

2 )
2πi

∣∣∣
u=1

= 13 log(2)
9(u− 1) + . . . (6.66)

with the ellipsis denoting regular terms around u = 1. We notice that this indeed corresponds
with part of the coefficient d̃(1,0)[0]

0 already obtained numerically in eq. (6.24). The remaining
part of this coefficient follows from the fact that we multiplied a pole at u = 1 of the
prefactor with the expansion of B[Ψ(0)[u] around u = 1. Similarly, we can expand the same
expression around u = −1 and u = −2 to find (parts of) the coefficients d̃(0,1)[0]

0 and d̃(0,2)[0]
0

as given above. In conclusion, we see in particular that knowing the subleading (2, 0) and
(0, 2) sectors actually teaches us a bit more about the leading (1, 0) and (0, 1) sectors that
we were not able to deduce from the perturbative (0, 0) sector alone.

Finally, we discuss the resurgence of the (2, 0) and (0, 2) sectors of diagram (c). For this,
we can use the same sequence as in eq. (6.54), but now using the coefficients of the (1, 0)
and (0, 1) sectors of diagram (c) given in eqs. (6.33)–(6.35). A numerical analysis yields

i Im
[
δ

(1)
k

]
∼ ±3πiΓ(k + 2)

2k+2

(
1− 1

k + 1

)
+O(3−k) (6.67)

for the imaginary part. Similar to diagram (b), there is only a single non-vanishing non-
perturbative coefficient in the (0, 2) sector:

d̃
(0,2)[0]
0 = −17

72 + 1
3 log(2) . (6.68)

However, the (2, 0) sector of diagram (c) has a log contributing in the transseries, given by
the non-perturbative coefficient

d̃
(1,0)[1]
0 = −2 . (6.69)

Again we list the first four coefficients of the (2, 0)[0] sector and we show in a moment how
higher coefficients are obtained using the convolution method:

d̃
(2,0)[0]
0 = 4− 2γE + 1

4 log(3) , d̃
(2,0)[0]
1 = 1

3 , d̃
(2,0)[0]
2 = 11

12 , d̃
(2,0)[0]
3 = −43

12 + 4ζ3 .

(6.70)
The numerical analysis on δ(1)

k agrees with eqs. (6.67)–(6.70) up to at least 11 decimal places.
These same results are reproduced using the convolution integral method. We repeat

this integral, eqs. (6.36) and (6.37),

B[D(0,0)
c ](u) = −6Γ(u)

(1− u)(2− u)Γ(3− u)B[Φ(0)](u), (6.71)
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with

B[Φ(0)](u) =
∫ u

0
du1 B[F ](u1)B[G](u− u1), with B[G](u) = uΓ(1− u)

Γ(2 + u) , (6.72)

and B[F ] the same as for diagram (b) given in eq. (6.27). Again, for the resurgence of the
(2, 0) and (0, 2) sectors of diagram (c), we need access the second non-perturbative sector of
Φ. To compute this, we use ∆1F and ∆2F already given in eq. (6.60), and also

∆1G = 1
2(2πi), and ∆2G = −1

3(2πi) . (6.73)

As ∆2
1F = ∆2

1G = 0, we get(
SΦ

1

)2
Φ(2) = 2 · 1

2∆1F∆1G+ F∆2G+G∆2F (6.74)

= 1
4(2πi)2 − 1

3(2πi)
∞∑
n=0

Fnα
n+1 − 1

6(2πi)
( 1
α

+ 17− 12γE
6

) ∞∑
n=0

Gnα
n+1

= (2πi)
(1

2πi− 1
6G0

)
− 1

6(2πi)
∞∑
n=0

(
2Fn +Gn+1 + 17− 12γE

6 Gn

)
αn+1.

We can write the Borel transform B[Φ(2)](u) in terms of B[F ](u), B[G](u), and B[G]′(u).
This yields

B[Φ(0)](u)
∣∣∣
u=2

=
1
2πi− 1

6G0

u− 2 −
(
SΦ

1

)2
B[Φ(2)](u− 2)

log(1− u
2 )

2πi + . . . (6.75)

=
1
2πi− 1

6G0

u− 2 + 1
6

(
2B[G](u− 2) + B[G]′(u− 2)

+ 17− 12γE
6 B[G](u− 2)

)
log

(
1− u

2

)
+ . . . .

Adding back in the prefactor to get B[Dc](u) and G0 = 0 yields

B[D(0,0)
c ](u)

∣∣∣
u=2

= −6Γ(u)
(1− u)(2− u)Γ(3− u)

[
B[Φ(0)](u)

∣∣∣
u=2

+ . . .

]
= − 3πi

(2− u)2 −
3πi

2− u − S
2
1,0B[D(2,0)

c ](u− 2)
log(1− u

2 )
2πi + . . . , (6.76)

with

S2
1,0

2πi B[D(2,0)
c ](u−2) =− 1

1−u

( 1
4−u−

2
2−u+ 17−12γE

6 −ψ(3−u)−ψ(u)
)
. (6.77)

An inverse Borel transform indeed yields the coefficients d̃(2,0)[0]
h given above. Note that

the pole in the prefactor in the first line of eq. (6.76) has a pole at u = 2, and therefore
a constant term from the regular part between square brackets also contributes to the
singular terms in the last line. This corresponds to the coefficient d̃(2,0)[0]

0 . With the same
reasoning as for diagram (b), we can get parts of the coefficients of d̃(1,0)[0]

0 , d̃(0,1)[0]
0 and

d̃
(0,2)[0]
0 by expanding the sector B[D(2,0)

c ] around the singular points u = 1, u = −1 and
u = −2 respectively.
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This finishes the analysis and discussion of the resurgence of the (2, 0) and (0, 2) sectors.
In our analysis, we saw that for diagram (b) and (c) the (2, 0) sector was more interesting from
a resurgence point of view, with resurgence relations that involve multiple non-perturbative
sectors. In the next two subsections, we study some further non-perturbative sectors and
draw the alien lattices for these diagrams.

6.4 Furter non-perturbative sectors and alien derivative structure

In the previous two subsections, we have focused on the resurgence of the (1, 0), (0, 1),
(2, 0) and (0, 2) sectors from the perturbative (0, 0) sector. As already observed in these
sections, the coefficients of these non-perturbative sectors show asymptotic growth, so these
sectors themselves have resurgence relations to other non-perturbative sectors. We will see
momentarily that the resurgence relations know more about the full transseries due to the
fact that at order 1/N2

f also non-perturbative sectors like (n,m) with n 6= 0 and m 6= 0 will
appear, something we have not observed before.

Let us once again start our discussion with diagram (a). In eqs. (6.21) and (6.22), we
saw how in the Borel plane of B[D(0,0)

a ](u), the (1, 0) sector resurges in the form

S1,0
2πi B[D(1,0)[0]](u− 1) = 3

(2− u)2 + 3
2(2− u) −

1
2u + 1

3− u . (6.78)

Likewise, one finds the Borel transform of the (0, 1) sector:

S0,1
2πi B[D(0,1)[0]](u+1) =− 1

4(2−u)−
2

3(1−u)2 + 2
9(1−u)−

1
2u+ 1

36(2+u) . (6.79)

In particular, we notice that these expressions have a singularity at u = 0. One can
wonder why the perturbative (0, 0) sector does not contain this singularity in its own Borel
transform. The reason is that, to get the (0, 0) sector, one has to include the logarithms:

S1,0
2πi B[D(1,0)[0]](u− 1) log(1− u)

∣∣∣
u=0

= 1
2 +O(u) (6.80)

and
S0,1
2πi B[D(0,1)[0]](u+ 1) log(1 + u)

∣∣∣
u=0

= −1
2 +O(u) . (6.81)

That is, as seen from the point of view of the (0, 0) sector, the two constant terms that
would contribute to a singularity at u = 0 cancel. However, from the perspective of the
(1, 0) and (0, 1) sectors, the individual singularities contribute to the large order growth of
these sectors. Note that what these sectors see is not the (0, 0) sector again, as that sector
has a vanishing constant term (see eq. (6.8)) and moreover, as in examples with bridge
equations, one would not expect a sector like (1, 0) to be able to detect the (0, 0) sector.
Thus, we conclude that what we find here is the contribution of a (1, 1) sector, i.e. we get

D(1,1)[0] = 1
2 , (6.82)
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which is a sector containing only a single non-perturbative coefficient. This relation is best
viewed in the alien lattice, for which we now learn that it must contain the following arrows:

D(1,0) D(2,0) D(3,0)

∆2

∆1

D(1,1)

∆−1

D(0,1)

∆1
D(2,1)

∆2

D(3,1)

∆3
D(2,1)

∆−1

Here we also included the motions towards other non-perturbative sectors. Let us make
two more remarks about this diagram.

First of all, observe that from the (0, 1) sector we have also drawn alien derivative
arrows towards a (2, 1) and a (3, 1) sector. The existence of a (2, 1) sector can be argued
in a similar way as above and we will show this explicitly in a moment, by looking at the
singularities in the relevant Borel transforms and observing that these do not correspond
to sectors that are already known. The same argument for a (3, 1) sector is on less solid
ground, as the coefficient we find for that sector is also contained in the relevant perturbative
coefficient in the (2, 0) sector, and so we cannot be certain that it is indeed the former sector
that the (1, 0) sector detects. Thus, for now the existence of a (3, 1) sector is a conjecture,
which we hope to come back to in future work.

Secondly, notice the alien derivative ∆1 pointing from the (1, 0) sector to the (2, 0)
sector; this alien derivative was discussed and explained around eq. (6.48). In this diagram,
we drew the (2, 0) sector with a white, solid box, which would imply that it is not an
asymptotic series, contrary to the fact that we already know from the previous subsection
that this is an asymptotic sector. The reason for this representation here is that the (1, 0)
sector only sees a small, non-asymptotic part of the (2, 0) sector.

Similarly, we observe that the Borel transform of the (0, 1) sector has a double pole
at u = 1, whereas this does not resurge from the (0, 0) sector directly, i.e. in our analysis
we only found a single pole given by the coefficient d̃(1,0)[0]

0 = 1
3 − 3γE + 13

9 log(2). A closer
inspection of the (2, 0) sector reveals the same double pole at u = 1, i.e. we have

S2
1,0

2πi B[D(2,0)[0]](u− 1) = − 2
3(1− u)2 + 11

9(1− u) + 1
3− u −

2
9(4− u) , (6.83)

with the same coefficient 2
3 as in eq. (6.79). Again, from the point of view of the (0, 0)

sector, one has to include the logarithms:

S2
1,0

2πi B[D(2,0)[0]](u− 1) log
(

1− u

2

) ∣∣∣
u=1

= 2 log(2)
3(1− u)2 +

2
3 + 11

9 log(2)
1− u + . . . (6.84)

and

S0,1
2πi B[D(0,1)[0]](u+ 1) log(1 + u)

∣∣∣
u=1

= − 2 log(2)
3(1− u)2 +

−1
3 + 2

9 log(2)
1− u + . . . . (6.85)
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This means that the (0, 0) sector does not see the double pole, but the (2, 0) and (0, 1)
sectors independently do. Furthermore, we observe that the (2, 0) and the (0, 1) sectors see
the same double pole, and we thus conclude that this is part of the (2, 1) sector.

We notice however that the single pole, as seen from the point of view of the (2, 0)
and (0, 1) sectors has a different residue in the two cases, i.e. 11/9 and 2/9 respectively.
This is a result of the fact that both sectors have resurgence relations towards both the
(1, 0) sector and the (2, 1) sector. As the (2, 0) sector sees the (2, 1) and (1, 0) sectors with
different weights compared to the (0, 1) sector (which depend on different Stokes constants),
we conclude that it is hard to distinguish which part of the single pole at u = 1 is part of
the (2, 1) sector and which part corresponds to the (1, 0) sector. Being able to distinguish
between the two would allow one to extract an interesting relation between the Stokes
constants of the Adler function. This is another point that we hope to come back to in
future work.

Again, these relations are best viewed in terms of the alien lattice, which as we now
have learned also contains the following ingredients:

D(2,0) D(3,0) D(4,0)

∆2

∆1

D(2,1)

∆−1

D(0,1)

D(1,0)

∆2

∆2

∆−1

The full alien lattice for diagram (a) can now be obtained by combining the previous two
diagrams with the similar diagram for the (0, 0) sector:

D(0,0) D(1,0) D(2,0)

∆2

∆1

D(0,1)

∆−1

D(0,2)

∆−2

D(3,0) D(4,0)

∆4

∆3

where we also inlcuded motions from the perturbative (0, 0) sector towards a (3, 0) and
(4, 0) sector (see also the discussion in the next subsection).

For diagrams (b) and (c), we have seen that only the (1, 0) and (2, 0) sectors are
asymptotic. To be precise, we derived for diagram (b) the following Borel transform of the
(1, 0) sector:

S1,0
2πi B[D(1,0)[0]

b ](u− 1) = 6
2− u −

3
3− u . (6.86)

The singularities at u = 2 and u = 3 can be seen as part of the (2, 0) and (3, 0) sectors, i.e.
in terms of alien lattices:

D(1,0) D(2,0) D(3,0)

∆2

∆1

(6.87)
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Diagram (c) on the other hand is slightly different. The Borel transform of its (1, 0)
sector reads

S1,0
2πi B[D(1,0)[0]

c ](u− 1) = 1
2u + 3

(2− u)2 + 3
2(2− u) + 1

2(3− u) . (6.88)

Again we notice a singularity at u = 0 which is not seen by the perturbative (0, 0) sector.
We therefore conclude that this is the effect of a non-zero (1, 1) sector. As before, this new
sector is not an asymptotic sector, but it only contains one non-perturbative coefficient.
This yields the following part of the alien lattice:

D(1,0) D(2,0) D(3,0)

∆2

∆1

D(1,1)

∆−1

We already observed earlier that the (2, 0) sector of both diagram (b) and (c) has an infinite
number of singularities in u at both positive and negative integers. Coming back to our
discussion in section 5.5, we want to mention here that from the convolution integral alone,
eq. (6.37), we would not have expected singularities at u = 0 or negative values of u.
However the prefactor in front of the convolution integral, eq. (6.37) adds singularities
at non-positive u. It is therefore hard to distinguish which part of the pole at u = 1 for
diagram (c) is related to the (0, 1) sector or the (1, 2) sector. First of all, the singularities at
positive integers of u follow mainly from the convolution integral, but they also arise from
the prefactors in front of the convolution integral since these add a pole at u = 1 for diagram
(b) and a pole at u = 1, 2 for diagram (c). We therefore expect that this contributes to
both a (1, 0) and a (2, 1) sector as seen from the (2, 0) sector. Likewise, the prefactor adds
an infinite number of singularities at negative u, leading to both (0, n) as well as (2, 2 + n)
sectors, for n ≥ 1, or in terms of motions on the alien lattice:

D(2,0) D(3,0) D(4,0)

∆2

∆1

. . .

D(2,1)

∆−1

D(2,4)

∆−3

D(2,3)

∆−4

...

D(1,0)

∆−1

D(0,1)

D(0,2)

...

∆−3

∆−4

All in all, we see that at order 1/N2
f in the number of flavours, the Adler function displays

many more interesting resurgence features than were present at order 1/Nf .

6.5 Overview: transseries sectors and relations

We have discussed the resurgence of the first non-perturbative sectors ((1, 0) and (0, 1)) as
well as the second non-perturbative sectors ((2, 0) and (0, 2)) of diagrams (a)-(c), plus their
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own resurgence towards other sectors. We now briefly sketch the resurgence structure of
higher sectors for these diagrams.

Looking at the closed form expression for diagram (a) in eq. (6.7), we notice from the
singularity structure that the only remaining non-vanishing sectors are the (3, 0) and (4, 0)
sectors. Furthermore, as these singularities are not branch cuts but just simple poles, we
conclude that they describe non-asymptotic sectors containing just a single non-vanishing
non-perturbative coefficient.

From our discussion in section 5.4, it might seem that we need to act with many
alien derivatives to get access to the higher sectors of diagrams (b) and (c). However, the
constituents of the convolution integral F and G of diagram (b) and (c) (recall eqs. (6.26)
and (6.36) respectively), have ∆n

ωF = ∆n
ωG = 0 for n > 1. This implies that we only

get non-vanishing contributions by acting with at most two alien derivatives — one for
each factor in the convolution product. Still, that leaves us with quite a few options to
consider, but as we see momentarily, we can categorise all remaining options into a few
classes. We discuss each of these classes case by case. Furthermore, we will see that not all
cases contribute to the resurgence of higher sectors.

Let us first discuss the higher non-perturbative asymptotic sectors of diagram (b). The
non-vanishing alien derivatives acting on F of that diagram are given by

∆1F = 1
2(2πi) , ∆2F = −1

6(2πi)
( 1
α

+ 17− 12γE
6

)
, (6.89)

and
∆nF = (−1)n

(2− n)(n+ 1)!(n− 1)!(2πi) , n ≥ 3 . (6.90)

First of all, using the convolution method we get an asymptotic contribution to the (n, 0),
n ≥ 3, sector via:

F∆nF . (6.91)

One can show that this gives a contribution to B[D(0,0)
b ](u) around u = n proportional to

−6Γ(1 + u)
(1− u)Γ(3− u)B[F ](u− n) log

(
1− u

n

)
= −6Γ(1 + u)

(1− u)Γ(3− u)
Γ(n+ 1− u)

(n+ 2− u)Γ(2 + u− n) log
(
1− u

n

)
. (6.92)

The ratio of gamma functions, is regular for n ≥ 3 and furthermore it cancels the pole
at u = 1. We therefore see that this asymptotic part of the (n, 0) sector is completely
determined by the singularity at u = n+ 2, i.e. by the sector (n+ 2, 0).

Secondly, one gets contributions from acting with two alien derivatives:

∆k F∆(n−k)F . (6.93)

However, many of these cases do not lead to a contribution to the resurgence of diagram
(b) due to the prefactor in front of the convolution integral. That is, the contributions of
eq. (6.93) that lead to a simple pole do not contribute as the prefactor contains a term

– 66 –



J
H
E
P
0
9
(
2
0
2
3
)
1
0
3

1/Γ(3 − u) which has zeros at u = n for n ≥ 3. As a result, the only non-vanishing
contribution follows from the case k = 2 as this leads to a double pole at u = n. In
particular, this results in a contribution to B[D(0,0)

b ](u) at u = n proportional to:

−6Γ(1 + u)
(1− u)Γ(3− u)

1
(n− u)2 . (6.94)

Combining the above observations leads to the contributions to the alien lattices shown in
the second column of table 2.

The structure of higher sectors of diagram (c) is similar to that of diagram (b). The
non-vanishing alien derivatives acting on G are

∆nG = n(−1)n(2πi)
(n+ 1)!(n− 1)! , n ≥ 1 . (6.95)

Acting with a single alien derivative on the product FG, we get asymptotic contributions
to the (n, 0) sectors (n ≥ 3) from

F∆nG+G∆nF . (6.96)

First, we consider n = 3, where G∆3F yields a contribution to B[D(0,0)
c ](u) proportional to

log(1− u
3 )

8(2− u) . (6.97)

Likewise, F∆3G yields a contribution proportional to( 1
8(2− u) + 1

4(5− u)

)
log(1− u

3 ) . (6.98)

Notice in particular that the expansion of this around u = 2 leads to part of the coeffi-
cient d̃(2,0)[0]

0 .
For n > 3, the only non-vanishing contribution of the convolution integral to the

resurgence of diagram (c) coming from a single alien derivative is given by F∆nG. This
yields a contribution proportional to

log(1− u
n)

(2 + n− u) . (6.99)

Similar to diagram (b), when acting with two alien derivatives, one can show that only a
double pole coming from the convolution integral contributes to the resurgence of diagram
(c). This means that the contribution has to come from ∆2F∆n−2G, and we get a term
proportional to

−6Γ(u)
(1− u)(2− u)Γ(3− u)

1
(n− u)2 (6.100)

We have added the resulting motions on the alien lattice in table 2.
This brings us to the end of our resurgence analysis of diagrams (a), (b) and (c). The

results are summarized in table 2. Compared to the LO Adler function, at order 1/N2
f

the (n, 0) sectors (and also the (0, 1) sector for diagram (a)) are asymptotic sectors with
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mn n

m

n

m

(0
,0

)

D(0,0) D(1,0) D(2,0)

∆2

∆1

D(0,1)

∆−1

D(0,2)

∆−2

D(3,0) D(4,0)

∆4

∆3

D(0,0) D(1,0) D(2,0)

∆2

∆1

D(0,1)

∆−1

D(0,2)

∆−2

. . .

...

(1
,0

)

D(1,0) D(2,0) D(3,0)

∆2

∆1

D(1,1)

∆−1

D(1,0) D(2,0) D(3,0)

∆2

∆1

D(1,0) D(2,0) D(3,0)

∆2

∆1

D(1,1)

∆−1

(0
,1

)

D(0,1) D(1,1) D(2,1)

∆2

∆1

D(0,2)

∆−1

D(3,1)

∆3

D(1,0)

∆2

D(0,1)

(2
,0

)

D(2,0) D(3,0) D(4,0)

∆2

∆1

D(2,1)

∆−1

D(1,0)

∆−1

D(2,0) D(3,0) D(4,0)

∆2

∆1

. . .

D(2,1)

∆−1

D(2,4)

∆−3

D(2,3)

∆−4

...

D(1,0)

∆−1

D(0,1)

D(0,2)

...

∆−3

∆−4

(0
,2

)

D(0,2) D(0,2)

(3
,0

)

D(3,0) D(3,0) D(5,0)

∆2 D(3,0) D(5,0)

∆2

D(3,1)

∆−1

D(2,0)

∆−1

(0
,3

)

- D(0,3)

(n
,0

)

D(4,0) D(n,0) D(n+2,0)

∆2

(0
,n

)

- D(0,n)

Table 2. Final summary of the relations between non-perturbative sectors at order 1/N2
f .
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their own resurgence relations towards further non-perturbative sectors. In particular we
find sectors like (n,m) with n 6= 0 and m 6= 0. We notice however that the asymptotic
non-perturbative sectors only have resurgence relations to sectors that contain only one or
two coefficients, quite similar to asymptotic perturbative series of the LO Adler function.
We expect that at higher order in the flavour expansion, the asymptotic non-perturbative
sectors will have resurgence towards full asymptotic sectors, thus yielding an alien lattice
with more and more motions between sectors.

7 Conclusion and outlook

In this paper we have analyzed the transseries of the Adler function, which includes
non-perturbative effects, to order 1/N2

f . In our description of the analysis we aimed to
connect two communities: we wished to introduce particle physicists to the techniques of
resurgence, but also wanted to show the resurgence community that in particle physics and
phenomenology problems, many of the techniques and results known from toy models still
appear, in addition to new phenomena.

Let us summarize our main findings. First, our resurgence analysis of renormalon
singularities in the Borel transform of the Adler function led us to construct a minimal,
non-trivial two-parameter transseries, which — in contrast to the 1/Nf Adler function —
has asymptotic coefficient growth in many of its non-perturbative sectors.

Second, we found that resurgent properties of the Adler function are best expressed
using the calculus and lattice structure based on the alien derivative (as advocated in [30]).
In particular, we introduced in section 5 a way to study the alien structure of transseries
including renormalons using a convolution technique. Applying this technique in section 6
gave us a way to extract resurgence properties without having immediate access to the
exact Borel transform of a given asymptotic expansion. Furthermore, from this technique
we were able to extract locally the form of the Borel transformed result.

Third, while the exact Borel transform of the O(1/Nf ) Adler function and its singu-
larities has been known for a long time [6, 7] (reviewed and rederived in section 4), we
constructed a complete resummed transseries expression eqs. (4.49) and (4.50) for the Adler
function at order 1/Nf in the original α variable. At this order in 1/Nf there are only
poles in the Borel plane: UV double poles at negative integer values of the (rescaled) Borel
plane parameter u, and IR double poles at positive integer values with the exceptions of an
absent pole at u = +1 and the occurence of a single pole at u = +2.

Our fourth finding is a more intricate singularity structure in the Borel plan at order
1/N2

f , involving logarithmic branch cuts. In particular, using the Borel-Padé technique
and a large order analysis of the coefficients that we computed, we found many of these
branch cuts at IR singularities and a few at UV singularities. Of course, since we have
only computed a limited number of diagrams, we cannot state with full certainty which
singularities have branch cuts (and therefore which sectors have asymptotic expansions) in
the full Adler function at all orders in 1/Nf . However, we conjecture that all singularities
in fact become of this sort — except of course a potential IR singularity at u = +1 which
on physical grounds (due to the absence of a corresponding operator in the OPE [15, 16])
we expect to remain absent.
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A fifth and final finding for the order 1/N2
f transseries is that overlapping poles and

branch point singularities in the Borel plane lead to log(α) transmonomials. These factors
were already anticipated in [13]; we indeed find that they occur. These transmonomials
indicate a new type of power correction that we also expect to persist at higher orders
in 1/Nf .

The picture that emerges from these findings is that the structure of our transseries,
displayed in detail for order 1/N2

f in table 2, is interestingly different from that occurring
in many models studied in the literature. In particular, we have seen that for the Adler
function, ‘multiple forward alien derivatives’ such as ∆2 give nonzero results, whereas in
most simple models that have a bridge equation, only ∆1 provides a nonvanishing ‘forward
motion’. Furthermore, even though opposite non-perturbative exponentials ±A as well as
logarithmic transmonomials appear in the Adler function transseries, the transseries turns
out not to be resonant.

With our analysis and aim to start bridging the gap between the particle physics and
resurgence communities, many open questions and opportunities for further research suggest
themselves. Let us mention a few interesting directions.

To start verifying further the conjecture that for the full Adler function all non-
perturbative sectors are asymptotic, one could take a closer look at specific diagrams at
higher orders in 1/Nf and study their resurgence properties using the techniques developed
in this paper. Ultimately, it would be interesting to also be able to perform a sum over all
orders in 1/Nf . For example, this may allow one to see if the interesting shift in renormalon
pole locations of [26] also occurs for the Adler function.

A second interesting area for further research concerns the structure of the Adler
transseries. We have seen that for our purposes, two parameters for this transseries suffice,
but it is conceivable that one would in fact require more parameters. A related problem
is that our Adler transseries has a nonvanishing ‘two steps forward’ alien derivative ∆2;
a ‘three-steps forward’ ∆3 etc. This may already hint at a situation where sectors like
the e−2A/α sector come with their own transseries paramaters. Whether such parameters
should be viewed as integration constants that need to be fixed, or as true non-perturbative
expansion parameters is an interesting open question (cf. [56], where a similar interplay was
observed in a different model). One way to answer such questions would be using a bridge
equation, but unfortunately we do not have one at our disposal. Nevertheless, the case of
two parameters being sufficient seems supported by our finding that the Adler function has
only two Stokes lines and therefore two Stokes automorphisms.

In conclusion, the Adler function remains an interesting object to study using resurgence
techniques. It is sufficiently complicated to show features not displayed by many simpler
models, but is also amenable to further perturbative studies that might uncover some of
the subtleties mentioned. We expect many more lessons and surprises to lie ahead.
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A Master integrals

In this appendix we discuss the master scalar integrals we used in the calculation of the
diagrams considered in this paper. The diagrams given in figures 6a, 13a, 13b and 13c can
be computed using standard one-loop techniques and the one-loop massless master integral

Î(1,2)(n1, n2) ≡ (−q2)n12−d/2
∫

ddk

iπd/2
1

(−k2)n1(k − q)2n2

=
Γ(n12 − d

2)
Γ(d− n12)

Γ(d2 − n1)
Γ(n1)

Γ(d2 − n2)
Γ(n2) , (A.1)

with d the number of space-time dimensions. We have adopted the following notation:
the superscripts for an integral Î(l,n) indicate the number of loops and the number of
propagators. The prefactor ensures that the result is independent of (−q2) and we do not
get factors of π. Furthermore, we introduced the shorthand notation n12 = n1 + n2 with its
natural extension to the cases with more indices.

For the calculation of the diagrams in figures 6b and 13d, we need to consider the
massless two loop two-point function

Î(2,5)(n1, n2, n3, n4, n5)

≡ (−q2)n12345−d
∫
ddk1
iπd/2

ddk2
iπd/2

1
(−k2

1)n1(−k2
2)n2(−k2

3)n3(−k2
4)n4(−k2

5)n5
, (A.2)

where k3 = k2 − q, k4 = k1 − q and k5 = k1 − k2. A general representation for the massless
two-point function with arbitrary powers ni of the propagators can be found in [64]. For a
historical overview of this integral, see [65]. For the diagram with one bubble chain, given
in figure 6b, we need the result for

Î(2,5)(1, 1, 1, 1, u+ 1). (A.3)

We should mention here that we can work in d = 4 dimensions, as the UV and IR divergences
are regulated by the power u in the propagator. This integral was first solved using IBP
relations and the method of uniqueness in [66], and the result in d = 4 dimensions reads

Î(2,5)(1,1,1,1,u+1) =− 1
2u
[
ψ(1)

(
1+u

2

)
−ψ(1)

(
1−u

2

)
+ψ(1)

(
2−u

2

)
−ψ(1)

(
2+u

2

)]
, (A.4)

with ψ(1)(z) = d2

dz2 log Γ(z) the trigamma function.
For the diagram in figure 13d with two bubble chains, we need the two-loop

master integral
Î(2,5)(1, u2 + 1, 1, 1, u1 + 1). (A.5)

This master was computed in [67, 68] for three arbitrary powers using IBP relations. The
result reads11

Î(2,5)(α, β, 1, 1, γ)
γδÎ(1,2)(1, δ + 1)

= Î(1,2)(α, γ + 1)
d− 3 S

(
d
2 − α− 1, β − 1, d2 + α− δ − 2, δ − β

)
+ (α↔ β) (A.6)

11In [68], the integral is denoted by I4(α, β, γ, δ).
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with δ = α+ β + γ − d
2 . The function S encapsulates all symmetries of this integral and is

given by:

S(a, b, c, d) = ψ(1− c)− ψ(c)
H(a, b, c, d) − 1

c
− b+ c

bc
F (a+ c,−b,−c, b+ d) (A.7)

where ψ(z) = d
dz log Γ(z) is the digamma function and

H(a, b, c, d) = Γ(1 + a)Γ(1 + b)Γ(1 + c)Γ(1 + d)Γ(1 + a+ b+ c+ d)
Γ(1 + a+ c)Γ(1 + a+ d)Γ(1 + b+ c)Γ(1 + b+ d) , (A.8)

F (a, b, c, d) =
∞∑
n=1

(−a)n(−b)n
(1 + c)n(1 + d)n

= 3F2(−a,−b, 1; 1 + c, 1 + d; 1)− 1 . (A.9)

We have used this result to calculate the expansion of Î(2,5)(1, u2 + 1, 1, 1, u1 + 1) in u1
and u2. After the expansion, one still needs to carry out the infinite sum in eq. (A.9). In
order to perform the sums, we made use of the package Summer [69], which itself relies on
FORM [70, 71]. The first few terms read

Î(2,5)(1, u2 + 1, 1, 1, u1 + 1) = 6ζ3 + 5ζ5
(
3u2

1 + 3u1u2 + 2u2
2

)
− 6ζ2

3

(
u2

1u2 + u1u
2
2

)
+ 525

8 ζ7u
2
1u

2
2 +O

(
u3

1, u
3
2

)
(A.10)

Notice that in the limit u2 → 0 and u1 → u, one recovers the expansion of eq. (A.4) around
u = 0. For the calculation of the full diagram, we want to take the convolution integral,
eq. (4.9), to get the Borel transform in terms of u = u1 + u2. As∫ u

0
du1 u

m
1 (u− u1)n = m!n!

(m+ n+ 1)!u
m+n+1, (A.11)

we see that if we want the Borel transform up to order m+ n+ 1, we need all terms where
the powers of u1 and u2 add up to m+ n. We have added the expansion in terms of u1 and
u2 of Î(2,5)(1, u2 + 1, 1, 1, u1 + 1) up to combined order m+ n = 18 in a separate file that is
available from the authors upon request. The result can be expressed in terms of regular
zeta values and multiple-zeta values (MZVs) defined as

ζm1,m2,...,mk ≡
∑

i1>i2>...>ik>0

1
im1
1 im2

2 . . . imkk
, (A.12)

for positive integers mj . The number of indices of the sums is called the depth and the
sum of the powers, i.e. m1 + . . . + mk, the weight. Of course, MZVs of depth one are
just the regular zeta values. The Summer package contains all sums up to weight nine. In
order to express the sums of higher weight in terms of MZVs, we made use of the tables in
the multiple zeta value data-mine up to the maximal available weight 22 [61]. To give an
example, at order u4

1u
4
2 one finds

ζ5,3,3 =
∞∑
i1=1

1
i51

i1−1∑
i2=1

1
i32

i2−1∑
i3=1

1
i33
, (A.13)
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which in the data file are denoted by z5z3z3, with similar notations for sums of higher
depth. In general, at higher orders in u1 and u2, the weight increases and one also finds
MZVs of larger depth. For numerical values of these MZVs, up to 100 decimal places, we
have used the EZ-Face calculator that can still be found at http://wayback.cecm.sfu.ca/cgi-
bin/EZFace/zetaform.cgi and checked its output up to several decimal places.

B Diagram momentum integrals

Recall the definition of the Adler function (1.1)

D(Q2) = 4π2Q2dΠ(Q2)
dQ2 , (B.1)

where Π(Q2) is related to the correlation function of two vector currents jµ = ψ̄γµψ of
massless quarks,

(−i)
∫
d4xe−iqx〈0|T{jµ(x)jν(0)}|0〉 = (qµqν − ηµνq2)Π(Q2) , (B.2)

and where Q2 = −q2. In order to extract Π(Q2), one can use

ηµν

(d− 1)Q2 , (B.3)

as the projector for Π(Q2). At order 1/Nf , this yields the following integral expression for
the diagram of figure 6a,

B[Πa(Q2)](u) = −i (4π)2(µ2ε)2

(d− 1)Q2

∫
ddk1
(2π)d

ddk2
(2π)dB

[
αDρσ(k2)

]
(u)

× tr
[
γµ
/k1
k2

1
γρ

(/k1 − /k2)
(k1 − k2)2 γσ

/k1
k2

1
γµ

(/k1 − /q)]
(k1 − q)2

]
, (B.4)

where the Borel transform of the bubble chain, B
[
αDρσ(k2)

]
(u), is given in eq. (4.8). After

performing the spinor trace, eq. (B.4) can be written in terms of the master integral of
eq. (A.1). Likewise, for the diagram of figure 6b we get

B[Πb(Q2)](u) = −i (4π)2(µ2ε)2

(d− 1)Q2

∫
ddk1
(2π)d

ddk2
(2π)dB

[
αDρσ(k1 − k2)

]
(u)

× tr
[
γµ
/k1
k2

1
γρ
/k2
k2

2
γµ

(/k2 − /q)
(k2 − q)2 γσ

(/k1 − /q)]
(k1 − q)2

]
, (B.5)

which after the fermion trace has been performed, reduces to the master integrals of
eqs. (A.1) and (A.4).

Let us consider the diagrams of figure 13 studied in section 6 at order 1/N2
f . For the

diagram of figure 13a, the loop integral reads

B[Πa(Q2)](u1, u2) = −i (4π)4(µ2ε)3

(d− 1)Q2

∫
ddk1
(2π)d

ddk2
(2π)d

ddk3
(2π)dB

[
αDρσ(k1 − k3)

]
(u1) (B.6)

× B
[
αDαβ(k1 − k2)

]
(u2)tr

[
γµ
/k1
k2

1
γρ
/k3
k2

3
γσ

i/k1
k2

1
γα
/k2
k2

2
γβ
/k1
k2

1
γµ

(/k1 − /q)]
(k1 − q)2

]
.
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After the spinor trace has been performed, the remaining integrals reduce to the master of
eq. (A.1). Likewise, the diagrams of figures 13b and 13c read

B[Πb(Q2)](u1, u2)

= −i (4π)4(µ2ε)3

(d− 1)Q2

∫
ddk1
(2π)d

ddk2
(2π)d

ddk3
(2π)dB

[
αDρσ(k1 − k3)

]
(u1)B

[
αDαβ(k1 − k2)

]
(u2)

× tr
[
γµ
/k1
k2

1
γρ
/k3
k2

3
γσ
/k1
k2

1
γµ

(/k1 − /q)
(k1 − q)2 γα

(/k2 − /q)
(k2 − q)2 γβ

(/k1 − /q)
(k1 − q)2

]
, (B.7)

and

B[Πc(Q2)](u1, u2)

= −i (4π)4(µ2ε)4

(d− 1)Q2

∫
ddk1
(2π)d

ddk2
(2π)d

ddk3
(2π)dB

[
αDρσ(k1 − k2)

]
(u1)B

[
αDαβ(k2 − k3)

]
(u2)

× tr
[
γµ
/k1
k2

1
γρ
/k2
k2

2
γα
/k3
k2

3
γβ
/k2
k2

2
γσ
/k1
k2

1
γµ

(/k1 − /q)]
(k1 − q)2 ,

]
(B.8)

which reduce to the same master integral of eq. (A.1). Finally, we studied the diagram of
figure 13d which reads

B[Πd(Q2)](u1, u2)

= −i (4π)4(µ2ε)3

(d− 1)Q2

∫
ddk1
(2π)d

ddk2
(2π)d

ddk3
(2π)dB

[
αDρσ(k1 − k2)

]
(u1)B

[
αDαβ(k3)

]
(u2)

× tr
[
γµ
/k2
k2

2
γα

(/k2 − /k3)
(k2 − k3)2 γβ

/k2
k2

2
γρ
/k1
k2

1
γµ

(/k1 − /q)
(k1 − q)2 γσ

(/k2 − /q)
(k2 − q)2

]
. (B.9)

This diagram can be written in terms of the master integrals of eqs. (A.1) and (A.6) where
the latter master integral requires the most computational effort. See appendix A for the
details of this computation. We refer to appendix C for a brief discussion on the remaining
diagrams at order 1/N2

f .

C Remaining O(1/N2
f ) diagrams

In section 6 of this paper, we considered a subset of the diagrams at order 1/N2
f in the

flavour expansion. In this appendix, we briefly discuss the current status of the remaining
diagrams at order 1/N2

f , given in figure 18. Notice that these are the abelian diagrams and
we did not present the diagrams with non-abelian self interactions of the gauge field. As
explained at the end of section 4.1, one uses the process of naive non-abelianization, i.e.
replace β0f by β0, to model the non-abelian effects.

The two bubble chain diagrams (a)-(d) of figure 18 were considered in [13]. In particular,
these authors focused on the leading UV singularity because a full calculation of these
diagrams is not possible yet, as the corresponding master integrals are not known. Notice
that the results given are for the vacuum polarization (taking the derivative with respect to
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Figure 18. Diagrams at order 1/N2
f in the flavour expansion that are not computed in this paper.

Q2, eq. (4.13), yields the results for the Adler function). The leading singularity found is12

log(1 + u)
(1 + u)2 , (C.1)

which would imply the leading order growth of the perturbative coefficients to be

dn ∼ (−1)nΓ(n+ 2)ψ(n+ 2) , (C.2)

where ψ is the digamma function. At the level of the transseries, this translates to a
non-perturbative contribution of the form

1
α

log(α) e
1
α . (C.3)

Recall that an exponential like this is typical for UV renormalons and grows exponentially
large when α → 0. Possible solutions were already discussed in section 4.5: either the
transseries parameter in front of such a momomial vanishes, or as long as α has a definite
value, an expression like this still makes sense. Furthermore, we notice that the leading
order growth of eq. (C.2) is enhanced by a factor n compared to leading order growth
Γ(n+1)Ψ(n+1) of the diagrams considered in section 6. In order to construct the transseries,
and the relations between the non-perturbative sectors, one either needs access to sufficient
perturbative data of these diagrams, or one needs the expansion of the Borel transform
around the singularity at u = −1 as well as expansions around other singular points in u.
In particular, we recall from diagram (d) discussed in section 6, that for both procedures
one has to compute a number of coefficients that is at least in the double digits, which is a
challenging task to perform.

In figures 18e and 18f, we show the so called nested diagrams, where the square box
denotes the LO (1/Nf ) diagrams considered in section 4, i.e.

n ≡ n + 2
n

. (C.4)

12The parameter u in [13] is defined with an opposite sign compared to the definition used in this paper.
Here, we present the result in our conventions.
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A discussion of the singularity structure in the Borel plane of these diagrams can be found
in [60] (where again, the results given are for the vacuum polarization). Using Borel Padé
techniques, these authors showed that the singularities for the sum of these two diagrams at
u = 1 drops out (as expected by OPE arguments). Furthermore, they were able to deduce
that the singularities at u = 2 and u = −1 are branch points, suggesting the presence of
further asymptotic sectors. However, is was not possible to compute sufficient perturbative
data to determine the precise nature of these branch points.

As far as we know, the diagram of figure 18g has not been considered so far in the
literature, as it is a difficult diagram with three bubble chains and its corresponding master
integral is not known.

In order to compute the diagrams of figure 18, one needs to compute difficult skeleton
diagrams (i.e. the diagrams where the bubble chains are replaced by the analytic regularized
propagators of eq. (4.8)). In particular, this means that diagrams (e) and (f) are two loop
skeleton diagrams, diagram (a)-(d) are three loop skeleton diagrams and diagram (g) is a
four loop skeleton diagram. We expect that diagrams (d) and (g) are the most challenging
diagrams to compute as these, respectively, correspond to three loop, non-planar master
integrals with two analytic regularized propagators and a four loop master integral with
three analytic regularized propagators.

D Numerical methods

Richardson transforms and Padé approximants are often-used numerical methods in the
resurgence literature because they are well-suited to extract as much information as possible
from a limited set of perturbative data. Since we make considerable use of both methods in
this paper, we discuss them here in some detail.

D.1 Richardson transform

Consider a sequence S(k) which we know how to compute numerically for arbitrary k, and
which we also know can be expressed in the form

S(k) = s0 + s1
k

+ s2
k2 + . . . . (D.1)

Our first aim is to calculate s0, which we can do by computing limk→∞ S(k). However, it
might well be that one needs to compute S(k) for many and large values of k to confidently
judge the limit. The Richardson transform [72, 73] (see [74] for a clear exposition) is a
method to accelerate this process and enable one to reach the desired limit with (significantly)
fewer values of k. It is defined recursively by

RT[S](k,0) = S(k),

RT[S](k,N) =RT[S](k+1,N−1)+ k

N

(
RT[S](k+1,N−1)−RT[S](k,N−1)

) (D.2)

where we denote the N th Richardson transform of S(k) by RT[S](k,N). To see how it
works, consider the case for N = 1, which corresponds to

RT[S](k, 1) = S(k + 1) + k
(
S(k + 1)− S(k)

)
= s0 + s1 − s2

k2 +O
( 1
k3

)
. (D.3)
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Clearly the limit limk→∞RT[S](k, 1) = s0 has a faster rate of convergence than S(k), as the
subleading part proportional to s1 now scales as O

(
1
k2

)
. The estimate of s0 thus becomes

better when both k and N increase, since the Richardson transform RT[S](k,N) cancels
the subleading terms in S(k) up to order 1

kN
.

We can also find a closed form, in terms of S(k), S(k + 1), . . . , S(k +N), for the N th

Richardson transform by solving the following set of equations,

S(k) = s0 + s1
k

+ . . .+ sN
kN

S(k + 1) = s0 + s1
k + 1 + . . .+ sN

(k + 1)N
...

S(k +N) = s0 + s1
k +N

+ . . .+ sN
(k +N)N

(D.4)

where we truncated the series in eq. (D.1) after the N th term. The solution for s0, up to
order O( 1

kN+1 ), is given by

s0 ≈ RT[S](k,N) =
N∑
n=0

(−1)n+N (k + n)N

n!(N − n)!S(k + n) +O
( 1
kN+1

)
. (D.5)

Let us see how the Richardson transform works in practice by considering the function

f(u) = 1
1 + u

2
+ log(1− u)

u
=
∞∑
k=0

((
− 1

2

)k
− 1
k + 1

)
uk. (D.6)

If one is only given numerical values for the first, say 40, coefficients T(k):

T(k) =
(
− 1

2

)k
− 1
k + 1 , (D.7)

one can use the Richardson transform to extract the leading growth of these coefficients:

T(k) ≈ −1
k

+ 1
k2 + . . . (D.8)

where the ellipsis contains terms for both the subleading 1
k behaviour as well as the (−1

2)k

term. In figure 19a we show the coefficients T(k) in blue for 1 ≤ k ≤ 40, together with
their second Richardson transform. Here we used eq. (D.5) to calculate the Richardson
transform as the direct formula has a faster implementation than the recursive formula
given in eq. (D.2). We see that the Richardson transform gives a clear acceleration of the
series to the value s0 = 0 with

RT[T(k)](38, 2) = −0.00001562865083298977613 (D.9)

Higher order Richardson transform give even better estimates of s0.
We may go even further and extract the s1, by constructing the sequence

k
(
T(k)− 0

)
≈ −1 + 1

k
+ . . . (D.10)
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Figure 19. In (a), we show the coefficients ck (bottom curve, blue), eq. (D.7), together with their
second Richardson transform (top curve, orange). In (b), we show the sequence k

(
T(k)− 0

)
(top

curve, blue) of eq. (D.10), again with their second Richardson transform (bottom curve, orange).

This converges to −1 in the k →∞ limit. In figure 19b we see this sequence together with
its second Richardson transform, showing again good convergence towards −1:

RT
[
k
(
T(k)− 0

)]
(38, 2) = −0.9999841284122182302 (D.11)

One can naturally continue this process and also extract the coefficients si, i > 1.

D.2 Padé approximants and Borel-Padé summation

Consider an analytic function f(u), or even a formal power series

f(u) =
∞∑
k=0

aku
k . (D.12)

One can define the Padé approximant of f(u) [75, 76] as (see [74] for a more extensive
exposition)

PN,M [f ](u) ≡
∑N
n=0 bnu

n∑M
m=0 cmu

n
. (D.13)

This rational function should be thought of as an approximation to f(u) itself: the coefficients
bn and cn are precisely chosen such that the first N + M + 1 coefficients of the Taylor
expansions of f(u) and PN,M [f ](u) agree. (Note that the Padé approximant has N +M + 2
coefficients in total, but an overall scaling of these coefficients has no effect on the rational
function.) Given a power series f(u), software packages like Mathematica can compute
Padé approximants up to around 100 coefficients exactly, and even further numerically.
In practice, one usually computes the diagonal Padé approximant of order N , PN [f ](u)
(defined as PN,M [f ](u) with M = N), and we shall always do so in this article.

The main use of Padé approximants lies in the fact that they can encode singularities.
If for example f(u) describes a function with a pole at some point u0 6= 0, a truncated
Taylor expansion of f(u) will not ‘see’ such a pole easily, simply because a Taylor expansion
is a polynomial which has a finite value at u0. The Padé approximant, on the other hand,
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Figure 20. Poles of the order 120 diagonal Padé approximant to the function in eq. (D.6). One
clearly sees the (single) pole at u = −2 as well as the mimicked ‘branch cut’ starting at u = 1.

by construction must have a number of poles, and essentially always13 one of these will
turn out to be near u0.

This ability of Padé approximants to encode singularities of f(u) goes even further: a
Padé approximant can also spot more complicated singularities in f(u) such as logarithmic
branch cuts. Of course the rational function PN [f ](u) does not have such branch cuts,
but for large N it does have a large number of poles, and these poles can accumulate
into half-lines that start at some point u0, thus mimicking a branch cut,14 not only in a
pictorial way but also in the sense that integrals around branch cuts are well-approximated
by integrals around the poles.

For a real power series, the coefficients in the Padé approximant will also be real. In
general, this leads to Padé poles that are also at real locations, but occasionally ‘spurious’
poles occur when the denominator of the Padé approximant has two non-real complex
conjugate zeroes. The occurrence of such spurious poles is usually not very problematic, as
they occur sporadically and can often be removed by taking a slightly higher or lower order
Padé approximant.

To illustrate the process of Padé approximantion, let us once again look at the example
eq. (D.6). The function f(u) has a simple pole at u = −2 and a logarithmic branch cut
starting at u = 1. Using the exact Taylor expansion in eq. (D.6), and from that result
computing P120[f ](u) using Mathematica, we find a rational function whose poles we plot
in figure 20. Both the single pole at u = −2 and the accumulation of all other poles to
mimick the branch cut at u = 1 are clearly visible in the figure.

In this article, we use Padé approximants in two different ways. First of all, we use
these approximants to spot singularities for functions (usually in the Borel plane) for which
we only have a finite number of expansion coefficients available — see e.g. figures 14 and 16.
A second application of Padé approximants is that they can be used to replace an actual
Borel transform B[O](t) of an asymptotic series before doing the inverse Laplace transform.

13In rare cases where a singularity does not show up, it can be made visible by changing the order of the
Padé approximant. As a check, we have always compared Padé approximants at slightly different orders for
the computations in this paper.

14This process is similar to what happens in e.g. matrix models, where at finite matrix size N one deals
with a resolvent which has a pole at every eigenvalue location, but when N →∞ this resolvent turns into a
function with branch cuts.
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That is, instead of computing

S[O](g) ≈
∫ ∞

0
dtB[O]N (t) e−

t
g (D.14)

using an Nth order Taylor expansion of B[O](t), one instead computes

S[O](g) ≈
∫ ∞

0
dt PN [B[O]](t) e−

t
g . (D.15)

The reason why this is useful is that it does not make much sense to Laplace transform a
Taylor series of a Borel transform directly: such a Taylor series is simply a polynomial, and
its Laplace transform does nothing but reinsert factors of n! in front of the nth coefficient
of B[O](t) — that is, it simply returns a cut-off version of the original asymptotic series,
which when we make N larger and larger will still diverge for any value of the parameter.

If instead of directly Laplace transforming a Borel plane power series one takes a
diagonal Padé approximant first, the resulting functions are much better behaved. There
are two reasons for this: first of all in a Laplace transform of the form eq. (D.15) the
function PN [B[O]](t) behaves very nicely as t→∞: it simply becomes a constant, so the
total integral including the decaying exponential converges very fast. More importantly,
however, as we have seen PN [B[O]](t) encodes the singularities of B[O](t) very well, and
these singularities contain information about the non-perturbative contributions to the
function O(g) that we are trying to approximate — non-perturbative contributions that
‘cure’ the asymptotic growth of the power series expansion.

As a result, whenever we want to numerically compute an inverse Laplace transform of
a Borel transform whose analytical form is unknown, we use a Padé approximant. This
procedure is known as Borel-Padé summation or sometimes Borel-Écalle-Padé summation;
further details can be found in e.g. [30, 33].

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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