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A B S T R A C T

Climate variability occurs on a multitude of temporal and spatial scales and the associated phenomena are
studied using observations and a hierarchy of climate models. The aim of this paper is to describe the role that
relatively simple models, usually referred to as conceptual climate models, have in the understanding of climate
variability phenomena. To illustrate the importance of these conceptual models, we focus here exclusively on
the tipping of the Atlantic Meridional Overturning Circulation (AMOC) under a changing surface freshwater
forcing. In this case, results from the full hierarchy of models are available. Conceptual climate models and
their mathematical analysis have generated basic physical concepts of AMOC tipping. In addition, these results
have served as an important interpretation framework for more detailed models up to state-of-the-art global
climate models.
1. Introduction

Over recent decades, a new field of science has developed which
could be labeled ‘Mathematics of Climate’. Here, climate scientists are
collaborating with mathematicians to gain more detailed insights into
phenomena of climate variability and climate change. In 2013, the first
book [1] in this field appeared, published by the Society of Industrial
and Applied Mathematics (SIAM) wherein a mosaic of mathematical
topics (e.g. Dynamical Systems) and climate dynamics topics (e.g. El
Niño/Southern Oscillation) is presented. Mathematics of Climate is also
part of the more broader theme ‘Mathematics of Planet Earth’ where not
only climate is a central topic, but also other Earth System components,
such as Earth’s interior. Researchers in this broader area interact on
many events, such as during the SIAM Conference on Mathematics of
Planet Earth, which is organized biannually.

It is important that mathematicians are involved in climate research
because a fundamental shift has taken place over the last decades. The
old paradigm of linear and gradual change in planetary-scale behavior
due to slowly varying forcing is being replaced by a new paradigm of
nonlinear and possibly abrupt multi-scale climate changes. This can
be inferred from the succession of reports of the Intergovernmental
Panel on Climate Change, in which concepts of transitions, responsible
for abrupt change and extreme events, have become more prominent
over the years [2,3]. A proper analysis of such phenomena requires
more sophisticated mathematical techniques than those commonly used
(e.g. multivariate linear statistics) in the climate research community.

Although there was already much previous work on transition be-
havior in several climate subsystems [4–6], it was the paper [7] that
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put the concept of ‘climate tipping’ on the forefront of attention to
the broader research community. There is now a reasonable consensus
on which climate subsystems should be labeled as tipping elements,
i.e. which can undergo tipping behavior [8]. Also estimates have been
provided on the degree of global warming for which the tipping point
in each of these subsystems can be crossed [8]. The concept of tipping
is no longer concerned only with the occurrence of bifurcations tipping,
because transitions can also be noise induced or rate induced [9].
However, the occurrence of bifurcation behavior is still crucial to both
other forms of tipping as it will create the multiple attractor structure
required.

Since experimental options for Earth’s climate system are limited,
climate models are the key to understanding the behavior of the past
and present-day climate system, as well as to making projections of
future climate change. It is up to climate researchers to choose a climate
model which is thought to be fit for purpose to answer the leading
questions on their mind. A whole hierarchy is available, from models
with only a few unknowns to models with billions of unknowns [10].
The models on the low end of this model hierarchy are often referred
to as conceptual climate models.

This paper is written with a researcher in mind who is interested in
studying climate phenomena using conceptual models. In Section 2, we
start with an overview of the climate model hierarchy to give an idea
what type of models are available in climate research and to put the
conceptual models into a broader context. Then, in Section 3, we focus
on a much studied climate subsystem, the Atlantic Meridional Over-
turning Circulation (AMOC), and show how conceptual models have
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Fig. 1. ‘Classification’ of climate models according to the two model traits: number of processes and number of scales. Here 0D (zero dimensional), 1D (one dimensional), 2D
two dimensional) and 3D (three dimensional) indicate the spatial dimension of the model.
ource: Modified from [10].
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ontributed to the understanding of tipping behavior of the AMOC. In
he last section, a summary and discussion is provided, also putting the
MOC results in the broader context of the role of conceptual models

n climate research.

. The climate modeling hierarchy

In climate research, a wide range of models is in use from ‘very
imple’ conceptual climate models (abbreviated in this paper as CCMs)
o ‘very complicated’ models, usually referred to as state-of-the-art
lobal Climate Models (GCMs) or Earth System Models (ESMs). To
btain a rough overview of these different models, the model traits

scales’ and ‘processes’ are sometimes used [10]. Here the trait ‘scales’
efers to both spatial and temporal scales as there exists a relation be-
ween both: on smaller spatial scales usually faster processes take place.
Processes’ refers to either physical, chemical or biological processes
aking place in the different climate compartments (atmosphere, ocean,
ryosphere, biosphere, lithosphere). Both traits affect the dimension of
he state vector of the resulting dynamical system in a different way.
or example in a 3D model, with a grid of 𝑁 , 𝑀 , and 𝐿 points in
, 𝑦 and 𝑧 direction, respectively, and 𝐾 unknowns per grid point the
tate vector dimension 𝑑 = 𝑁 × 𝑀 × 𝐿 × 𝐾. Doubling the horizontal
esolution would result in 𝑑 = 4𝑁 ×𝑀 ×𝐿×𝐾 while by adding a set of
ew equations for additional unknowns (representing new processes),
would just linearly increase (with 𝐾).
The CCMs are those models with a limited number of processes

nd scales (Fig. 1). In these models only very specific interactions in
he climate system are described and only a limited representation
f spatial structure is captured. In a large class of such models, the
cean or atmosphere is represented as a set of boxes which exchange
roperties, such as water, moisture and heat. Examples of such models
ill be given in Section 3 below. The number of processes between

he boxes can be extended, for example by including sea-ice, land-ice
rocesses or biogeochemical processes. In this way, one ends up in
he right bottom part of the diagram in Fig. 1 since the number of
cales is still relatively small. An example is the LOSCAR model [11],
sed to study biogeochemical cycles in the geological past. An increase
2

n the number of boxes may increase the number of (spatial) scales
epresented but the model will still consist of a system of ordinary
ifferential equations (ODEs).

Limiting the number of processes, scales can be added by discretiza-
ion of the governing partial differential equations (PDEs) spatially
p to three dimensions. A higher spatial resolution and inclusion of
ore processes will give models located in the right upper part of the
iagram. In a GCM, the atmosphere, ocean, ice and land components
re divided into control volumes. Over such a control volume the
udgets of momentum, mass and for example heat are then evaluated.
or example, momentum budgets basically follow from Navier–Stokes
quations formulated for air and water. With an increasing number
f control volumes, however, the time development of an increasing
umber of quantities has to be calculated. The same holds for the
umber of processes included in a GCM: more processes simply means
ore calculations. Doubling the horizontal resolution will typically

ncrease computational costs by about a factor 10 as also the time
tep has to halved. Also the longer time period over which we want
o compute the development of each quantity the longer it takes to do
he calculation on a computer. A climate model code genealogy was
ecently presented in [12] and an overview of state-of-the-art models
sed in the Intergovernmental Panel of Climate Change latest report
an be found in Chapter 1 of [13].

Compared to GCMs, the ocean and atmosphere models in Earth Sys-
em Models of Intermediate Complexity (EMICs) are strongly reduced
n the number of scales [14]. For example, the atmospheric model
ay consist of a shallow-water model and the ocean component may

e a zonally averaged model. The advantage of EMICs is therefore
hat they are computationally less demanding than GCMs and hence
any more long-time scale processes, such as land-ice and carbon cycle
rocesses can be included. Each of the individual component models of
MICs may also be used to study the interaction of a limited number
f processes. Modern EMICs are Climber-X [15] and iLOVECLIM [16].
n time, the GCMs of today will be the EMICs of the future and the
tate-of-the-art GCMs will shift upwards to high resolution versions of
SMs, possibly with new processes added (Fig. 1a).

There is no ‘unified’ climate model with which one is able to tackle
ny scientific question on the climate system and there will never be.
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Fig. 2. (a) Sketch of the Atlantic Ocean circulation ([17], figure reprinted with permission from the American Meteorological Society) with warm water flowing north in the
upper ocean (red), which releases heat to the atmosphere, sinks, and returns as a deep cold flow (blue). The latitude of the 26◦N RAPID-MOCHA array is indicated (yellow). (b)
Observed strength of the AMOC (in Sverdrup Sv, where 1 Sv = 106 m3 s−1) from the RAPID-MOCHA array at about 1000 m depth.
The choice of a particular model is motivated by the specific question
asked. For example, if one wants to study the behavior of a globally av-
eraged quantity (e.g. the global mean surface temperature) then a CCM
may be fit for purpose. However, if one wants to study spatial patterns,
e.g. that associated with El Niño/Southern Oscillation (ENSO), then
a spatially extended model (formulated by PDEs) is required. Often,
a specific phenomenon is studied using a hierarchy of models, where
the models lower in the hierarchy (e.g., CCMs) are used for studying
mechanisms, while those higher up in the hierarchy (e.g. GCMs) are
used to compare to observations and for making projections (e.g., of
climate change). Model choice is also based on practical limitations
such as the computational platform which is available.

3. Tipping of the AMOC

The full hierarchy of models, as described in the previous section,
has been applied to study the behavior of the AMOC under changing
forcing conditions. The AMOC is one of the main tipping elements
identified in [8], in addition to the Subpolar Gyre, the Polar (Greenland
and Antarctic) Ice Sheets, the Amazon Forest, the Arctic Sea Ice and the
Boreal Permafrost. Based on expert knowledge, the AMOC is thought to
tip when the global mean surface temperature increases by about 4 ◦C
with respect to pre-industrial [8].

3.1. AMOC observations

A sketch of the Atlantic Ocean circulation is provided [18] in Fig. 2a
and the AMOC is the zonally-averaged volume transport associated
with this circulation. The surface component of the AMOC is formed
by relatively warm and salty waters that cool on their path northwards.
In the sub-polar regions, deepwater formation occurs leading to south-
ward transport of cooler and fresher water at mid-depth [19]. In this
way, the AMOC carries as much as 90% of all the heat transported
polewards by the subtropical Atlantic Ocean [20].

While the existence of the AMOC can already be deduced from
measurements of salinity, only few direct measurements of the AMOC
were available before the year 2000 [21]. At the moment, continu-
ous section measurements are available at 26◦N (RAPID-MOCHA) and
along the northern (OSNAP), and the southern (SAMBA) boundary of
the Atlantic [22]. The strength of the AMOC is the maximum value of
the vertical integral (from the surface downward) of the zonally inte-
grated meridional volume transport. At 26◦N this maximum is located
at a depth of about 1,100 m. From the RAPID-MOCHA measurements
(Fig. 2b), the mean AMOC strength is about 17 Sv [22]. It has decreased
by a few Sv from 2004 to 2012 and thereafter it has recovered [23].
3

There is also substantial variability on interannual (and smaller) time
scales.

Longer time scale variability of the AMOC strength was estimated by
using sea surface temperature (SST) patterns in the subpolar northern
Atlantic Ocean and in the Gulf Stream region [24]. This SST-based
‘fingerprint’ indicates that the AMOC weakened by 3 ± 1 Sv since
about 1950 and, using proxy records, that the AMOC is currently in
its weakest state in over a millennium [25]. However, in a recent
analysis of the available array and hydrographic measurements [26]
no long-term AMOC decline has been found over the period 1982–
2016. Hence, SST-based measures may not give a complete view of the
AMOC because they do not adequately capture changes in the deep
circulation [26].

Although no AMOC collapses have been observed in historical mea-
surements, there is much evidence from proxy data that such transitions
have occurred in the geological past [27]. In particular, transitions
between strong and weak AMOC states were likely involved in millen-
nial time scale changes in Northern Hemisphere temperatures during
the last glacial period [28], the so-called Dansgaard–Oeschger events
[29]. Here, temperature anomalies reconstructed from high-resolution
isotope records (e.g. from ice cores on Greenland) are linked to changes
in the meridional heat transport due to the AMOC changes [30].

3.2. Deterministic conceptual models: North Atlantic

Density differences in the ocean are essential for the existence of the
AMOC mean state and AMOC variability. Temperature 𝑇 and salinity
𝑆 affect density in an opposite way, and a linear equation of state

𝜌 = 𝜌0(1 − 𝛼𝑇 (𝑇 − 𝑇0) + 𝛼𝑆 (𝑆 − 𝑆0)), (1)

is often an adequate approximation of the more detailed relation. Here,
the subscript ‘0’ refers to reference values and 𝛼𝑇 and 𝛼𝑆 are the positive
(and constant) thermal expansion and haline contraction coefficients,
respectively. Two feedbacks have been identified to affect the AMOC
strength and its variability: an advective feedback and a convective
feedback. In the two subsections below, conceptual models of these
feedbacks are presented.

3.2.1. Advective feedback
In a seminal paper [32], it was realized that there is a nonlinear

coupling between the AMOC and the density field: the AMOC advects
density anomalies but the density field affects the AMOC. The con-
sequences of this nonlinear coupling of the temperature, salinity and
AMOC were studied in its simplest form using a two-box model. A
sketch of a variant of this model [31] is shown in Fig. 3a.
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Fig. 3. (a) A Stommel-type two-box model of the Atlantic MOC as formulated by [31]. (b) Bifurcation diagram of the model (18) for 𝛼 = 360 and 𝜇 = 6.25, showing the
dimensionless AMOC strength 𝑞 = 1 + 𝜇(𝑥 − 𝑦)2 versus 𝐹𝑎.
A polar box (with temperature 𝑇𝑝 and salinity 𝑆𝑝) and an equatorial
box (with temperature 𝑇𝑒 and salinity 𝑆𝑒) having the same volume 𝑉0
are connected by an overturning flow and exchange heat and fresh
water with the atmosphere. The heat and salt balances are [31]
𝑑𝑇𝑒
𝑑𝑡

= − 1
𝑡𝑟
(𝑇𝑒 − (𝑇0 +

𝜃
2
)) − 1

2
𝑄(𝛥𝜌)(𝑇𝑒 − 𝑇𝑝), (2a)

𝑑𝑇𝑝
𝑑𝑡

= − 1
𝑡𝑟
(𝑇𝑝 − (𝑇0 −

𝜃
2
)) − 1

2
𝑄(𝛥𝜌)(𝑇𝑝 − 𝑇𝑒), (2b)

𝑑𝑆𝑒
𝑑𝑡

=
𝐹𝑆
2𝐻

𝑆0 −
1
2
𝑄(𝛥𝜌)(𝑆𝑒 − 𝑆𝑝), (2c)

𝑑𝑆𝑝

𝑑𝑡
= −

𝐹𝑆
2𝐻

𝑆0 −
1
2
𝑄(𝛥𝜌)(𝑆𝑝 − 𝑆𝑒), (2d)

where 𝐹𝑆 is the freshwater flux forcing, 𝐻 the ocean depth, 𝑡𝑟 is the
surface temperature restoring time scale and 𝜃 is the equator-to-pole
atmospheric temperature difference. Note that when 𝐹𝑆 > 0 (𝐹𝑆 < 0),
more (less) fresh water will enter the polar box decreasing (increasing)
the salinity of that box In [31], the transport function 𝑄 is chosen as

𝑄(𝛥𝜌) = 1
𝑡𝑑

+
𝑞0
𝑉0

(
𝛥𝜌
𝜌0

)2, (3)

where 𝑞0 is a transport coefficient, 𝑡𝑑 a diffusion time and 𝛥𝜌 = 𝜌𝑝 − 𝜌𝑒.
To obtain dimensionless equations, 𝛥𝑇 = 𝑇𝑒 − 𝑇𝑝 and 𝛥𝑆 = 𝑆𝑒 − 𝑆𝑝

are introduced, non-dimensional new variables 𝑥 and 𝑦 are defined by
𝛥𝑇 = 𝑥 𝜃, 𝛥𝑆 = 𝑦 𝛼𝑇 𝜃∕𝛼𝑆 and time is scaled by 𝑡𝑑 . This leads to the
equations
𝑑𝑥
𝑑𝑡

= −𝛼(𝑥 − 1) − 𝑥(1 + 𝜇(𝑥 − 𝑦)2), (4a)
𝑑𝑦
𝑑𝑡

= 𝐹𝑎 − 𝑦(1 + 𝜇(𝑥 − 𝑦)2), (4b)

with parameters

𝛼 = 𝑡𝑑∕𝑡𝑟 ; 𝜇 =
𝑞0𝑡𝑑 (𝛼𝑇 𝜃)2

𝑉0
; 𝐹𝑎 =

𝛼𝑆𝑆0𝑡𝑑
𝛼𝑇 𝜃𝐻

𝐹𝑆 . (5)

Here 𝐹𝑎 is the dimensionless freshwater forcing strength and typical
values of the non-dimensional parameters, as motivated in [33], are
𝛼 = 360, 𝐹 = 1.1 and 𝜇 = 6.25.

The bifurcation diagram of (4), plotting the dimensionless AMOC
strength 𝑞 = 1+𝜇(𝑥−𝑦)2 versus 𝐹𝑎, is shown in Fig. 3b. Here the dashed
curves indicate unstable steady states and the drawn curves stable ones.
The interval of multiple states is bounded by the two saddle–node
bifurcations L1 and L2 and the associated interval in 𝐹𝑎 is the multiple
equilibrium regime. In this conceptual view, the present-day AMOC
state is sensitive to changes to its North Atlantic surface freshwater
flux. This is due to the so-called salt-advection feedback: freshwater
anomalies in the North Atlantic will decrease the strength of the AMOC,
thereby decreasing the northward salt transport and hence amplifying
the original freshwater anomaly [34].

There are many variants of these box models, each designed for ad-
dressing a specific problem, which are motivated by either observations
4

or by results from GCMs and/or EMICs. A more physically consistent
transport relation for 𝑄 is used in [35], additional deep boxes are added
in [36] to explain oscillatory behavior of the AMOC, and a different box
configuration (with two polar boxes coupled to one equatorial box) is
used in [37] to study the effects on different Labrador and Irminger
Sea transports on the AMOC. The latter study was motivated by recent
observational results [38] from the OSNAP array in the northern North
Atlantic.

3.2.2. Convective feedback
It was also realized a long time ago by Welander [39] that convec-

tive processes, arising from static instability (i.e. a layer of heavy water
above light water), could affect the AMOC. A slightly modified version
of the model in [39] was presented in [40]. Consider (Fig. 4a) a surface
box with time-varying temperature 𝑇 and salinity 𝑆 due to a surface
heat flux 𝐹𝑇 = 𝛾(𝑇𝐴 − 𝑇 ) and surface freshwater flux 𝐹𝑆 . Convective
exchange with mixing coefficient 𝜅 occurs if the surface water becomes
denser than the water in the bottom box, which has constant (reference)
temperature 𝑇0 and salinity 𝑆0.

The equations for the evolution of the temperature 𝑇 and 𝑆 are
𝑑𝑇
𝑑𝑡

= 𝛾(𝑇𝐴 − 𝑇 ) − 𝜅(𝑇 − 𝑇0), (6a)

𝑑𝑆
𝑑𝑡

= −
𝐹𝑆𝑆0
𝐻

− 𝜅(𝑆 − 𝑆0), (6b)

where 𝐻 is a depth scale. The mixing coefficient 𝜅 is given by

𝜅 =

{

𝜅1, 𝜌 − 𝜌0 ≤ 𝛥𝜌,
𝜅2, 𝜌 − 𝜌0 > 𝛥𝜌,

(7)

where 𝜅2 ≫ 𝜅2 and 𝛥𝜌 is a small negative number so strong mixing
occurs when heavy water overlies lighter water.

With the introduction of 𝑥 = (𝑇 − 𝑇0)∕(𝑇𝐴 − 𝑇0), 𝑆 = 𝛼𝑆 (𝑆 −
𝑆0)∕(𝛼𝑇 (𝑇𝐴 −𝑇0)), scaling time with 𝛾, and using (1), the dimensionless
equations become
𝑑𝑥
𝑑𝑡

= 1 − 𝑥 − 𝜈𝑥, (8a)
𝑑𝑦
𝑑𝑡

= 𝐹𝑐 − 𝜈𝑦, (8b)

where

𝜈 =

⎧

⎪

⎨

⎪

⎩

𝜈1 =
𝜅1
𝛾 , 𝑦 − 𝑥 ≤ 𝑟,

𝜈2 =
𝜅2
𝛾 , 𝑦 − 𝑥 > 𝑟,

(9)

with parameters

𝑟 =
𝛥𝜌

𝜌0𝛼𝑇 (𝑇𝐴 − 𝑇0)
; 𝐹𝑐 = −

𝛼𝑆𝐹𝑆
𝛼𝑇𝐻𝛾(𝑇𝐴 − 𝑇0)

. (10)

A typical bifurcation diagram for the case that the function 𝜈 is
smoothed by an approximation of the Heaviside function , i.e.

𝜈 = 𝜈 + (𝜈 − 𝜈 )(𝑦 − 𝑥 − 𝜖), (11a)
1 2 1



Physica D: Nonlinear Phenomena 457 (2024) 133984H.A. Dijkstra
Fig. 4. (a) Sketch of a Welander-type box model set-up to illustrate the convective feedback [39,40]. (b) Bifurcation diagram of the model (8b) for 𝑟 = −0.6, 𝜈1 = 0.1, 𝜈2 = 1.0,
𝜖 = 0.1.
Fig. 5. (a) Box model used in [47] with the freshwater transports indicated by 𝐹1 and 𝐹2, respectively. (b) The different flow regimes in the box model depending on the prescribed
temperature difference 𝑇2 − 𝑇1.
(𝑧) = 1
2
(1 + tanh 𝑧

𝜖
), (11b)

is shown in Fig. 4b. Again two saddle–node bifurcations are found, in
addition to a Hopf bifurcation, giving a region of multiple stable states.
The underlying feedback is a convective one: when a salt perturbation
is added to the upper layer of a non-convecting state (with a fresher and
colder upper layer than the bottom layer), a transition to a convective
state can occur. This mixes warmer and saltier water from the bottom
box upwards. The heat in the surface layer is quickly lost to the at-
mosphere, but the surface salinity is increased and hence convection is
maintained. The detailed bifurcation diagrams, both for the non-smooth
case and the smoothed case, are worked out in [41].

As the convective feedback influences the vertical density distribu-
tion, it also influences the AMOC due to horizontal density differences.
In [42,43], a Stommel model is connected to a Welander-type model
leading to quite complicated dynamics as both advective and con-
vective feedbacks can interact. With this box model, it was aimed to
explain millennial time scale oscillations, so-called flushes or deep-
decoupling oscillations, seen in ocean-only GCMs [44] and EMICs
[45].

3.3. Deterministic conceptual models: inter-hemispheric Atlantic

The models in the previous section only considered the AMOC in the
North Atlantic, while the AMOC clearly involves both North and South
Atlantic. Independently of the Stommel model, an inter-hemispheric
model of the AMOC was suggested in [46]. The model consists of three
boxes, two polar and one equatorial, and the AMOC is assumed to be
driven by the pole-to-pole density difference. Whereas the temperature
in the boxes is prescribed, the salinities are varying due to freshwater
fluxes.
5

The model in [46] was extended by [47] to include a deep equato-
rial box and the steady equation for the salinity in the (active) box 1 is

𝑆0𝐹1 +𝑄(𝑆2 − 𝑆1) = 0. (12)

where 𝐹1 is the freshwater transport as indicated in Fig. 5a, 𝑆0 is a
reference salinity and the AMOC strength is given by

𝑄 = 𝑘
(

𝛼𝑆 (𝑆2 − 𝑆1) − 𝛼𝑇 (𝑇2 − 𝑇1)
)

, (13)

where 𝑘 is transport coefficient. When 𝐹1 > 0, freshwater is transported
out of the southern box, increasing its salinity and hence weakening the
AMOC strength and vice versa.

When (12) is combined with (13), the steady-state AMOC transport
is a solution of the quadratic equation

𝑄2 + 𝑘𝛼𝑇 (𝑇2 − 𝑇1)𝑄 + 𝑘𝛼𝑆𝑆0𝐹1 = 0, (14)

which gives two solutions. The one with the positive (negative) root is
stable (unstable) and the bifurcation diagram of this model is shown
in Fig. 5b for the case 𝑇2 < 𝑇1. When 𝐹1 < 0 (freshwater input
into the southern box), salt and temperature gradients work together
to drive the AMOC. However, when 𝐹1 > 0 freshwater input brakes
the temperature driven AMOC and a saddle–node bifurcation occurs
at 𝐹1,𝑐 = 𝑘𝛼2𝑇 (𝑇2 − 𝑇1)2∕(4𝛼𝑆𝑆0) with critical AMOC strength 𝑄𝑐 =
𝑘𝛼𝑇 (𝑇1 −𝑇2)∕2. What is important here is that the saddle–node bifurca-
tion precisely occurs at the minimum of the AMOC induced southward
freshwater transport 𝐹𝑜𝑣𝑆 = 𝑄(𝑆2 − 𝑆1) (the maximum of 𝐹1) and
that the multiple equilibrium regime (for 𝐹1 > 0) is characterized by
𝐹𝑜𝑣𝑆 < 0, i.e. the AMOC transports fresh water out of the Atlantic basin
(into the southern box).

There are many variants of the inter-hemispheric Atlantic box mod-
els with focus on symmetry breaking [50,51] and studying the effect of
atmospheric interactions [52,53]. All these conceptual models repre-
sent a very simplified view of the AMOC with limited spatial structure
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Fig. 6. (a) Sketch of the Cimatoribus et al. inter-hemispheric AMOC model [48], with a dynamic pycnocline depth 𝐷 and salinity in five boxes as state vector. (b) An example of
a long trajectory in the reduced phase space (𝑆𝑛 −𝑆𝑡𝑠,D), for (𝐸𝑎, 𝑓𝜎 ) = (0.234,0.4). The phase space contains 4 zones: on-states (yellow), off-states (brown), fully-collapsed states
(grey) and a transition zone (white). The steady states are also indicated (purple dots). The red curves show the separation between each zone [49].
and only affected by advective and convective feedbacks due to the
density–velocity field coupling. It was later realized that the AMOC
is also determined by Southern Hemisphere winds [54], and is driven
energetically by winds and tides [55]. A conceptual model that takes
this additional physics schematically into account is the model by
[56]. By combining it with the Stommel model, this model was ex-
tended by [57], and later on, by including an extra South-Atlantic box
by [48,58]. This has led to more detailed conceptual inter-hemispheric
Atlantic models of the AMOC of which the box geometry used in [58]
is sketched in Fig. 6a.

Just to give an idea on the complexity of this model, the dimensional
equations of this model for the salinities in the boxes and the pycnocline
depth 𝐷 are given by
d(𝑉𝑡𝑆𝑡)

d𝑡
= 𝑞𝑠((𝑞𝑠)𝑆𝑡𝑠 +(−𝑞𝑠)𝑆𝑡) + 𝑞𝑢𝑆𝑑

−(𝑞𝑛)𝑞𝑛𝑆𝑡 + 𝑟𝑠(𝑆𝑡𝑠 − 𝑆𝑡) + 𝑟𝑛(𝑆𝑛 − 𝑆𝑡) + 2𝐸𝑠𝑆0, (15a)
d(𝑉𝑡𝑠𝑆𝑡𝑠)

d𝑡
= 𝑞𝐸𝑘𝑆𝑠 − 𝑞𝑒𝑆𝑡𝑠 − 𝑞𝑠((𝑞𝑠)𝑆𝑡𝑠 +(−𝑞𝑠)𝑆𝑡) + 𝑟𝑠(𝑆𝑡 − 𝑆𝑡𝑠),

(15b)
d(𝑉𝑛𝑆𝑛)

d𝑡
= (𝑞𝑛)𝑞𝑛(𝑆𝑡 − 𝑆𝑛) + 𝑟𝑛(𝑆𝑡 − 𝑆𝑛) − (𝐸𝑠 + 𝐸𝑎)𝑆0, (15c)

d(𝑉𝑠𝑆𝑠)
d𝑡

= 𝑞𝑠((𝑞𝑠)𝑆𝑑 +(−𝑞𝑠)𝑆𝑠) + 𝑞𝑒𝑆𝑡𝑠 − 𝑞𝐸𝑘𝑆𝑠 − (𝐸𝑠 − 𝐸𝑎)𝑆0, (15d)

(𝐴 +
𝐿𝑥𝐴𝐿𝑦

2
) d𝐷
d𝑡

= 𝑞𝑢 + 𝑞𝐸𝑘 − 𝑞𝑒 −(𝑞𝑛)𝑞𝑛, (15e)

𝑆0𝑉0 = 𝑉𝑛𝑆𝑛 + 𝑉𝑑𝑆𝑑 + 𝑉𝑡𝑆𝑡 + 𝑉𝑡𝑠𝑆𝑡𝑠 + 𝑉𝑠𝑆𝑠, (15f)

where  is again the Heaviside function. The flows between the boxes
are defined as:

𝑞𝐸𝑘 =
𝜏𝐿𝑥𝑆
𝜌0|𝑓𝑆 |

; 𝑞𝑒 = 𝐴𝐺𝑀
𝐿𝑥𝐴
𝐿𝑦

𝐷 ; 𝑞𝑠 = 𝑞𝐸𝑘 − 𝑞𝑒 ;

𝑞𝑛 = 𝜂
𝜌𝑛 − 𝜌𝑡𝑠

𝜌0
𝐷2 ; 𝑞𝑢 =

𝜅𝐴
𝐷

, (16)

where 𝐴 is a cross section, the 𝐿’s are all horizontal length scales,
𝜏 is a typical Southern Ocean zonal wind stress 𝑓𝑆 is an average
Coriolis parameter of the Southern Ocean, 𝐴𝐺𝑀 is an isopycnal mixing
coefficient and 𝜂 controls the density-AMOC relation. The terms with
coefficients 𝑟𝑛 and 𝑟𝑠 represent wind driven transports. Again a linear
equation of state is used and the volumes of the boxes 𝑡, 𝑡𝑠 and 𝑑 are
given by

𝑉𝑡 = 𝐴𝐷 ; 𝑉𝑡𝑠 =
𝐿𝑥𝐴𝐿𝑦

𝐷
; 𝑉𝑑 = 𝑉0 − 𝑉𝑡 − 𝑉𝑡𝑠 − 𝑉𝑛 − 𝑉𝑠. (17)

The freshwater forcing of the model is split into a symmetric com-
ponent 𝐸 and an asymmetric component 𝐸 . For standard values
6

𝑠 𝑎
of the parameters, as given in [58], the bifurcation diagram of this
model is again the back-to-back saddle node diagram. Further analysis
shows that, in this case, and in accordance with the results in [47],
the multiple equilibrium regime is characterized by an AMOC induced
freshwater transport out of the Atlantic.

At least one attempt has been made to construct a model of the
global meridional overturning circulation [59], and tune its parameters
to model results from a low-resolution GCM, i.e. FAMOUS [60]. This
global box model contains only salt balances and no representation
of dynamical behavior of the pycnocline. The dynamics of this model
was analyzed in detail in [61] and in addition to the back-to-back
saddle–node bifurcations of the AMOC, they also find a subcritical Hopf
bifurcation.

3.4. Stochastic conceptual AMOC models

From the deterministic models, it was learned that the AMOC can
have a multiple equilibrium regime, and that this regime is charac-
terized by an AMOC which transports freshwater out of the Atlantic
basin. GCMs used in the Climate Model Intercomparison Project phase
6 (CMIP6) find that the AMOC strength will gradually decrease by the
end of this century [62]. There are relatively little differences between
the AMOC development under the various Shared Socioeconomic Path-
ways and no collapse occurs in these models. Of course, policy makers
are interested in the probability of an AMOC collapse within a certain
time period, say before the year 2100. What can conceptual models
contribute to this issue?

With this question, two new aspects are introduced into conceptual
models, e.g. the forcing is explicitly time dependent and the forcing
contains a noisy component. Both aspects can be easily introduced into
the model (4b). As 𝛼 ≫ 1, we can approximate 𝑥 ∼ 1, and introducing
white noise in the freshwater forcing plus an explicit time dependence
gives the stochastic differential equation (SDE)

𝑑𝑌𝑡 = (𝐹𝑎(𝑡) − 𝑌𝑡(1 + 𝜇(1 − 𝑌𝑡)2))𝑑𝑡 + 𝜎𝑑𝑊𝑡, (18)

where 𝜎2 measures the variance of the noise and 𝑊𝑡 is the driving
Wiener process.

Considering transient freshwater forcing in such models, three types
of tipping behavior [9] can be distinguished (Fig. 7). In bifurcation-
induced tipping the freshwater forcing is slowly increased, until it
crosses a (saddle–node) bifurcation point (magenta dot). The system
state tracks the strong AMOC branch, until it falls to the lower weak
AMOC branch (Fig. 7a) due to an AMOC collapse. In rate-induced
tipping, the rate of variation of the freshwater forcing is high, to the
extent that the AMOC is no longer able to track the upper branch, and
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Fig. 7. Schematic of possible tipping behavior in a multi-stable (yellow region) stochastic model of the AMOC. Drawn (dotted) black curves: stable (unstable) steady states; black
dot: initial state; magenta dot: saddle–node bifurcations; red arrow: freshwater forcing, where the thickness indicates the rate of change.
the system undergoes a transition to the lower branch (Fig. 7b). In
noise-induced tipping [63], the freshwater forcing is kept constant, and
small-scale processes (represented by noise) cause a transition from a
strong to a weak AMOC (Fig. 7c). Rate-induced tipping has been studied
in several conceptual AMOC models, for example in the Stommel two-
box model coupled to a sea-ice model [64], and in a global box
model [61]. Depending on the rate of the forcing, also overshoots may
occur in AMOC transitions [65] and these have been studied using
conceptual non-autonomous deterministic models in [66].

For the model (18) with a constant 𝐹𝑎, the transition probabilities
from the strong AMOC state to the weak AMOC state (and vice-
versa) were determined analytically using Kramer’s formula in [31].
The effect of the type of noise (additive versus multiplicative) on
the noise-induced transitions was studied in [67]. In [33], a periodic
forcing component was included in the two-dimensional [31] model,
i.e., 𝐹 (𝑡) = 𝐹 + 𝐴 sin(2𝜋𝑡∕𝑇 ) and it was shown that stochastic reso-
nance can occur. Here, a small periodic forcing and noise induce large
transitions between the two stable equilibria of the AMOC. Stochastic
conceptual AMOC models are reviewed in [68], with a focus on the ef-
fect of climate noise on decadal to centennial variability, on transitions
between AMOC regimes and on their relevance to climate variability in
the geological past.

In the model described by the Eqs. (15f) given above [58], the noise
is prescribed in the asymmetric component of the freshwater flux 𝐸𝑎 as

𝐸𝑎 = �̄�𝑎(1 + 𝑓𝜎𝜁 (𝑡)), (19)

where 𝜁 (𝑡) is a white noise process (zero mean and delta correlated).
The transition probabilities were determined numerically versus the
AMOC induced freshwater transport 𝐹𝑜𝑣𝑆 = −𝑞𝑠(𝑆𝑡𝑠−𝑆𝑑 ) and the fresh-
water noise amplitude 𝑓𝜎 . Determining transition probabilities using
a naive Monte-Carlo simulation becomes quickly unfeasible when low
probabilities of transitions are involved. For example, for a transition
probability of 10−4, already 10,000 simulations would be needed to
likely simulate one event. Hence, several specialized methods have
been developed to compute such transition probabilities more effi-
ciently, such as Adaptive Multilevel Splitting [69] and Genealogical
Particle Analysis [70]. Such methods are at the moment heavily used
for the analysis of extremes in dynamical systems, specifically climate
extremes [71].

In [58], the Trajectory Adaptive Multilevel Sampling (TAMS)
method [72,73] was used and first estimates of AMOC transition
probabilities were obtained [58]. In this model, two types of transitions
were found: F-type transitions where the AMOC strength reduces but
there is no full collapse (𝑞𝑛 = 0, 𝑞𝑠 > 0), and S-type transitions where
there is a full collapse (𝑞𝑛 = 0, 𝑞𝑠 < 0). An example is shown in Fig. 6b
where a long trajectory starting close to the steady on-state (strong
AMOC state) is plotted. F-transitions can be seen through a transition
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zone, but the time interval of the simulated trajectory is too short to
undergo an S-transition.

The transition probabilities can be related to observable quantities,
i.e., the amplitude of the freshwater noise and the indicator 𝐹𝑜𝑣𝑆
(Fig. 8)). The red line in Fig. 8a shows this observed range and the most
likely value (the black dot) indicates that there is a 15% probability that
AMOC would collapse (in this model) within the next 100 years. The
right panels illustrate the rapid increase of the transition probability
with the noise amplitude 𝑓𝜎 , once this amplitude is large enough.
Recently, there has been much effort to improve the TAMS algorithm
using more efficient methods to compute the score function [49,74,75],
with conceptual (AMOC) models as test cases.

3.5. AMOC tipping: mechanisms and interpretation

The usefulness of conceptual models can be evaluated on their capa-
bilities of understanding mechanisms and providing an interpretation
framework for results in models up in the hierarchy and eventually in
observations. We will discuss this for the AMOC tipping, going through
ocean-only models, EMICs and GCMs.

For relatively low-resolution 2D and 3D ocean-only models, bifurca-
tion diagrams have been computed explicitly. The 2D (latitude-depth)
THCM-Atlantic model (meridional resolution 4◦ with 16 vertical levels)
has been used in the literature to investigate a multitude of problems
associated with AMOC transitions [77,78]. The advantage of this model
is that trajectories as well as full bifurcation diagrams (steady states
and their stability) can be efficiently calculated. For the 3D (longitude–
latitude-depth) THCM-Global model (resolution 3.75◦ × 4.5◦ with 12
layers), explicit bifurcation diagrams have been computed with a sur-
face freshwater flux anomaly 𝛾𝑝 (applied to a region in the northern
North Atlantic, see inset in Fig. 9a) as parameter [76,79]. In this model,
𝛴 ∼ 𝐹𝑜𝑣𝑆 is indeed an excellent indicator for the AMOC multiple
equilibrium regime [80]. Remember that when 𝐹𝑜𝑣𝑆 > 0 (𝐹𝑜𝑣𝑆 < 0), the
AMOC transports salt (freshwater) out of the Atlantic basin and there
is a single (multiple) equilibrium regime (Fig. 9b).

When bifurcation diagrams cannot explicitly be computed, a (less
precise) quantification of the multiple-equilibrium regime boundaries
can be obtained by so-called quasi-equilibrium experiments. Here, the
freshwater forcing is changed very slowly such that the model state
stays close to the (slowly changing) equilibrium. When the freshwater
forcing is varied in both directions and covers the multiple-equilibrium
regime, regime boundaries can be inferred from the so-called hysteresis
width, i.e. the freshwater forcing values where the AMOC collapses
and recovers. The rate of forcing is important here and if much faster
than the equilibration time scale of the steady state, the approximations
of the regime boundaries become worse and also rate-induced tipping
may occur [64]. An early result [81] with a low-resolution ocean-only



Physica D: Nonlinear Phenomena 457 (2024) 133984

8

H.A. Dijkstra

Fig. 8. (a) Results from [58] where probabilities for F-type AMOC transitions within 100 years were determined versus additive noise in freshwater forcing (𝑓𝜎 ) and the indicator
𝐹𝑜𝑣𝑆 . The red box provides an estimate of the range of present-day 𝐹𝑜𝑣𝑆 conditions. (b) Transition probabilities versus 𝑓𝜎 for 𝐹𝑜𝑣𝑆 = −0.1 Sv. (c) Same as (b) but for 𝐹𝑜𝑣𝑆 = −0.2 Sv.

Fig. 9. (a) Bifurcation diagram under freshwater forcing 𝛾𝑝 (see inset) in the 3D THCM-Global model. Drawn (dashed) curves indicate stable (unstable) steady states. (b) Value of
the stability indicator, here 𝛴 ∼ 𝐹𝑜𝑣𝑆 , along the upper branch in (a).
Source: Figure from [76].

Fig. 10. (a) Trajectories computed with the global version of the MOM ([81], reprinted with permission of Springer Nature). On the vertical axis the amount of NADW (the AMOC
strength) is plotted while on the horizontal axis, the strength of the freshwater forcing perturbation (in the northern North Atlantic) is plotted (in Sv). (b) Hysteresis diagrams
based on quasi-equilibrium simulations of several EMICs ([82], reprinted with permission of John Wiley and Sons).
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model (the Modular Ocean Model) is shown in Fig. 10a. There are
clear indications of the saddle–node bifurcation structure, as found in
conceptual models. Similar quasi-equilibrium experiments have also
been performed with many EMICs [82] and relatively low-resolution
global climate models such as the FAMOUS model [60]. In Fig. 10b,
the response of the models is lined up when the AMOC recovers and
the open circles indicate the unperturbed equilibrium state. There is
wide range of hysteresis widths in these models, but they all indicate
the existence of a multi-equilibrium regime.

However, there are also jumps to slightly different AMOC states in
Fig. 10a. The interpretation of these jumps is that they are caused by
convective transitions, as identified in the Welander model [39]. In a
recent study [83], a more detailed bifurcation diagram was shown for
the Python-based Veros model [84] based on many long simulations.
Here, also a ‘fragmented’ bifurcation structure is found with many equi-
libria only differing in often grid-scale details. Rate-induced tipping was
investigated in the same model [85], including sea-ice dynamics While
it was thought that these convectively related jumps were spurious
(i.e. not part of the governing equations) and due to numerical issues
[77,86], recent work [87] on fragmented tipping had led to a different
interpretation. An example problem studied in [87] is the PDE for the
function 𝑢(𝑥, 𝑡), given by

𝜕𝑢
𝜕𝑡

= 𝜖 𝜕
2𝑢

𝜕𝑥2
+ 𝑢(1 − 𝑢2) + 1

2
cos𝜋𝑥 + 𝜇, (20)

where 𝜇 is the control parameter and 𝜖 ≪ 1. In this case, there is spatial
inhomogeneity and small diffusion. Bifurcation diagrams including this
spatial inhomogeneity show many additional saddle–node bifurcations
leading to co-existing steady states [87]. Such a fragmentation of the
bifurcation diagram indeed occurs in a typical Welander-type AMOC
model (with but horizontal diffusion) of oceanic convection, as shown
in [87].

In the FAMOUS model, it was shown that values of 𝐹𝑜𝑣𝑆 are gen-
erally negative when there is overlap between strong and weak states
of the AMOC. Also in the Community Climate System Model (CCSM3)
AMOC hysteresis behavior has been found [88], but not with clear
collapses or recoveries In state-of-the-art GCMs, due to computational
constraints, in most cases only the AMOC response to particular fresh-
water forcing perturbations is considered. In these so-called ‘hosing
experiments’ [89], quite a diversity of model behavior is found. It is
not known yet whether a multiple-equilibrium AMOC regime exists in
such models and only sporadic indications of such a regime have been
found [90–92]. The problem is that it is difficult to assess whether the
weak AMOC states computed are equilibrium solutions of the models
because of the short integration time interval used [93,94]. Only very
recently, a quasi-equilibrium simulation was performed with the Com-
munity Earth System Model (CESM) showing a wide hysteresis regime
with a clear collapse and an even more spectacular recovery [95]. In
the CESM, the collapse can be related to the minimum of 𝐹𝑜𝑣𝑆 and the
start of the recovery of the AMOC to the location where 𝐹𝑜𝑣𝑆 = 0 on the
AMOC on branch [96], in agreement with results of CCMs. The recovery
is, however, strongly delayed by the presence of North Atlantic sea
ice [95].

4. Summary and discussion

From the results described in the previous section, it is clear that
CCMs have been important to generate the initial idea that tipping of
the AMOC can occur [32,39] and that it is associated with bifurca-
tion behavior in a nonlinear dynamical system giving rise to multiple
equilibria. The existence of such multiple equilibria was subsequently
found in many, more detailed models, such as 1D ocean-only mod-
els [97], 2D ocean-only models [51], 3D ocean-only models [98,99]
and EMICs [82], the FAMOUS model [60] and most recently in the
CESM [95]. The ‘wrinkles’ in these bifurcation diagrams, leading to
additional saddle–node bifurcations and mostly in ocean-only mod-
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els [83], are now interpreted as being due to fragmentation [87] and
caused by local convective feedback. The latter feedback was also
identified first in CCMs [39,40].

A second important issue first identified in CCMs [99] is that the
multiple equilibrium regime is characterized by the sign of the AMOC
induced freshwater transport in/out of the Atlantic basin, indicated
here by 𝐹𝑜𝑣𝑆 [47]. The importance of this quantity has been demon-
strated in 3D ocean-only models [80], EMICs [100], FAMOUS [60] and
recently in CESM [95]. In all these models, the AMOC exports fresh-
water out of the Atlantic, under forcing conditions corresponding to a
multiple equilibrium regime. The quantity 𝐹𝑜𝑣𝑆 is observable [101,102]
and its values indicate that the AMOC is in a multi-equilibrium regime.
Sustained future section measurements (available since 2009) at 34◦S
from the SAMBA array [103,104] are therefore of utmost importance
to reliable project future AMOC tipping [96].

Using CCMs, also first results on transition probabilities of noise-
induced tipping under stationary, noisy forcing [58] were obtained.
New computational techniques, such as TAMS, were used to determine
transition probabilities and these are were applied already to a 2D
AMOC model [78]. These are now being applied to models higher
up in the hierarchy, such as 3D ocean-only models and EMICs [71].
However, algorithms such as TAMS need to be improved before they
can be applied to more detailed models and there is a large effort at the
moment in that direction [49]. With stochastic and transient forcing,
techniques from statistical physics are also more and more applied to
problems of AMOC dynamics. An overview is given in for studies of the
climate system in general [3].

For the AMOC tipping example, the path from CCMs through the
hierarchy to GCMs has been traversed and there is a reasonable consen-
sus that mechanisms of tipping are understood within the full hierarchy
of models. Along this path, a multitude of mathematical techniques has
been applied to the CCMs, in particular bifurcation theory (both for au-
tonomous and non-autonomous systems), ergodic theory and stochastic
analysis [3,105,106]. The detailed mathematical analysis of some of
the CCMs [41,87] has contributed importantly to the interpretation of
the results in CCMs and GCMs. Also the more mathematical studies on
the different types of tipping [9,41,65,87] have broadened the range
of phenomena and also have helped to design numerical experiments
in EMICs and GCMs. Researchers have put in much effort to analyze
the GCM results, in terms of the concepts and observables developed
in CCMs [91,92,107], which has helped enormously with bridging the
results over the model hierarchy.

Of course, there remain many questions of the AMOC itself (e.g.
what are its flow pathways, what determines the heat transport, how
will it respond to climate change, what is its multi-decadal variability?),
which remain to be figured out to a satisfying detail. This is currently
done by a large observational effort in the OSNAP [38], RAPID [108]
and SAMBA [103] programs, GCMs and also here CCMs can be very
useful in the interpretation of the results [34,109]. All this work should
help to address the earlier posed issue on the probability of an AMOC
collapse before the year 2100. CMIP6 models probably are too stable
for this task [93], likely due to biases in the freshwater forcing [110],
and hence cannot provide a reliable answer to this problem yet.

The AMOC case serves as an example of how fruitful research in
the area of Mathematics and Climate (and in general Mathematics of
Planet Earth) can lead to scientific progress. A similar approach has, for
example, also been successful in unraveling the mechanisms of ENSO.
Leading conceptual models capturing the essential mechanisms are the
recharge-oscillator model [111] and the delayed-oscillator model [112]
and have been developed to better explain results of more detailed
models [113]. In ENSO dynamics, equatorial wave propagation is cru-
cial and hence differential delay equations (DDEs) arise naturally from
the governing equations [112,114–116]. Conceptual models consisting
of ODEs and DDEs have also been used to describe more detailed
dynamics [117–121]. The connection between many CCM results and
those in more detailed models is described in [79] (chapter 7) and [10]

(chapter 8).
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The climate research field offers many challenging problems for
mathematicians, also in terms of the mathematics involved. Many of
these problems are sometimes ignored for a long time by the climate
research community, either because of a lack of expertise or because the
detailed mathematical work is considered not rewarding enough. There
are many areas in climate research where mathematicians are needed,
such as stochastic partial differential equations, neural differential
equations (or in general hybrid models) and computational techniques
(such as rare event algorithms). Solving the more mathematical issues
in collaboration with climate scientist can lead to a major step forward
and to improved ESMs which are used for making more reliable climate
projections.
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