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Abstract

Genetic feedback loops can be used by cells to regulate internal processes or to keep track

of time. It is often thought that, for a genetic circuit to display self-sustained oscillations, a

degree of cooperativity is needed in the binding and unbinding of actor species. This coop-

erativity is usually modeled using a Hill function, regardless of the actual promoter architec-

ture. Furthermore, genetic circuits do not operate in isolation and often transcription factors

are shared between different promoters. In this work we show how mathematical modelling

of genetic feedback loops can be facilitated with a mechanistic fold-change function that

takes into account the titration effect caused by competing binding sites for transcription fac-

tors. The model shows how the titration effect facilitates self-sustained oscillations in a mini-

mal genetic feedback loop: a gene that produces its own repressor directly without

cooperative transcription factor binding. The use of delay-differential equations leads to a

stability contour that predicts whether a genetic feedback loop will show self-sustained oscil-

lations, even when taking the bursty nature of transcription into account.

Author summary

Cells keep track of time by genetic feedback loops—transcription factor proteins that

repress their own production and whose availability oscillates regularly in time. For oscil-

lations to occur, the amount of transcription factor that is produced should be extremely

sensitive to the amount of transcription factor that is present in the cell. In some genetic

circuits, sensitivity comes from the fact that multiple transcription factors need to bind to

the gene simultaneously to successfully inhibit its production, but it is also possible to gen-

erate this sensitivity when multiple binding sites compete for the same pool of transcrip-

tion factors. In this work we show how to mathematically model this competition effect,

and predict under which circumstances stable oscillations occur.
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Introduction

The 2017 Nobel prize in Chemistry was awarded jointly to Michael Young, Michael Rosbash

and Jeffrey Hall for their work on molecular mechanisms controlling the circadian rhythm [1–

3], highlighting the importance of oscillating reactions to living cells. The cellular analogue of

classical clock reactions like the Belousov-Zhabotinsky reaction [4, 5], self-sustained oscilla-

tions require a network of reactions incorporating a negative feedback loop [2, 6–16]. Such

oscillatory networks can be used to coordinate important processes in the cell, for example,

cell division [8, 11, 13, 17–20]. Oscillatory circuits may include both enzymatic binding and

unbinding events, as well as transcriptional elements. However, the majority of cellular oscil-

latory reactions that have been observed incorporate a transcription event in the feedback loop

[21] allowing the regulation of parallel transcription processes. Progress in synthetic biology

has made it possible to design circuits of transcriptional elements that perform desired func-

tions within a cell (see, e.g., [22–25]) or even across multiple organisms [26].

According to Novak and Tyson [21], sustained oscillations in networks require the follow-

ing three ingredients: first of all, the presence of a negative feedback loop. Without a negative

feedback loop a system can not be driven back to its original state. The second requirement is

a time delay in the feedback loop. When the feedback is instantaneous, any perturbation of the

system can be driven back to its steady-state. Finally, it is required to have a certain degree of

cooperativity. In models, this cooperativity assumption is usually modelled using a Hill func-

tion [27] in the binding probability of a transcription factor. The Hill equation has the follow-

ing form

y ¼
½L�n

Kn
d þ ½L�

n ; Hill equationð Þ ð1Þ

where θ is the occupation fraction of an adsorbed ligand to a lattice site, [L] is the concentra-

tion of ligand (monomer), Kd the dissociation constant and n the Hill exponent (the right

hand side of this equation is called the Hill function). For n = 1, the Hill equation is equal to

the Langmuir isotherm. The Hill equation was postulated for the cooperative binding of oxy-

gen to hemoglobin [27], modelling it as the simultaneous binding of n ligands to a lattice site.

However, often in literature, a Hill equation is used to describe the binding of a ligand with a

different binding architecture. In those cases, an ‘effective’ Hill exponent is used as a fitting

parameter and as a measure for the cooperativity of binding. Hill himself admitted that “[his]

object was rather to see whether an equation of this type can satisfy all the observations, than to

base any direct physical meaning on n and K” [27]. The consequence of a higher effective Hill

exponent on the binding isotherm of a ligand is a very sharp transition from mostly free ligand

to mostly bound ligand. It is this steep response that leads to oscillations.

Often, a transcription factor involved in an oscillatory circuit is shared by a number of

other genes. The circuit and the regulated gene are effectively competing for a common pool

of transcription factors [28–30] which consequently leads to a titration effect—A dramatic

increase in transcription factor occupancy is observed when the copy number of transcription

factors crosses over from a regime where transcription factors are limiting to a regime of tran-

scription factor excess. The increase is similar to the sharp transition found in the cooperative

binding of ligands, as illustrated in Fig A in S1 Appendix.

Although the notion exists that a competition-driven titration effect can also lead to suffi-

cient nonlinearity to generate self-sustained oscillating reactions—such circuits are coined

‘titration oscillators’ [31–34]—equilibrium modelling of transcription factor binding in these

circumstances has so far resorted to the use of mechanistically incorrect Hill equation. [35–40]

Kim and Tyson [41] level similar criticism at the use of quasi-Steady State Michaelis Menten
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kinetics which also reduces to a Hill equation. Nonequilibrium modelling of titration oscilla-

tors can lead to mechanistically correct results, at the cost of requiring more parameters.

In this article we will show how the rate equations that govern the behaviour of genetic cir-

cuits lead to a very natural inclusion of previously derived results that allow a mechanistic inte-

gration of the response function of a gene [28–30]. Using the assumption that transcription

and translation are slow processes in comparison to the binding and unbinding kinetics of

transcription factors, we can use expressions for the fold-change of genes derived in the grand

canonical ensemble, which account for the presence of other binding sites, such as multiple

gene copies, competitor sites and inhibitors, competing for the same transcription factor, and

for complex regulatory architectures with multiple binding sites. We show that the presence of

a small number of competitor sites or inhibitors within the cell generates sufficient nonlinear-

ity in the response curve of the gene to allow self-sustained oscillation in a minimal genetic

feedback loop: a gene that produces its own repressor.

We use delay differential equations (DDEs) [42] to incorporate in the model the finite time

taken by the transcriptional and translational process. DDEs allow us to relate the change in

mRNA copy number to the concentration of transcription factors at some time in the past. We

restrict ourselves to DDEs with constant time delays and do not include the stochastics of tran-

scription and translation explicitly. For that, a master equation approach would be required.

We show, however, that one can account for variances in the time delay implicitly to evaluate

the stability of an oscillating circuit. DDEs were previously used in the context of oscillations

in genetic circuits, for example in Smith [43]. We should note that Korsbo and Jönsson [44]

are critical of the use of DDEs within the context of modelling transcriptional regulation, and

they provide an alternative approach based on a constant rate of information propagation

along a variable path length. Another approach, taken by Bratsun et al. [45], involved integra-

tion of genetic circuits using a delay-modified Gillespie algorithm [46]. In this paper, stochastic

perturbations are taken into account explicitly, although their discussion limits itself to simple

promoter architectures in isolation, for which the Hill equation holds.

While constant delay DDEs may not capture the full behaviour of this proposed alternative,

the use of DDEs in modelling provides a much more realistic theory than can be given using

ordinary differential equations, and allows a full stability and bifurcation analysis using the

time delay as a bifurcation parameter [42]. Furthermore, as a result of our analysis, we can

show that for a single membered genetic circuit it is possible to derive a criterion that predicts

whether self-sustained oscillations are possible. The criterion just depends on the slope of the

fold-change curve of the promoter architecture, and on the time delay that is inherent in the

transcription and translation process.

Finally we take a closer look at an experimental example from the work of Stricker et al.
[47], who have shown oscillations in LacI concentration in a genetic circuit with only a single

negative feedback loop, when LacI is induced by IPTG. Here, we show that if the IPTG inducer

is modelled as a competitive binding site for the repressive transcription factor, then our

model indeed predicts oscillations with similar features as observed in the experiment.

Methods

Gene regulation in the grand canonical ensemble

Since the seminal work of Von Hippel et al. [48], equilibrium based models have been used

successfully to quantitatively predict the transcriptional activity of genes in the presence of

transcription factors. These models are all based on the same cornerstone: that transcriptional

activity—an inherently non-equilibrium process—can be taken as proportional to the (equilib-

rium) probability that their promoter region is occupied by RNA polymerase (RNAP), an
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assumption which is justified in case the formation of the RNAP open complex on the pro-

moter site of a gene is slow in comparison to the binding and unbinding kinetics of transcrip-

tion factors over the genome [49–52]. Under these assumptions, equilibrium statistical

mechanics can be used to calculate the RNAP occupancy. The assumptions needed to treat

transcription regulation as a quasi-equilibrium process are subtle (see, e.g., ref [53, 54], and

there exists a corresponding class of kinetic models, which do not require as many assump-

tions, at the cost of requiring more parameters [55–61].

Statistical mechanics [62] provide the tools needed to calculate the occupation probability

of RNAP and transcription factors to binding sites on the DNA. In this approach, transcription

initiation is modeled as a lattice on which RNAP and transcription factors occupy either their

cognate binding sites, or empty non-specific sites. The transcriptional activity is then taken as

proportional to the equilibrium occupational probability of RNAP to the gene promoter

sequence—a precondition for the subsequent initiation of the transcription process.

If we assume that only a single specific binding site is available to a transcription factor,

then its distribution can be calculated directly from the canonical partition sum of the genome

[63]. Different promoter architectures on the gene of interest lead to different configurational

states, each with their own statistical weight [64, 65]. However, when multiple specific binding

sites are available to a transcription factor, keeping track of the combinatorics that describe all

the different possible configurational states quickly becomes tedious.

In previous work [29, 30] we have developed an alternative approach to account for the

presence of multiple specific binding sites, such as multiple gene copies or different genes that

compete for a shared pool of transcription factors. Rather than considering the entire genome

as a canonical ensemble, we consider only the gene of interest as a grand canonical ensemble,

coupled to one or more reservoirs. In a grand canonical ensemble, the number of particles is

allowed to fluctuate, but their chemical potential μ is fixed. Consequently, in this setup the

effect of competing binding sites for transcription factors are taken into account indirectly, as

the different reservoirs are coupled only through the chemical potential of the transcription

factor.

The grand canonical ensemble formulation is particularly well suited to deal with systems

where many species can bind to different sites. In principle, the models we propose in this

work can also be derived from the more conventional biochemical formulation based on mul-

tiple chemical equilibria and reaction kinetics, such as presented in the work of e.g., Klumpp

and Hwa [66], at the cost of requiring more parameters. We have chosen the grand canonical

ensemble formulation, as it makes the link with a mechanistic equilibrium adsorption problem

obvious.

The grand canonical partition sum [62] of a single gene copy is found by summing over the

possible occupation numbers of all proteins i with a specific binding site within the promoter

architecture of the gene. By convention, we give RNA Polymerase the index 1. The grand

canonical partition sum then reads

X ¼

X

p1 ;p2 ;...

l
p1

P l
p2

P � � �Z p1; p2; . . .ð Þ;
ð2Þ

Here the indices of the sum p1, p2, . . . are the occupancies of proteins 1, 2, . . . on the promoter

architecture. Each protein i has a fugacity λi = exp(βμi) with μi its chemical potential. The fac-

tor β = (kBT)−1 is the inverse thermal energy, with kB Boltzmann’s constant, and T the absolute

temperature. Furthermore, Z(p1, p2, . . .) is the relevant part of the canonical partition sum of

the gene copy with (p1, p2, . . .) copies of regulating transcription factor adsorbed. As such, the

factor Z = exp(−βF) is related to the change in the Helmholtz free energy upon binding (p1, p2,

PLOS COMPUTATIONAL BIOLOGY Transcription factor competition facilitates oscillations in single gene genetic circuits

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1011525 September 29, 2023 4 / 25

https://doi.org/10.1371/journal.pcbi.1011525


. . .) copies of regulating transcription factor. When N multiple copies of the same gene are

present, assuming all copies are independent, the grand canonical partition function of all cop-

ies is XN = XN.

Finding the grand canonical partition sum of a gene of interest is rather straightforward:

one simply needs to sum the statistical weights of all possible configurational states. The possi-

ble states depend on the promoter architecture of the gene of interest, and can usually be writ-

ten out by hand.

From the grand canonical partition sum, we can calculate the expected fraction of specific

binding sites occupied by its cognate transcription factor through

yi ¼
hpii

N
¼
li

X

@X

@li

� �

: ð3Þ

The fugacity of the regulatory transcription factor is set by the copy number of that tran-

scription factor and the genetic environment. For each type of binding site that the transcrip-

tion factor can bind to, a grand canonical reservoir is set up, for which the occupational

fraction can be calculated from Eq (3). This can be non-specific DNA (ns) or a reservoir for

each type of site competing for that transcription factor (c). The fugacity λi follows from the

mass balance equation

Pi ¼ Nyi þ NðnsÞyðnsÞi þ NðcÞyðcÞi ðþ � � �Þ ð4Þ

where the fugacity needs to be chosen such that the expected number of transcription factors i
over the different reservoirs is self-consistent with Pi, the copy number of that protein in the

cell. This equation is a polynomial in λi and can be solved algebraically, when the number of

reservoirs is limited, or numerically. Mathematically, the chemical potential acts as a Lagrange

multiplier for the constraint given by conservation of mass. The fugacity of the regulatory tran-

scription factor therefore depends on the number and binding energy of its specific binding

sites, of any competitive genes or molecules that also bind the transcription factor, and to the

reservoir of non-specific binding sites on the DNA. Transcription factors such as LacI tend to

be poorly soluble in water [67], and therefore we assume that the fraction of transcription fac-

tors unbound from the DNA is negligible. It is therefore convenient to set the reference state

of the free energy equal to the effective binding energy of the non-specific sites [68]. It is possi-

ble to explicitly take into account the fraction of unbound transcription factors in the solution

state by including a solution state reservoir in the mass balance equation.

The fraction θ1(λ1, λ2, . . .)/θ1(λ1, 0, . . .) has an important physical interpretation. We reiter-

ate here that the index number 1 is reserved for RNAP, and the numbers 2 and up correspond

to the transcription factors. As long as the assumption is justified that promoter activity is pro-

portional to the RNAP occupational fraction θ1, this fraction is equal to the macroscopic activ-

ity of the gene, relative to its activity in the absence of transcription factors. The a priori
unknown proportionality constant cancels out, and the resulting relative quantity, usually

called ‘fold-change’, can be measured directly, as was done in, e.g., Brewster et al. [28]. To

highlight its importance, we introduce the fold-change Φ as the fraction θ1(λ1, λ2, . . .)/θ1(λ1, 0,

. . .) explicitly.

In Fig 1B we show the possible states and their statistical weights in the grand canonical

ensemble for a gene regulated by the simplest nontrivial regulation architecture, refered to as

‘simple repression’. Such an architecture consists of a promoter sequence, partially overlapping

with an operator site for a repressor. RNAP can bind to the promoter with binding energy �1,

and a repressor can bind to the operator site with energy �2, while the simultaneous binding of

both RNAP and repressor is prohibited by excluded volume interactions. In this architecture,
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the grand canonical partition function is given by

X ¼ 1þ l1e� b�1 þ l2e� b�2 ; ð5Þ

with �1,2 the binding (free) energies of RNA polymerase and the repressor respectively.

In the case of the gene regulated by ‘simple repression’, the occupational fraction of RNA

polymerase, in the presence and absence of the regulatory transcription factor i, are respec-

tively given by

y1ðl1; l2Þ ¼
l1e� b�1

1þ l1e� b�1 þ l2e� b�2
; ð6Þ

y1ðl1; 0Þ ¼
l1e� b�1

1þ l1e� b�1
: ð7Þ

Fig 1. Gene regulation in the grand canonical ensemble. a Transcription rate is assumed to be dependent on the

configurational state of the genome. When RNA polymerase (RNAP) is bound to the promoter sequence, transcription

is initiated with a constant rate equal to the product of k0, the (constant) transcription rate of an individual RNAP

molecule and N the total number of genes encoding for this protein. When RNAP is not bound to the promoter

sequence, no transcription is initiated. b States and weights diagram of a gene regulated by ‘simple repression’. Three

configurational states are possible in this architecture, with the free energy of this configuration and the statistical

weight of this configuration given, both in the canonical and grand-canonical ensembles. The configurational state

where both RNAP (1) and repressor (2) are bound is forbidden because of excluded volume interactions.

https://doi.org/10.1371/journal.pcbi.1011525.g001
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The fold-change function of this gene, Φ = Φ(λ1, λ2) is then given by the ratio of the RNAP

occupational fraction in the presence and absence of the regulating transcription factor,

F ¼
y1ðl1; l2Þ

y1ðl1; 0Þ
¼

1þ l1e� b�1
1þ l1e� b�1 þ l2e� b�2

ð8Þ

’
1

1þ l2e� b�2
; ðl1e

� b�1 � 1Þ ð9Þ

The binding free energy of RNA polymerase to its specific site is relatively weak compared

to its binding at non-specific sites on the DNA [69], and as such, the situation where λ1exp −
β�1� 1, is rather general. This allows us to make the final simplification, known as the ‘weak

promoter limit’, in the fold-change expression. Because of this simplification, we can in most

circumstances keep the fugacity of RNA polymerase unspecified, as it does not influence the

relative activity of the gene. As such, RNA polymerase can usually be left out of the circuit.

In Section B in S1 Appendix we have provided step-by-step worked examples on how to

calculate the fold-change function Φ and the transcription factor fugacities λi for a number of

relevant regulatory architectures.

Rate equations

The change in the copy number of a protein P is given by two contributions. The first contri-

bution stems from the first order degradation of the protein by the cellular recycling machin-

ery. The second is the synthesis of P by the ribosomes, the rate of which is proportional to the

concentration of P-encoding mRNA (M). The rate equation describing the copy numbers P of

a set of proteins involved in a genetic circuit is given by

dPðtÞ
dt
¼ � GPPðtÞ þ krMðtÞ; ð10Þ

with P, M the copy numbers of protein and mRNA respectively. Furthermore, ΓP and kr are

diagonal matrices containing the first order degradation rate constants, and the activity rate

constants of the ribosomes. The mRNA is produced by RNA polymerase at the gene of interest

at a rate that depends on the arrangement of transcription factors. For all proteins involved in

the genetic circuit of interest, these rates are given by the vector k. Since transcription—the

synthesis of mRNA—and the transport to the ribosomes takes a finite amount of time, we

explicitly introduce a time delay τ to account for that delay caused by transcription and trans-

port. At the same time, mRNA also undergoes first order degradation by the cellular machin-

ery with rate constants given by the diagonal matrix ΓM. The mRNA degradation rate

constants are typically higher in magnitude compared to the protein rate constants ΓP. How-

ever, in many cases the dominant mechanism causing first order decay is dilution due to a

global growth rate, in which case the mRNAand protein degradation rates are comparable

[15]. In the latter case, active degradation mechanisms may still alter the individual degrada-

tion rate constants. The rate equation describing the change in mRNA copy numbers M is

then given by

dMðtÞ
dt
¼ � GMMðtÞ þ kðPðt � tÞÞ: ð11Þ

This rate equation is a delay differential equation (DDE) [42], since it depends on the tran-

scriptional activity of the genes k at a time in the past. The rate constants k depend nonlinearly

on the concentration of transcription factors that influence the transcription of the gene. We
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take the individual transcription rates ki as proportional to the (equilibrium) probability that

their promoter region is occupied by RNA polymerase (RNAP), an assumption which is justi-

fied when the formation of the RNAP open complex on the promoter site of a gene is slow in

comparison to the binding and unbinding kinetics of transcription factors over the genome

[49–52]. Using these assumptions, the rates of mRNA synthesis can be approximated by

kiðtÞ ¼ kð0Þi Niy
ðiÞ
1
ðPðtÞÞ; ð12Þ

where ki are the entries of the vector k. Furthermore, kð0Þi is the (constant) rate at which mRNA

of protein i is produced when RNAP reads the promoter sequence, Ni is the number of gene

copies contributing to the production of the protein and y
ðiÞ
1

the occupational fraction of the

promoter of gene i by RNA polymerase, calculated as the fraction of all configurational micro-

states where the RNA polymerase occupies the promoter sequence. As such, the occupational

fraction y
ðiÞ
1

(and by extension, ki) is implicitly a function of time, since it is a function of all

transcription factor copy numbers P affecting this binding probability at a given time.

When the gene is completely unregulated, that is, in the absence of any regulatory proteins,

the concentrations of protein and mRNA will reach a steady-state. In that case, we can write

for each protein i the two steady-state equations

ðGPÞiiP
ð0Þ

i ¼ ðkrÞiiM
ð0Þ

i ;

ðGMÞiiM
ð0Þ

i ¼ kð0Þi Niy
ðiÞ
1
ð0Þ;

8
<

:
ð13Þ

Here, Mð0Þ

i ; P
ð0Þ

i are the steady-state unregulated copy numbers of mRNA and the protein i it

encodes respectively, in the absence of any regulation. Furthermore, (ΓM,P)ii is the ith diagonal

element of matrix ΓM,P. From the steady-state equations, we can directly obtain a measure for

(kr)ii in terms of the unregulated steady-state copy numbers of protein and mRNA. Moreover,

inserting Eq (13) into Eq (11), we obtain for the instantaneous (not steady-state) copy number

of each mRNA species i

dMi

dt
¼ � ðGMÞiiMi þ ðGMÞiiM

ð0Þ

i
y
ðiÞ
1
ðPðt � tÞÞ
y
ðiÞ
1
ð0Þ

: ð14Þ

Here we recognise the fraction y
ðiÞ
1
ðPÞ=yðiÞ

1
ð0Þ as the fold-change fraction Φ from the previous

section. We generalise Φ to the fold-change vector Φ, defined by the set of fractions

y
ðiÞ
1
ðPÞ=yðiÞ

1
ð0Þ for each protein involved in the genetic circuit. Here each fraction is acting as

the input-output function of that specific gene, depending on the architecture of the specific

gene promoter sequence. The fold-change vector is implicitly a function of all the protein

fugacities in the system, which in turn depend on the protein concentrations p, hence our

choice to write Φ explicitly as a function of p.

It is convenient here to normalise the copy numbers of proteins and mRNA by their

steady-state unregulated copy numbers. We therefore introduce the normalised copy numbers

p, m which are defined for each element in the vectors by pi � Pi=P
ð0Þ

i ;mi � Mi=M
ð0Þ

i , so that

PLOS COMPUTATIONAL BIOLOGY Transcription factor competition facilitates oscillations in single gene genetic circuits

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1011525 September 29, 2023 8 / 25

https://doi.org/10.1371/journal.pcbi.1011525


we obtain the following system of DDEs.

dmðtÞ
dt

¼ � GMmðtÞ þ GM Φðpðt � tÞÞ

dpðtÞ
dt

¼ � GPpðtÞ þ GPm;

8
>>><

>>>:

ð15Þ

There are three relevant cases to consider. When a stable steady-state is reached, p is deter-

mined only by the fold-change Φ. Alternatively, when ΓM� ΓP, the concentrations of mRNA

reach a steady-state fast and the system of rate equations reduces to

dpðtÞ
dt
¼ � GPpðtÞ þ GP Φðpðt � tÞÞ: GM � GPð Þ ð16Þ

In the case that both degradation constants are comparable, the full system of Eq (15)

should be used. The quantity called fold-change acts as the input-output function and replaces

the Hill function used in the literature. The form of the fold-change depends on the regulatory

architecture of interest. It does dependent on the copy numbers of transcription factors that

are involved, and it is through this dependence that the dynamics of one gene can be coupled

to a different gene.

Results & discussion

The Goodwin oscillator

A simple nontrivial feedback system was proposed by Goodwin et al. [70] and is currently seen

as a general feedback model in biology [71]. A gene in this feedback system, which bears the

name ‘Goodwin oscillator’, directly produces a transcription factor which inhibits its own

transcription. The promoter architecture follows the ‘simple repression’ scenario, which we

schematically show in Fig 2B. The fold-change function corresponding to this architecture was

derived above and is given by Eq (9).

We can numerically integrate the rate equations (see Eq (15)) for different gene copy num-

bers using the method of steps, starting with a protein and mRNA copy number of 0 over the

time interval [−τ, 0]. The transcription factor binding free energy was -15 kBT for the specific

sites. The steady-state unregulated repressor copy number P(0) was 5 per gene copy. For these

trajectories, we did not include any other competitor genes. Finally, the protein and mRNA

degradation rates (ΓP)ii, (ΓM)ii were 0.03 min−1 and the time delay τ was 18.5 min as per ref

[15]. The resulting trajectories are shown in Fig 2.

In Fig 2 we see that for a low copy number of genes, the concentrations of mRNA and

repressor quickly proceed to a stable steady state, with an initial overshoot that is corrected for

quickly. This can graphically be seen in the phase space figure in Fig 2C. The phase space tra-

jectory quickly spirals to the stable point at the intersection of the nullclines. For higher gene

copy numbers, we see first the same qualitative picture, although the oscillations dampen out

at a lower rate. Above a certain threshold copy number, the oscillations become self-sustained

and we see the phase space trajectory approach a stable limit cycle, centred around the inter-

section between the nullclines. These self-sustained oscillations only appear with a nonzero

time delay τ.

Self-sustained oscillations can also be attained with just a single gene copy, in the presence

of a reservoir of competitor genes. In this case we numerically integrate Eq (15) for a single

gene copy in the presence of a number of competitor sites. We used a binding energy to the

competitor sites of -18 kBT, and have set the steady-state unregulated repressor copy number
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P(0) to 100 per gene copy. A high baseline activity is necessary here: without sufficient repres-

sors in the cell, the gene will be almost completely outcompeted by the competitor sites. All

other assumptions were kept fixed as before. The resulting trajectory are plotted in Fig 3. The

results are similar to the previous case: when there are multiple binding sites competing for the

repressor, the response curve becomes steeper and self-sustained oscillations are attained.

Finally, the promoter architecture itself can also generate sufficient nonlinearity to sustain

oscillations in a genetic feedback loop that only involves a single gene copy. For example, in

the looping architecture [72], transcription factors have two DNA binding domains that are

Fig 2. The copy number titrating oscillator. a Normalised Protein (solid lines) and mRNA (dotdashed lines) concentration as function of time for a

gene regulated by b simple repression scenario with N gene copies, producing its own repressor. c Phase space trajectories of a, shown in conjunction

with the nullclines. Because of the time delay in evaluating the magnitude of _m, the phase space trajectories do not cross the _m-nullcline completely

horizontally. For a sufficiently high gene copy number a stable limit cycle is reached. d Fold-change of the gene as function of the total number of

transcription factors.

https://doi.org/10.1371/journal.pcbi.1011525.g002
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capable of binding two operator sites simultaneously. An auxiliary operator site near the pro-

moter can enhance the efficacy of the transcription factor by increasing the probability of

occupancy of the main operator site, where it is able to regulate transcription, by allowing for

loops in the DNA between the operator sites. In our previous work [30], we showed that the

equation describing the fold-change in the grand canonical ensemble is given by

F ¼
1þ lxðaÞ

1þ lðxðaÞ þ xðmÞ þ xðaÞxðaÞxLÞ þ l
2xðaÞxðmÞ

: ð17Þ

Fig 3. The single gene oscillator. a Normalised protein (solid lines) and mRNA (dotdashed lines) concentration as function of time for a gene regulated

by b simple repression scenario producing its own repressor, with Nc sites competing for a common pool of repressors. c Phase space trajectories of a,

shown in conjunction with the nullclines. Because of the time delay in evaluating the magnitude of _m, the phase space trajectories do not cross the

_m-nullcline completely horizontally. For a sufficiently high competitor copy number a stable limit cycle is reached. d Fold-change of the gene as function

of the total number of transcription factors. Note that for the qualitative behaviour, it does not matter whether the competitor sites are DNA binding

sites, enzymes or other ligands binding the repressors.

https://doi.org/10.1371/journal.pcbi.1011525.g003
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Here, x(m,a) = exp(−β�(m,a)) are the Boltzmann factors of the binding free energies of the tran-

scription factor to the main (m) and auxiliary (a) operator sites. Furthermore, xL = exp−βΔFL

is the Boltzmann factor of the free energy of forming a transcription factor-DNA loop span-

ning the auxiliary and main operator sites. ΔFL therefore reflects a weighted average of a num-

ber of conformational states where a single transcription factor binds the two operator sites

simultaneously. As before, we have the transcription factor fugacity, λ = exp βμ that is found

self-consistently by applying mass conservation.

Forming a DNA loop between two bound sites on a transcription factor causes the DNA to

adopt an entropically unfavourable conformation. The free energy penalty ΔFL associated with

this loop depends on the length of the DNA included within the loop [73]. We numerically

integrate the rate Eq (15) in Fig 4 for different values of ΔFL, ranging between 7 kBT and 11

kBT, starting with protein and mRNA copy numbers of 0. As before, the transcription factor

binding free energy was -15 kBT for both the main and auxiliary operator site, and the steady

state unregulated repressor copy number P(0) was 5 per gene copy. We observe self-sustained

oscillations for the two lower looping free energies, with a very similar oscillation period.

When the looping free energy is too high, the statistical weight of the looped configuration

lowers and a stable steady state is observed instead.

Stability analysis

An important question is whether it is possible to predict, a priori, whether a given genetic

feedback circuit will lead to self-sustained oscillations. This is of particular importance in

applications, since transcription is inherently stochastic and especially fluctuations in the time

delay lead to irregular availability of mRNA. The traditional approach to evaluate the stability

of stationary points in systems of ordinary differential equations (ODEs) [74] can be extended

to DDEs, following the approach of Hale et al. [42]. In the context of genetic circuits, we will

follow this approach to analyse a generalised model for n genes that interact through a com-

mon set of transcription factors. We will explicitly allow fluctuations in the time delays. In the

system of equations from Eq (15), we now explicitly introduce time delays both in the tran-

scription (τP) as well as in the translation (τM) steps. The model then becomes

_mðtÞ ¼ � GMmðtÞ þ GM Fðpðt � tPÞÞ

_pðtÞ ¼ � GPpðtÞ þ GPmðt � tMÞ;

(

ð18Þ

where as before, m, p are vectors built up from mi, pi, and ΓM, ΓP are diagonal matrices con-

taining the decay rate constants for each protein and mRNA type. Here, by abuse of notation,

we consider the fold-change Φ implicitly as function of all proteins in p. The model could be

generalised to include independent time delays for all mRNA and protein species i in a

straightforward way. The fold-change for each gene depends on the architecture, and in princi-

ple on all proteins in p. Suppose that we found a stationary point at the intersection of the null-

clines at (m*, p*). In order to investigate the stability of this stationary point, we will linearise

the differential equations around this point and find special trajectories in the neighbourhood

of the stationary point of the form veλt. These trajectories move exponentially outward or

inward to the stationary point, with a direction v which is to be determined later. We linearise

the fold-change term in the equation for _m around (m*, p*), which gives us the Jacobian with

n × n matrix with elements given by

Jij ¼ ðGMÞii
@FiðpÞ
@pj

; ð19Þ

PLOS COMPUTATIONAL BIOLOGY Transcription factor competition facilitates oscillations in single gene genetic circuits

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1011525 September 29, 2023 12 / 25

https://doi.org/10.1371/journal.pcbi.1011525


evaluated at (m*, p*). To find trajectories in the neighbourhood of the stationary point that

behave as veλt, we make the substitutions m(t) = aeλt, p = beλt in the linearised equation, with λ
a complex scalar. This allows us to write the linearisation of Eq (18) around (m*, p*) in the

form of a linear matrix equation

l
a

b

 !

elt ¼
� GM Je� ltP

GPe� ltM � GP

 !

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
A

a

b

 !

elt ð20Þ

Fig 4. The looping gene oscillator. a Normalised protein and mRNA concentration as function of time for a gene regulated by b a looping scenario

producing its own repressor. c Phase space trajectories of a, shown in conjunction with the nullclines. Because of the time delay in evaluating the

magnitude of _m, the phase space trajectories do not cross the _m-nullcline completely horizontally. For a sufficiently favourable looping free energy a

stable limit cycle is reached. Here, the steady-state unregulated repressor copy number was kept at P(0) = 5. d Fold-change of the gene as function of the

total number of transcription factors.

https://doi.org/10.1371/journal.pcbi.1011525.g004
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The factors eλt cancel out, and it remains to find the eigenvalues λ of the 2n × 2n matrix A.

The eigenvalues can be found by solving the characteristic equation det A − λI = 0, with I the

identity matrix.

det
� GM � lI Je� ltP

GPe� ltM � GP � lI

 !

¼ 0: ð21Þ

The roots of this equation in the complex plane determine the stability of the point (m*,
p*). If all the roots have negative real parts, then all exponential trajectories around the sta-

tionary point move inward and the stationary point is asymptotically stable. There are

finitely many dominant roots, i.e., roots with the same real part such that the real parts of all

other roots are strictly less than the real part of the dominant roots. The stability contour

can be traced by logging when dominant roots cross the imaginary axis in the complex

plane. If a dominant root crosses the imaginary axis with nonzero imaginary part, i.e., the

real part of a complex dominant root crosses 0, a Hopf bifurcation usually occurs and oscil-

latory behaviour is seen.

For a circuit with a single gene in a negative feedback loop, Eq (21) simplifies to

ðlþ GMÞðlþ GPÞ

GMGP
elt �

dFðp∗Þ
dp

¼ 0; ð22Þ

with τ = τM + τP the total time delay, a confirmation that only the total time delay in the feed-

back loop determines the local stability. Here we have abused the notation somewhat and let

ΓM,P denote the scalar value of the single element each matrix contains in this single-mem-

bered circuit. It will turn out useful to make the equation dimensionless by scaling time by the

factor g �
ffiffiffiffiffiffiffiffiffiffiffiffi
GMGP

p
and redefining λ as the rescaled eigenvalue, resulting in the equation

lþ
GM

g

� �

lþ
GP

g

� �

elgt �
dFðp∗Þ
dp

¼ 0: ð23Þ

In Fig 5 we plot the regions where self-sustained oscillations are possible and where the sta-

tionary point leads to a stable steady-state. The line along which the real part of the dominant

eigenvalues λ equal 0—separating the two regions—is referred to as the stability contour, and

was calculated by numerically solving Eq (23). The stability contour depends only on the

rescaled time delay γτ and the slope of the fold-change in the stationary point. We have taken

ΓM = ΓP = γ in this graph for convenience, but the figure does not significantly change when

the two degradation constants are of comparable magnitude. When the delay is comparatively

small, stable oscillations can only occur if the slope of the fold-change with respect to the nor-

malised transcription factor copy number is very steep, corresponding to strong cooperativity

or competition. At much larger delays, this requirement is less strict, although the slope should

be steeper than −1. As a consequence, a gene without a cooperative architecture will be unable

to sustain oscillatory behaviour in isolation. (The slope of the fold-change curve for a gene

with an effective Hill exponent of 1 never exceeds −1 with respect to the normalised repressor

copy number).

Close around the stationary point, the system oscillates with a period of 2π/Im{λ}. We show

the positive branch of the real part of λ in Fig 5A. However, since there are finitely many domi-

nant roots, stable limit cycles do not oscillate infinitesimally close around the stationary point

in phase space. Due to the Hopf bifurcation theorem, the oscillation occurs around the points

in phase space where the real part of the dominant eigenvalue equals 0, that is, where the
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Fig 5. Stability contours for a single gene oscillator. a A map of stable oscillations in the phase space of normalised delay time γτ versus

the slope of the fold-change in the stationary point of the system dΦ/dp(m*, p*). Stable oscillations are expected when the dominant roots

of Eq (23) have a positive real part. The dotted line gives the contour where the real part of the dominant roots of Eq (23) is 0. The contours

indicate the magnitude of the imaginary part of the dominant root λ, which is related to the oscillation period. b From the Hopf bifurcation

theorem, it follows that in first order approximation, the period of the oscillation is given by 2π divided by the imaginary part of the

dominant roots λ at the stability contour, shown with the dashed line. The solid lines denote the period of a number of numerical
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oscillation does not grow or contract. As such, a better prediction of the period of a self-sus-

tained oscillation is given by the 2π over the imaginary part of the dominant eigenvalue along

the stability contour, as we plot in Fig 5B, together with the oscillation period obtained from

numerical integrations of Eq (15). We see that indeed the oscillation period is always equal to

or slightly larger than 2π/Im{λ}.

Fluctuations in γτ temporarily shift the stability contour locally: a system with a slope in

the stationary point on the oscillation side of the stability contour could cross the boundary

and become locally attractive. The oscillation of the system is expected to be erratic in such

cases and lose its periodicity. On average, the stationary point is unstable, and the system

tends away from it, but on short timescales the system may collapse back on the stationary

point. The magnitude of the fluctuations in γτ translate to a range of slopes for which this

erratic behaviour is expected. In Fig 5C, 5D and 5E we have plotted the slope in the station-

ary point of the copy number titrating oscillator (C), the single gene oscillator (D) and the

looping oscillator (E), as a function of the steady state unregulated copy number of repres-

sors per gene copy P(0). The grey dotted line denotes the stability contour for γτ = 0.555 as

per ref [15], with the grey region below denoting the shift in the stability contour upon a

local 20% fluctuation in γτ as a guess for the amount of fluctuations present in vivo. This

shift was calculated by simply taking the position of the stability contour at 0.8γτ, and does

not reflect a direct integration of stochastic differential equations. The representation in Fig

5C, 5D and 5E can show if self-sustained oscillations are possible for a given architecture,

and what tolerance the system has towards variances in γτ and P(0)—varying P(0) shifts the

location of the stationary point, and thereby the slope of the fold-change curve in the station-

ary point. We can see in (C) that for the conditions in Fig 2, the system only barely crosses

the stability contour for N = 1000 and would show erratic behaviour when fluctuations of

20% are present. However, for higher P(0), a very wide range of self-sustained oscillations are

possible for N = 1000. For gene copy numbers of N� 100 the slope in the stationary point

does not cross the stability contour for any P(0), and stable steady states are expected. Simi-

larly, in (D), we see that a single gene in the presence of 30 competitors can show self-sus-

tained oscillations over a range of different P(0), while 20 competitors do not generate

sufficient nonlinearity to cross the stability contour for any P(0). We note that the exact

threshold will depend on mechanistic details such as the binding free energies of the gene

and its competitor sites.

While it is perhaps less intuitive that multiple copies of the same gene can lead to a titration

effect similar to the situation with competitor sites, mechanistically the titration effect in both

cases is the same: the existence of one or more specific sites depletes the reservoir of free tran-

scription factors. A reservoir of N gene copies lead to the same titration curve as N − 1 sites

competing with a single gene copy—provided the binding free energy of the competing sites is

the same. However, there is one subtle difference: the additional production terms arising

from the multiple gene copies shift the stationary point of the system to a different point along

the titration curve. As such, one can find the optimal conditions for self-sustained oscillations

at a different P(0) per gene.

integrations for different P(0). The y-axis is given in units of dimensionless time γt. c,d,e Slope of the fold-change in the stationary point for

c N copies, d a single copy in the presence of Nc competitor sites and e a single copy with a Looping architecture in the absence of

competitor sites, of a gene regulated by its own product. Only when the slope in the stationary point crosses the threshold given by the

stability contour in a are self-sustained oscillations possible. The grey region denotes the extent the stability contour shifts when a 20%

variation is present in γτ.

https://doi.org/10.1371/journal.pcbi.1011525.g005
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An experimental titration oscillator

In the work of Stricker et al. [47], an experimental example is presented of a genetic feedback

loop that can be classified as a Goodwin oscillator. While the main results in that work detail a

genetic circuit with both a positive and a negative feedback loop, oscillations are also observed

in a circuit without a positive feedback loop. Here, a gene is expressed in Escherichia coli that

produces the repressive transcription factor LacI that inhibits readout of the gene. Simulta-

neously, LacI also represses the production of a fluorescent reporter gene yemGFP. Under nor-

mal conditions, this circuit does not show oscillatory behaviour, but when induced with

certain concentrations of IPTG, the circuit shows self-sustained oscillations.

The inducer IPTG plays an important role in the behaviour of this genetic circuit. IPTG

binds competitively to LacI to prevent it from binding its specific binding site at the gene pro-

moter [75, 76] and induces a redistribution of LacI towards the non-specific DNA [77]. When

present in saturating quantities (2 mM in the medium), LacI binding to the promoter site is

completely inhibited, and production of the fluorescent reporter can proceed to its unregu-

lated steady state.

As such, the negative feedback only genetic circuit from Stricker et al. [47] corresponds to

the scenario described as the Goodwin oscillator, where IPTG takes the place of a competitor

site. We can use the same mathematical modelling as for a Goodwin oscillator regulated by a

‘simple repression’ architecture. The only difference is that LacI bound to IPTG still occupies a

site on the non-specific DNA, and very slightly decreases the effective size of that reservoir.

Provided that the number of DNA basepairs far exceeds the number of LacI repressors, we can

justify neglecting this effect, and the same equations hold.

In Fig 6 we show a few numerically integrated traces of Eq (15) for this genetic circuit. In

this experiment, the global growth rate of the cells is not limiting the lifetime of mRNA and

protein, and as such, mRNA and protein degradation constants cannot be assumed equal. In

Table A in S1 Appendix we list protein and mRNA degradation constants and IPTG and LacI

binding constants taken from literature, as well as an estimate for the time delay τ from the

reported oscillation period in ref [47]. That leaves the unregulated steady state production of

LacI P(0), and the internal IPTG concentration as free parameters. In Fig 6 we have chosen as

an example P(0) = 104 as the lowest order of magnitude where self-sustained oscillations are

observed.

In the numerically integrated traces, we observe that mRNA concentrations oscillate wildly

while the concentration of LacI remains close to a steady baseline of about 10% of its unregu-

lated steady state concentration. This is an effect of the difference in protein and mRNA degra-

dation constant, where the latter is quickly degraded to allow its concetration to adapt very

quickly to changing situations. Indeed, in Stricker et al. [47] (S5 Fig) we see that the oscillating

cells show fluorescence oscillating with a relatively narrow amplitude, and around a baseline

about an order of magnitude lower than when LacI is completely induced.

We plot the stability contour for this genetic circuit in Fig 7A in the phase space of the slope

of the fold-change function in the stationary point and the product γτ. We see that due to the

relatively small time delay τ relative to the protein and mRNA degradation constants—γτ =

0.67—the requirement for a steep slope of the fold-change function in the stationary point is

much higher than in Fig 5. This steep slope can only be achieved at a high gene baseline activ-

ity, and consequently, cells need a P(0) of well above 103 to show self-sustained oscillations.

Only in a narrow region around specific intracellular IPTG concentrations does the slope

of the fold-change function dip below the stability contour, as can be see from Fig 7B and 7C.

This is reflected by the experimental results, where a relatively modest 3-fold increase (from

0.6 mM to 2 mM) of IPTG in the external medium completely quenches observed oscillations
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and allows the production of fluorescent yemGFP to increase by an order of magnitude. While

we do not know the absolute copy number of IPTG molecules in the cell in this experiment, it

can be expected to scale linearly with the external medium IPTG concentration [78]. Indeed, a

3-fold increase of the IPTG concentration in the grand canonical model is more than enough

to quench the oscillations. This is illustrated by the vertical arrow in Fig 7B: inducing the sys-

tem with 1000 IPTG molecules in the cell (open circle), the stability contour is crossed and the

system is expected to oscillate. Inducing with 3000 IPTG molecules (arrowhead) the stability

contour is crossed once again and the system is expected to proceed to a stable steady state.

Meanwhile, the fold-change Φ in the stationary point following induction increases by over an

order of magnitude.

Fig 6. Modelling the IPTG titration oscillators in Stricker et al. a Protein (solid lines) and mRNA (dotdashed lines) copy number as function of time,

and, b Phase space trajectories, shown in conjunction with the nullclines for a gene c regulated by the ‘simple repression’ architecture producing its own

repressor. An external concentration of IPTG acts as a competing inhibitor. For a sufficiently high (internal) number of IPTG molecules in the cells a

stable limit cycle is reached. d Fold-change of the gene as function of the total number of transcription factors.

https://doi.org/10.1371/journal.pcbi.1011525.g006
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Fig 7. Stability of the Goodwin oscillator in Stricker et al. [47]. a Stable oscillations are expected when the dominant roots of Eq (23) have a positive

real part. The dotted line gives the contour where the real part of the dominant roots of Eq (23) is 0. The colours indicate the imaginary part of the

positive dominant root λ, which is related to the oscillation period. b Bifurcation diagram in P(0) and intracellular IPTG copy number. The colours

denote the fold-change Φ(m*, p*) in the stationary point. The oscillations shown in Fig 6 lie on the solid vertical arrow: induction with 103 IPTG

molecules brings the system in the oscillating parameter space, while a further 3-fold increase in IPTG concentration sees the system cross the stability

contour again. c Slope of the fold-change in the stationary point. Only when the slope in the stationary point crosses the threshold given by the stability

contour in e are self-sustained oscillations possible. The grey region denotes the extent the stability contour shifts when a 20% variation is present in γτ.

d Observed period of the oscillation as function of intracellular IPTG copy number. Close to where the slope of the fold-change crosses the stability

contour, the oscillations approach 2π/Im{λ} on the stability contour (dotted line). e Observed period of dampened oscillations outside the stability

contour for P(0) = 104 (grey squares) and 2π/Im{λ} in the stationary point (light-blue dotdashed line).

https://doi.org/10.1371/journal.pcbi.1011525.g007
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While an excess of IPTG will bring the genetic circuit back to a stable steady state (see Fig

7C), the region where oscillations can be expected does become wider when the unregulated

steady state activity of the gene P(0) is higher. Simultaneously, the slope of the fold-change in

the stationary point also becomes steeper, indicating that oscillations will be more robust.

In Fig 7D and 7E we show the observed oscillation period from numerically intragrated

traces of Eq (23) for this system, as a function of intracellular IPTG concentration. We see that

the oscillation period approaches 2π/Im{λ} (dotted line) where the slope of the fold-change Φ
in the stationary point crosses the stability contour. Outside of the stability contour, oscilla-

tions are unstable and dampen out over time, but the period of the dampened oscillations

indeed neatly follows 2π/Im{λ} in the stationary point (m*, p*) (3, grey squares). However, the

oscillation period increases again when dΦ/dp(m*, p*) dives away from the contour. Interest-

ingly, the extrema in oscillation period and slope do not coincide, hinting at a deeper level of

complexity in their relationship.

Conclusions

In this article we have shown that uncorrelated transcription factor binding can lead to self-

sustained oscillations, even in a genetic feedback loop that only consists of a gene regulated by

a simple repression architecture that directly produces its own repressor. The only condition

for this to happen is that multiple transcription factor binding sites are coupled through their

competition for a shared pool of transcription factors.

Here, we have implemented a mechanistic model for the fold-change of a promoter archi-

tecture, first developed in Weinert et al. [29] and Landman et al. [30]. The model allows the

accurate calculation of the response of a gene to an external concentration of transcription fac-

tors in the competing limit. Importantly, the response functions follow directly from the regu-

latory architecture and are suitable for situations where transcription factors are shared by

different promoter sites. Consequently, we no longer need to model the response of a gene

with a phenomenological Hill function when the binding architecture demands a different

isotherm.

We see that when a transcription factor is strongly competed for, the fold-change function

of a gene that is regulated by that transcription factor becomes very sharp, even when binding

is uncorrelated, that is, governed by a Langmuir isotherm. This titration effect, caused by com-

petition, is able to provide a sufficiently steep response function for even minimal genetic feed-

back loops, where the gene produces its own repressor directly, to achieve self-sustained

oscillations. Even though the individual gene copies are uncorrelated, they synchronise

because they are coupled by a common transcription factor pool.

The main strength of our approach is the inclusion of a mechanistic gene response function

within a relatively simple mathematical framework—delay differential equations—which

allows us to derive a powerful stability criterion that can tell a priori whether a genetic feedback

loop can show self-sustained oscillations. While DDEs do not explicitly include the fluctua-

tions inherent in the stochastic transcription and translation processes, their use predicts the

existence of an erratic regime arising from the fluctuations in transcriptional time delay. The

extent by which the stability contour is crossed provides an estimation how robust the oscilla-

tions are with respect to stochastic noise in the transcription and translation process. Further,

it follows from the Hopf bifurcation theorem that the stability contour also provides a first

order approximation to the oscillation period of the feedback loop.

The ultimate proof that cooperativity is not required is provided by experimental observa-

tions by Stricker et al. [47]. Our model shows that the oscillations observed in a direct feedback

PLOS COMPUTATIONAL BIOLOGY Transcription factor competition facilitates oscillations in single gene genetic circuits

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1011525 September 29, 2023 20 / 25

https://doi.org/10.1371/journal.pcbi.1011525


construct induced by IPTG can be interpreted as a titration oscillator stabilised by a strong

competition for the transcription factor.
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(NB)

Acknowledgments

We are grateful to Aaron New for enlightening discussions and for many suggestions.

Author Contributions

Conceptualization: Jasper Landman, Willem K. Kegel.

Formal analysis: Jasper Landman.

Investigation: Jasper Landman.

Methodology: Jasper Landman, Sjoerd M. Verduyn Lunel.

Project administration: Willem K. Kegel.

Supervision: Willem K. Kegel.

Validation: Jasper Landman.

Visualization: Jasper Landman.

Writing – original draft: Jasper Landman.

Writing – review & editing: Jasper Landman, Sjoerd M. Verduyn Lunel, Willem K. Kegel.

References
1. Nobelprize org. The Nobel Prize in Physiology or Medicine 2017; 2017. Available from: http://www.

nobelprize.org/nobel_prizes/medicine/laureates/2017/.

2. Hardin PE, Hall JC, Rosbash M. Feedback of the Drosophila period gene product on circadian cycling

of its messenger RNA levels. Nature. 1990; 343(6258):536–540. https://doi.org/10.1038/343536a0

PMID: 2105471

3. Young MW, Kay SA. Time zones: a comparative genetics of circadian clocks. Nature Reviews Genet-

ics. 2001; 2(9):702–715. https://doi.org/10.1038/35088576 PMID: 11533719

4. Zhabotinsky AM. Periodical oxidation of malonic acid in solution (a study of the Belousov reaction kinet-

ics). Biofizika. 1964; 9:306–311.

5. Belousov BP. An oscillating reaction and its mechanism. Collection of Abstracts on Radiation Medicine.

1959; p. 145.

6. Pye K, Chance B. Sustained sinusoidal oscillations of reduced pyridine nucleotide in a cell-free extract

of Saccharomyces carlsbergensis. Proceedings of the National Academy of Sciences. 1966; 55

(4):888–894. https://doi.org/10.1073/pnas.55.4.888

7. Prigogine I, Lefever R, Goldbeter A, Herschkowitz-Kaufman M. Symmetry Breaking Instabilities in Bio-

logical Systems. Nature. 1969; 223(5209):913–916. https://doi.org/10.1038/223913a0 PMID: 5803393

8. Hess B, Boiteux A. Oscillatory Phenomena in Biochemistry. Annual Review of Biochemistry. 1971; 40

(1):237–258. https://doi.org/10.1146/annurev.bi.40.070171.001321 PMID: 4330578

PLOS COMPUTATIONAL BIOLOGY Transcription factor competition facilitates oscillations in single gene genetic circuits

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1011525 September 29, 2023 21 / 25

http://journals.plos.org/ploscompbiol/article/asset?unique&id=info:doi/10.1371/journal.pcbi.1011525.s001
http://journals.plos.org/ploscompbiol/article/asset?unique&id=info:doi/10.1371/journal.pcbi.1011525.s002
http://www.nobelprize.org/nobel_prizes/medicine/laureates/2017/
http://www.nobelprize.org/nobel_prizes/medicine/laureates/2017/
https://doi.org/10.1038/343536a0
http://www.ncbi.nlm.nih.gov/pubmed/2105471
https://doi.org/10.1038/35088576
http://www.ncbi.nlm.nih.gov/pubmed/11533719
https://doi.org/10.1073/pnas.55.4.888
https://doi.org/10.1038/223913a0
http://www.ncbi.nlm.nih.gov/pubmed/5803393
https://doi.org/10.1146/annurev.bi.40.070171.001321
http://www.ncbi.nlm.nih.gov/pubmed/4330578
https://doi.org/10.1371/journal.pcbi.1011525


9. Gerisch G, Fromm H, Huesgen A, Wick U. Control of cell-contact sites by cyclic AMP pulses in differen-

tiating Dictyostelium cells. Nature. 1975; 255:547–549. https://doi.org/10.1038/255547a0 PMID:

167285

10. Olsen LF, Degn H. Chaos in an enzyme reaction. Nature. 1977; 267(5607):177–178. https://doi.org/10.

1038/267177a0 PMID: 16073439

11. Evans T, Rosenthal ET, Youngblom J, Distel D, Hunt T. Cyclin: A protein specified by maternal mRNA

in sea urchin eggs that is destroyed at each cleavage division. Cell. 1983; 33(2):389–396. https://doi.

org/10.1016/0092-8674(83)90420-8 PMID: 6134587

12. Gerhardt J, Wu M, Kirschner MW. Cell cycle dynamics of an M-phase specific cytoplasmic factor in

Xenopus laevis oocytes and eggs. Journal of Cell Biology. 1984; 98(21):1247–1255. https://doi.org/10.

1083/jcb.98.4.1247

13. Dunlap JC. Molecular Bases for Circadian Clocks. Cell. 1999; 96(2):271–290. https://doi.org/10.1016/

S0092-8674(00)80566-8 PMID: 9988221

14. Elowitz MB, Leibler S. A synthetic oscillatory network of transcriptional regulators. Nature. 2000; 403

(6767):335–338. https://doi.org/10.1038/35002125 PMID: 10659856

15. Monk NAM. Oscillatory Expression of Hes1, p53, and NF-$\kappa$B Driven by Transcriptional Time

Delays. Current Biology. 2003; 13:1409–1413. https://doi.org/10.1016/S0960-9822(03)00494-9 PMID:

12932324

16. Gallego M, Virshup DM. Post-translational modifications regulate the ticking of the circadian clock.

Nature Reviews Molecular Cell Biology. 2007; 8(2):139–148. https://doi.org/10.1038/nrm2106 PMID:

17245414

17. Tyson JJ, Novák B. Regulation of the Eukaryotic Cell Cycle: Molecular Antagonism, Hysteresis, and

Irreversible Transitions. Journal of Theoretical Biology. 2001; 210(2):249–263. https://doi.org/10.1006/

jtbi.2001.2293 PMID: 11371178

18. Novák B, Tyson JJ. Modeling the Cell Division Cycle: M-phase Trigger, Oscillations, and Size Control.

Journal of Theoretical Biology. 1993; 165(1):101–134. https://doi.org/10.1006/jtbi.1993.1179

19. Yang Q, Ferrell JE. The Cdk1–APC/C cell cycle oscillator circuit functions as a time-delayed, ultrasensi-

tive switch. Nature Cell Biology. 2013; 15(5):519–525. https://doi.org/10.1038/ncb2737 PMID:

23624406

20. Novak B, Tyson JJ. Numerical analysis of a comprehensive model of M-phase control in Xenopus

oocyte extracts and intact embryos. Journal of Cell Science. 1993; 106:1153–68. https://doi.org/10.

1242/jcs.106.4.1153 PMID: 8126097

21. Novák B, Tyson JJ. Design principles of biochemical oscillators. Nature Reviews Molecular Cell Biol-

ogy. 2008; 9(12):981–991. https://doi.org/10.1038/nrm2530 PMID: 18971947

22. Xie M, Fussenegger M. Designing cell function: assembly of synthetic gene circuits for cell biology appli-

cations. Nature Reviews Molecular Cell Biology. 2018; 19(8):507–525. https://doi.org/10.1038/s41580-

018-0024-z PMID: 29858606

23. Greenwald EC, Mehta S, Zhang J. Genetically Encoded Fluorescent Biosensors Illuminate the Spatio-

temporal Regulation of Signaling Networks. Chemical Reviews. 2018; 118(24):11707–11794. https://

doi.org/10.1021/acs.chemrev.8b00333 PMID: 30550275

24. Xia PF, Ling H, Foo JL, Chang MW. Synthetic genetic circuits for programmable biological functionali-

ties. Biotechnology Advances. 2019; 37(6):107393. https://doi.org/10.1016/j.biotechadv.2019.04.015

PMID: 31051208

25. Jaeger J, Monk N. Dynamical modules in metabolism, cell and developmental biology. Interface Focus.

2021; 11(3):rsfs.2021.0011. https://doi.org/10.1098/rsfs.2021.0011 PMID: 34055307

26. Chen Y, Kim JK, Hirning AJ, Josić K, Bennett MR. Emergent genetic oscillations in a synthetic microbial

consortium. Science. 2015; 349(6251):986–989.

27. Hill AV. The possible effects of the aggregation of the molecule of hemoglobin on its dissociation curves.

Journal of Physiology. 1910; 40:4–7.

28. Brewster RC, Weinert FM, Garcia HG, Song D, Rydenfelt M, Phillips R. The Transcription Factor Titra-

tion Effect Dictates Level of Gene Expression. Cell. 2014; 156:1–12. https://doi.org/10.1016/j.cell.2014.

02.022 PMID: 24612990

29. Weinert FM, Brewster RC, Rydenfelt M, Phillips R, Kegel WK. Scaling of Gene Expression with Tran-

scription-Factor Fugacity. Physical Review Letters. 2014; 113(25):258101. https://doi.org/10.1103/

PhysRevLett.113.258101 PMID: 25554908

30. Landman J, Brewster RC, Weinert FM, Phillips R, Kegel WK. Self-consistent theory of transcriptional

control in complex regulatory architectures. PLOS ONE. 2017; 12(7):e0179235. https://doi.org/10.

1371/journal.pone.0179235 PMID: 28686609

PLOS COMPUTATIONAL BIOLOGY Transcription factor competition facilitates oscillations in single gene genetic circuits

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1011525 September 29, 2023 22 / 25

https://doi.org/10.1038/255547a0
http://www.ncbi.nlm.nih.gov/pubmed/167285
https://doi.org/10.1038/267177a0
https://doi.org/10.1038/267177a0
http://www.ncbi.nlm.nih.gov/pubmed/16073439
https://doi.org/10.1016/0092-8674(83)90420-8
https://doi.org/10.1016/0092-8674(83)90420-8
http://www.ncbi.nlm.nih.gov/pubmed/6134587
https://doi.org/10.1083/jcb.98.4.1247
https://doi.org/10.1083/jcb.98.4.1247
https://doi.org/10.1016/S0092-8674(00)80566-8
https://doi.org/10.1016/S0092-8674(00)80566-8
http://www.ncbi.nlm.nih.gov/pubmed/9988221
https://doi.org/10.1038/35002125
http://www.ncbi.nlm.nih.gov/pubmed/10659856
https://doi.org/10.1016/S0960-9822(03)00494-9
http://www.ncbi.nlm.nih.gov/pubmed/12932324
https://doi.org/10.1038/nrm2106
http://www.ncbi.nlm.nih.gov/pubmed/17245414
https://doi.org/10.1006/jtbi.2001.2293
https://doi.org/10.1006/jtbi.2001.2293
http://www.ncbi.nlm.nih.gov/pubmed/11371178
https://doi.org/10.1006/jtbi.1993.1179
https://doi.org/10.1038/ncb2737
http://www.ncbi.nlm.nih.gov/pubmed/23624406
https://doi.org/10.1242/jcs.106.4.1153
https://doi.org/10.1242/jcs.106.4.1153
http://www.ncbi.nlm.nih.gov/pubmed/8126097
https://doi.org/10.1038/nrm2530
http://www.ncbi.nlm.nih.gov/pubmed/18971947
https://doi.org/10.1038/s41580-018-0024-z
https://doi.org/10.1038/s41580-018-0024-z
http://www.ncbi.nlm.nih.gov/pubmed/29858606
https://doi.org/10.1021/acs.chemrev.8b00333
https://doi.org/10.1021/acs.chemrev.8b00333
http://www.ncbi.nlm.nih.gov/pubmed/30550275
https://doi.org/10.1016/j.biotechadv.2019.04.015
http://www.ncbi.nlm.nih.gov/pubmed/31051208
https://doi.org/10.1098/rsfs.2021.0011
http://www.ncbi.nlm.nih.gov/pubmed/34055307
https://doi.org/10.1016/j.cell.2014.02.022
https://doi.org/10.1016/j.cell.2014.02.022
http://www.ncbi.nlm.nih.gov/pubmed/24612990
https://doi.org/10.1103/PhysRevLett.113.258101
https://doi.org/10.1103/PhysRevLett.113.258101
http://www.ncbi.nlm.nih.gov/pubmed/25554908
https://doi.org/10.1371/journal.pone.0179235
https://doi.org/10.1371/journal.pone.0179235
http://www.ncbi.nlm.nih.gov/pubmed/28686609
https://doi.org/10.1371/journal.pcbi.1011525


31. Buchler NE, Louis M. Molecular Titration and Ultrasensitivity in Regulatory Networks. Journal of Molec-

ular Biology. 2008; 384(5):1106–1119. https://doi.org/10.1016/j.jmb.2008.09.079 PMID: 18938177

32. Karapetyan S, Buchler NE. Role of DNA binding sites and slow unbinding kinetics in titration-based

oscillators. Physical Review E. 2015; 92(6):062712. https://doi.org/10.1103/PhysRevE.92.062712

PMID: 26764732

33. Kim JK, Forger DB. A mechanism for robust circadian timekeeping via stoichiometric balance. Molecu-

lar Systems Biology. 2012; 8(1):630. https://doi.org/10.1038/msb.2012.62 PMID: 23212247

34. Buchler NE, Cross FR. Protein sequestration generates a flexible ultrasensitive response in a genetic

network. Molecular Systems Biology. 2009; 5(1):272. https://doi.org/10.1038/msb.2009.30 PMID:

19455136

35. Lev Bar-Or R, Maya R, Segel LA, Alon U, Levine AJ, Oren M. Generation of oscillations by the p53-

Mdm2 feedback loop: A theoretical and experimental study. Proceedings of the National Academy of

Sciences. 2000; 97(21):11250–11255. https://doi.org/10.1073/pnas.210171597

36. Glass L, Mackey MC. Pathological conditions resulting from instabilities in physiological control sys-

tems. Annals of the New York Academy of Sciences. 1979; 316(1):214–235. https://doi.org/10.1111/j.

1749-6632.1979.tb29471.x PMID: 288317

37. Momiji H, Monk NAM. Dissecting the dynamics of the Hes1 genetic oscillator. Journal of Theoretical

Biology. 2008; 254(4):784–798. https://doi.org/10.1016/j.jtbi.2008.07.013 PMID: 18687341

38. Ma L, Wagner J, Rice JJ, Hu W, Levine AJ, Stolovitzky GA. A plausible model for the digital response of

p53 to DNA damage. Proceedings of the National Academy of Sciences. 2005; 102(40):14266–14271.

https://doi.org/10.1073/pnas.0501352102 PMID: 16186499

39. Zhang T, Brazhnik P, Tyson JJ. Exploring mechanisms of the DNA-damage response: p53 pulses and

their possible relevance to apoptosis. Cell Cycle. 2007; 6(1):85–94. https://doi.org/10.4161/cc.6.1.3705

PMID: 17245126

40. Potvin-Trottier L, Lord ND, Vinnicombe G, Paulsson J. Synchronous long-term oscillations in a synthetic

gene circuit. Nature. 2016; 538(7626):514–517. https://doi.org/10.1038/nature19841 PMID: 27732583

41. Kim JK, Tyson JJ. Misuse of the Michaelis–Menten rate law for protein interaction networks and its rem-

edy. PLOS Computational Biology. 2020; 16(10):e1008258. https://doi.org/10.1371/journal.pcbi.

1008258 PMID: 33090989

42. Hale JK, Verduyn Lunel SM. Introduction to Functional Differential Equations. 1st ed. New York, NY:

Springer; 1993.

43. Smith H. Oscillations and multiple steady states in a cyclic gene model with repression. Journal of Math-

ematical Biology. 1987; 25(2). https://doi.org/10.1007/BF00276388 PMID: 3611980

44. Korsbo N, Jönsson H. It’s about time: Analysing simplifying assumptions for modelling multi-step path-

ways in systems biology. PLOS Computational Biology. 2020; 16(6):e1007982. https://doi.org/10.1371/

journal.pcbi.1007982 PMID: 32598362

45. Bratsun D, Volfson D, Tsimring LS, Hasty J. Delay-induced stochastic oscillations in gene regulation.

Proceedings of the National Academy of Sciences of the United States of America. 2005; 102(41).

https://doi.org/10.1073/pnas.0503858102 PMID: 16199522

46. Gillespie DT. Exact stochastic simulation of coupled chemical reactions. Journal of Physical Chemistry.

1977; 81:2340–2361. https://doi.org/10.1021/j100540a008

47. Stricker J, Cookson S, Bennett MR, Mather WH, Tsimring LS, Hasty J. A fast, robust and tunable syn-

thetic gene oscillator. Nature. 2008; 456(7221):516–519. https://doi.org/10.1038/nature07389 PMID:

18971928

48. Hippel PHV, Revzin A, Gross CA, Wang AC. Non-specific DNA Binding of Genome Regulating Proteins

as a Biological Control Mechanism: 1. The lac Operon: Equilibrium Aspects. Proceedings of the

National Academy of Sciences. 1974; 71(12):4808–4812. https://doi.org/10.1073/pnas.71.12.4808

49. Hawley DK, McClure WR. Mechanism of activation of transcription initiation from the lambda PRM pro-

moter. Journal of Molecular Biology. 1982; 157(3):493–525. https://doi.org/10.1016/0022-2836(82)

90473-9 PMID: 6214638

50. Buc H, McClure WR. Kinetics of open complex formation between Escherichia coli RNA polymerase

and the lac UV5 promoter. Evidence for a sequential mechanism involving three steps. Biochemistry.

1985; 24(11):2712–2723. https://doi.org/10.1021/bi00332a018 PMID: 3896304

51. Mitarai N, Dodd IB, Crooks MT, Sneppen K. The Generation of Promoter-Mediated Transcriptional

Noise in Bacteria. PLoS Computational Biology. 2008; 4(7):e1000109. https://doi.org/10.1371/journal.

pcbi.1000109 PMID: 18617999

52. Mitarai N, Semsey S, Sneppen K. Dynamic competition between transcription initiation and repression:

Role of nonequilibrium steps in cell-to-cell heterogeneity. Physical Review E. 2015; 92(2):022710.

https://doi.org/10.1103/PhysRevE.92.022710 PMID: 26382435

PLOS COMPUTATIONAL BIOLOGY Transcription factor competition facilitates oscillations in single gene genetic circuits

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1011525 September 29, 2023 23 / 25

https://doi.org/10.1016/j.jmb.2008.09.079
http://www.ncbi.nlm.nih.gov/pubmed/18938177
https://doi.org/10.1103/PhysRevE.92.062712
http://www.ncbi.nlm.nih.gov/pubmed/26764732
https://doi.org/10.1038/msb.2012.62
http://www.ncbi.nlm.nih.gov/pubmed/23212247
https://doi.org/10.1038/msb.2009.30
http://www.ncbi.nlm.nih.gov/pubmed/19455136
https://doi.org/10.1073/pnas.210171597
https://doi.org/10.1111/j.1749-6632.1979.tb29471.x
https://doi.org/10.1111/j.1749-6632.1979.tb29471.x
http://www.ncbi.nlm.nih.gov/pubmed/288317
https://doi.org/10.1016/j.jtbi.2008.07.013
http://www.ncbi.nlm.nih.gov/pubmed/18687341
https://doi.org/10.1073/pnas.0501352102
http://www.ncbi.nlm.nih.gov/pubmed/16186499
https://doi.org/10.4161/cc.6.1.3705
http://www.ncbi.nlm.nih.gov/pubmed/17245126
https://doi.org/10.1038/nature19841
http://www.ncbi.nlm.nih.gov/pubmed/27732583
https://doi.org/10.1371/journal.pcbi.1008258
https://doi.org/10.1371/journal.pcbi.1008258
http://www.ncbi.nlm.nih.gov/pubmed/33090989
https://doi.org/10.1007/BF00276388
http://www.ncbi.nlm.nih.gov/pubmed/3611980
https://doi.org/10.1371/journal.pcbi.1007982
https://doi.org/10.1371/journal.pcbi.1007982
http://www.ncbi.nlm.nih.gov/pubmed/32598362
https://doi.org/10.1073/pnas.0503858102
http://www.ncbi.nlm.nih.gov/pubmed/16199522
https://doi.org/10.1021/j100540a008
https://doi.org/10.1038/nature07389
http://www.ncbi.nlm.nih.gov/pubmed/18971928
https://doi.org/10.1073/pnas.71.12.4808
https://doi.org/10.1016/0022-2836(82)90473-9
https://doi.org/10.1016/0022-2836(82)90473-9
http://www.ncbi.nlm.nih.gov/pubmed/6214638
https://doi.org/10.1021/bi00332a018
http://www.ncbi.nlm.nih.gov/pubmed/3896304
https://doi.org/10.1371/journal.pcbi.1000109
https://doi.org/10.1371/journal.pcbi.1000109
http://www.ncbi.nlm.nih.gov/pubmed/18617999
https://doi.org/10.1103/PhysRevE.92.022710
http://www.ncbi.nlm.nih.gov/pubmed/26382435
https://doi.org/10.1371/journal.pcbi.1011525


53. Elf J, Li GW, Xie XS. Probing transcription factor dynamics at the single-molecule level in a living cell.

Science. 2007; 316(5828):1191–1194. https://doi.org/10.1126/science.1141967 PMID: 17525339

54. Sanchez A, Osborne ML, Friedman LJ, Kondev J, Gelles J. Mechanism of transcriptional repression at

a bacterial promoter by analysis of single molecules. The EMBO Journal. 2011; 30(19):3940–3946.

https://doi.org/10.1038/emboj.2011.273 PMID: 21829165

55. Ko MSH. A stochastic model for gene induction. Journal of Theoretical Biology. 1991; 153:181–194.

https://doi.org/10.1016/S0022-5193(05)80421-7 PMID: 1787735

56. Peccoud J, Ycart B. Markovian modelig of gene product synthesis. Theoretical Population Biology.

1995; 48:222–234. https://doi.org/10.1006/tpbi.1995.1027

57. Record MT Jr, Reznikoff WS, Craig ML, McQuade KL, Schlax PJ. Escherichia coli {RNA} polymerase

(sigma70) promoters and the kinetics of the steps of transcription initiation. In: al NFCe, editor. In

Escherichia coli and Salmonella Cellular and Molecular Biology. Washington DC: ASM Press; 1996. p.

792–821.

58. Kepler TB, Elston TC. Stochasticity in transcriptional regulation: origins, consequences, and mathemati-

cal representations. Biophysical Journal. 2001; 81:3116–36. https://doi.org/10.1016/S0006-3495(01)

75949-8 PMID: 11720979

59. Sanchez A, Kondev J. Transcriptional control of noise in gene expression. Proceedings of the National

Academy of Sciences. 2008; 105(13):5081–5086. https://doi.org/10.1073/pnas.0707904105 PMID:

18353986

60. Michel D. How transcription factors can adjust the gene expression floodgates. Progress in Biophysics

\& Molecular Biology. 2010; 102(1):16–37. https://doi.org/10.1016/j.pbiomolbio.2009.12.007 PMID:

20025898

61. Phillips R. Napoleon Is in Equilibrium. Annual Review of Condensed Matter Physics. 2015; 6(1):85–

111. https://doi.org/10.1146/annurev-conmatphys-031214-014558 PMID: 27429713

62. Gibbs JW. The Collected Works, Volume II. New York: Longmans, Green and Co.; 1928. Available

from: http://books.google.at/books?id=f7xLrFTtKpYC.

63. Phillips R, Kondev J, Theriot J, Garcia HG, Orme N. Physical Biology of the Cell. 2nd ed. New York:

Garland Science; 2012.

64. Bintu L, Buchler NE, Garcia HG, Gerland U, Hwa T, Kondev J, et al. Transcriptional regulation by the

numbers: applications. Current Opinion in Genetics and Development. 2005; 15(2):124–135. https://

doi.org/10.1016/j.gde.2005.02.006 PMID: 15797195

65. Bintu L, Buchler NE, Garcia HG, Gerland U, Hwa T, Kondev J, et al. Transcriptional regulation by the

numbers: models. Current Opinion in Genetics and Development. 2005; 15(2):116–124. https://doi.org/

10.1016/j.gde.2005.02.007 PMID: 15797194

66. Klumpp S, Hwa T. Stochasticity and traffic jams in the transcription of ribosomal RNA: Intriguing role of

termination and antitermination. Proc Natl Acad Sci. 2008; 105:18159–18164. https://doi.org/10.1073/

pnas.0806084105 PMID: 19017803

67. deHaseth PL, Gross CA, Burgess RR, Record MT Jr. Measurement of binding constants for protein-

{DNA} interactions by {DNA}-cellulose chromatography. Biochemistry. 1977; 16(22):4777–4783.

https://doi.org/10.1021/bi00641a003 PMID: 911788

68. Landman J, Georgiev RN, Rydenfelt M, Kegel WK. In vivo and in vitro consistency of thermodynamic

models for transcription regulation. Physical Review Research. 2019. https://doi.org/10.1103/

PhysRevResearch.1.033094

69. Garcia HG, Phillips R. Quantitative dissection of the simple repression input-output function. Proceed-

ings of the National Academy of Sciences. 2011; 108(29):12174–12182. https://doi.org/10.1073/pnas.

1015616108 PMID: 21730194

70. Goodwin BC. Temporal organization in cells; a dynamic theory of cellular control processes. London:

Academic Press; 1963. Available from: https://www.biodiversitylibrary.org/bibliography/6268.

71. Gonze D, Ruoff P. The Goodwin Oscillator and its Legacy. Acta Biotheoretica. 2021; 69(4). https://doi.

org/10.1007/s10441-020-09379-8 PMID: 32212037

72. Salgado H, Peralta-Gil M, Gama-Castro S, Santos-Zavaleta A, Muñiz-Rascado L, Garcı́a-Sotelo JS,

et al. RegulonDB v8.0: omics data sets, evolutionary conservation, regulatory phrases, cross-validated

gold standards and more. Nucleic Acids Research. 2013; 41(D1):D203–D213. https://doi.org/10.1093/

nar/gks1201 PMID: 23203884

73. Boedicker JQ, Garcia HG, Phillips R. Theoretical and Experimental Dissection of DNA Loop-Mediated

Repression. Physical Review Letters. 2013; 110(1):018101. https://doi.org/10.1103/PhysRevLett.110.

018101 PMID: 23383841

74. Strogatz S. Non-linear Dynamics and Chaos. 1st ed. New York: Perseus Books; 1994.

PLOS COMPUTATIONAL BIOLOGY Transcription factor competition facilitates oscillations in single gene genetic circuits

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1011525 September 29, 2023 24 / 25

https://doi.org/10.1126/science.1141967
http://www.ncbi.nlm.nih.gov/pubmed/17525339
https://doi.org/10.1038/emboj.2011.273
http://www.ncbi.nlm.nih.gov/pubmed/21829165
https://doi.org/10.1016/S0022-5193(05)80421-7
http://www.ncbi.nlm.nih.gov/pubmed/1787735
https://doi.org/10.1006/tpbi.1995.1027
https://doi.org/10.1016/S0006-3495(01)75949-8
https://doi.org/10.1016/S0006-3495(01)75949-8
http://www.ncbi.nlm.nih.gov/pubmed/11720979
https://doi.org/10.1073/pnas.0707904105
http://www.ncbi.nlm.nih.gov/pubmed/18353986
https://doi.org/10.1016/j.pbiomolbio.2009.12.007
http://www.ncbi.nlm.nih.gov/pubmed/20025898
https://doi.org/10.1146/annurev-conmatphys-031214-014558
http://www.ncbi.nlm.nih.gov/pubmed/27429713
http://books.google.at/books?id=f7xLrFTtKpYC
https://doi.org/10.1016/j.gde.2005.02.006
https://doi.org/10.1016/j.gde.2005.02.006
http://www.ncbi.nlm.nih.gov/pubmed/15797195
https://doi.org/10.1016/j.gde.2005.02.007
https://doi.org/10.1016/j.gde.2005.02.007
http://www.ncbi.nlm.nih.gov/pubmed/15797194
https://doi.org/10.1073/pnas.0806084105
https://doi.org/10.1073/pnas.0806084105
http://www.ncbi.nlm.nih.gov/pubmed/19017803
https://doi.org/10.1021/bi00641a003
http://www.ncbi.nlm.nih.gov/pubmed/911788
https://doi.org/10.1103/PhysRevResearch.1.033094
https://doi.org/10.1103/PhysRevResearch.1.033094
https://doi.org/10.1073/pnas.1015616108
https://doi.org/10.1073/pnas.1015616108
http://www.ncbi.nlm.nih.gov/pubmed/21730194
https://www.biodiversitylibrary.org/bibliography/6268
https://doi.org/10.1007/s10441-020-09379-8
https://doi.org/10.1007/s10441-020-09379-8
http://www.ncbi.nlm.nih.gov/pubmed/32212037
https://doi.org/10.1093/nar/gks1201
https://doi.org/10.1093/nar/gks1201
http://www.ncbi.nlm.nih.gov/pubmed/23203884
https://doi.org/10.1103/PhysRevLett.110.018101
https://doi.org/10.1103/PhysRevLett.110.018101
http://www.ncbi.nlm.nih.gov/pubmed/23383841
https://doi.org/10.1371/journal.pcbi.1011525


75. Bell CE, Lewis M. A closer view of the conformation of the Lac repressor bound to operator. Nat Struct

Biol. 2000; 7(3):209–214. https://doi.org/10.1038/73317 PMID: 10700279

76. Lewis M. The lac repressor. C R Biol. 2005; 328(6):521–548. https://doi.org/10.1016/j.crvi.2005.04.004

PMID: 15950160

77. Kao-Huang Y, Revzin A, Butler AP, O’Conner P, Noble DW, Von Hippel PH. Nonspecific DNA binding

of genome-regulating proteins as a biological control mechanism: Measurement of DNA-bound Escheri-

chia coli lac repressor in vivo. Proceedings of the National Academy of Sciences. 1977; 74(10):4228–

4232. https://doi.org/10.1073/pnas.74.10.4228 PMID: 412185
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