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Benchmark rating procedure, best of both worlds? 
Comparing procedures to rate text quality in a reliable and 
valid manner
Renske Bouwer , Monica Koster and Huub van den Bergh

Institute for Language Sciences, Utrecht University, Utrecht, The Netherlands

ABSTRACT
Assessing students’ writing performance is essential to adequately 
monitor and promote individual writing development, but it is also 
a challenge. The present research investigates a benchmark rating 
procedure for assessing texts written by upper-elementary stu-
dents. In two studies we examined whether a benchmark rating 
procedure (1) leads to reliable and generalisable scores that con-
verge with holistic and analytic ratings, and (2) can be used for 
rating texts varying in topic and genre. Results support evidence 
that benchmark ratings are a valid indicator of text quality as they 
converge with holistic and analytic scores. They are also associated 
with less rater variance and less task-specific variance, leading to 
reliable and generalisable ratings. Moreover, a benchmark scale can 
be used for rating different tasks with the same reliability, at least 
when texts are written in the same genre. Taken together, 
a benchmark rating procedure ensures meaningful and useful infor-
mation on students’ writing.
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Assessment of writing is essential for teaching and learning to write as it provides insight 
in the strengths and weaknesses of students’ writing performance. Teachers can use this 
information for formative purposes by monitoring students’ writing development over 
time and taking informed decisions on how to further improve their writing (Black & 
William, 2018). The more insight teachers have in students’ writing performance, the 
better they can adapt whole-class writing instructions and tailor feedback to students’ 
individual needs, which ultimately leads to improvements in students’ writing profi-
ciency (Black & William, 2018; Bouwer & Koster, 2016; Graham, 2018). Therefore, it is 
imperative that writing assessments provide valid and reliable information about stu-
dents’ writing proficiency (cf. Black et al., 2011; Kane, 2016).

As writing proficiency is a construct that cannot directly be observed, information has 
to be inferred from the quality of students’ writing (Bachman & Palmer, 1996; Weigle,  
2002). However, there are two problems hampering the inferences that can be made 
about students’ writing performance on the basis of text quality. First, there is 
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considerable variability between raters in how they evaluate text quality, which is a threat 
to valid interpretations of text quality scores (i.e. scoring inference; Kane, 2013). Second, 
students do not perform consistently across tasks, which challenges generalisations to 
individual writing performance (i.e. generalisation inference; Kane, 2013). Scoring relia-
bility and generalisability are both necessary (but not sufficient) conditions for a valid 
interpretation and use of text quality scores for formative purposes, see Hopster den 
Otter et al. (2019). That is, teachers need reliable evaluations of text quality to make an 
accurate diagnosis about the strengths and weaknesses in their students’ writing. They 
also need evaluations that are representative and generalisable to select appropriate 
action, for instance by prioritising feedback on persistent writing problems rather than 
careless mistakes (Hopster den Otter et al., 2019). Thus, we must first determine how to 
produce consistent and generalisable scores for text quality before examining further 
claims about whether this information can be used to provide formative feedback to 
individual students. In this research, we will investigate the effects of a benchmark rating 
procedure on the reliability and generalisability of text quality scores, compared to 
holistic impressions and analytic checklists that are common in classroom practice. 
This comparison will provide evidence for valid interpretations within a classroom 
writing assessment.

Rater variability

There are two main reasons why text quality ratings vary considerably between raters. 
First, text quality is determined by multiple features (Huot, 1990). For instance, a text can 
be of high quality because ideas are well developed or structured in a logical way, but at 
the same time it can be poor because of errors in grammar, spelling, punctuation or 
conventions (or vice versa). Raters have to take all the relevant features into account 
when deciding whether a text meets the required standard, but they may vary in how to 
do so.

Second, instead of having one fixed standard of what a good text should look like, 
raters have their own standards of what constitutes a good text, which influence how they 
rate text quality and how much weight they apply to certain aspects of writing (Eckes,  
2008). Such rater types were already demonstrated in 1961 by Diederich and colleagues. 
They asked 53 raters from different professions to holistically score the quality of 300 
texts without any standards or criteria. Raters’ average correlation was low, ranging from 
.22 for business executives to .41 for English teachers. None of the papers received less 
than five different grades. There were five rater types, whose primary focus varied from 
ideas, form, style, mechanics to the wording of a text. There is also considerable 
variability within raters, as reflected by individual raters who assign different scores to 
the same text on different occasions (Lesterhuis, 2018). It is evident that both within and 
between rater variability are problematic for the assessment of writing performance.

One way to reduce rater variability is to use automatic evaluations of text quality 
instead of human raters, for instance by software such as e-rater (Attali & Burstein, 2006). 
However, even though significant technological advances have been made that allow for 
efficient and reliable scoring of various linguistic features such as grammar, syntactic 
complexity, mechanics, and cohesion, these automatic measures are not comparable to 
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human raters as they cannot yet adequately evaluate the meaning and communicative 
effectiveness of students’ writing (Shermis et al., 2017).

Another way to reduce rater variability is to provide raters with clear instructions 
and protocols on how to evaluate text quality. Such rating procedures are considered 
to reduce rater variability by limiting the freedom of the rater during the rating 
process (Wesdorp, 1981). When this is preceded by a training in which raters can 
collectively rate, compare and discuss various example texts using the predefined 
criteria or scale points rater variability may be further reduced (Weigle, 1994). But 
because of the considerable time investment that this requires, such extensive training 
sessions are hardly feasible in classroom practice (Inspectorate of Education, 2021). 
Also, training does not guarantee that raters interpret and apply scoring criteria in the 
same manner, as trained raters may still differ in their focus and decision-making 
processes (Eckes, 2008). It is therefore necessary to compare different rating proce-
dures that may provide feasible but effective ways to support agreement between 
untrained raters.

Holistic and analytic rating procedure

The two most common rating procedures in classroom practice are holistic and analytic 
ratings. In a holistic rating procedure, teachers are instructed to assign text quality scores 
based on their general impression of the text-as-a-whole, often with predefined rating 
criteria but without having to score criteria separately (Huot, 1990). An example is 
primary trait scoring, in which raters only have to evaluate whether the writer success-
fully accomplished the rhetorical purpose of the writing task (Lloyd-Jones, 1977). In an 
analytic rating procedure, all aspects of text quality are rated separately (e.g. content, 
structure, style or mechanics), which are then combined in an overall text quality score. 
Analytic rating procedures can also prescribe how much weight raters should give to each 
aspect, such that higher level aspects as content and structure receive relatively more 
weight than lower-level aspects like grammar and spelling (cf. Barkaoui, 2011). Even 
though researchers have questioned whether text quality can be reflected by the sum of its 
parts (Huot, 1990; Sadler, 2009), analytic scores can provide fine-grained insight in the 
specific strengths and weaknesses of individual writing, which is important to support 
learning in the classroom (Hopster den Otter et al., 2019).

There are different kinds of analytic scales, such as criteria-lists, rubrics or checklists, 
which vary in the task-specificity and restrictiveness of scoring instructions (Jönsson & 
Svingby, 2007; Weigle, 2002). For instance, analytic rubrics are more restrictive for raters 
than rating text quality based on holistic impressions as they prescribe both the criteria 
that need to be scored and the possible performance levels for each criterion. Because of 
these rater restrictions, rubrics are supposed to reduce rater variability to a larger extent. 
However, previous findings have been inconsistent, suggesting that analytic ratings are 
no guarantee for high inter-rater reliability (e.g. Barkaoui, 2011). For instance, in the 
context of large-scale writing assessments, thinking-aloud protocols revealed that raters 
vary in how they interpret and use the criteria and ratings scales in analytic rubrics 
(Lumley, 2002). Even with such specific rubrics, raters tend to use their holistic impres-
sion of text quality to rate its separate features. This was especially the case for higher 
order criteria, such as ideas or structure in a text. This does not only explain why rater 
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variance remains for analytic rubrics, but also challenges the assumption that text 
features can be considered as independent constructs at all, and hence can be scored 
analytically. These results also emphasise the need for training to obtain reliable ratings 
with analytic rubrics (Grabowski et al., 2014; Jönsson et al., 2021).

Analytic checklists are developed with the aim to restrict the freedom of raters even 
further. This is particularly relevant for classroom contexts and high-stake tests in which 
it is not feasible to provide extensive training sessions for individual raters. In analytic 
checklists, raters only have to indicate whether certain features are present in the written 
text. Such simple dichotomous judgements appear to improve the consistency of text 
quality ratings without the need for extensive training (Grabowski et al., 2014). Uzun 
et al. (2019) also showed that checklists reduce rater variability in comparison to analytic 
rubrics. However, a downside of such a strict rating method is the large task-specificity, 
which challenges the generalisations that can be made to individual writing proficiency 
beyond the writing task.

Previous generalisability studies have indeed shown that it is hard to make general-
isations about students’ writing proficiency on the basis of one written text, rated by one 
rater (e.g. Barkaoui, 2007; Bouwer et al., 2015; Schoonen, 2005; Van den Bergh et al.,  
2012). This is the case for analytic ratings due to large variance between tasks, as well as 
for holistic ratings in which rater variance is often larger than the variance due to the 
writer. This may limit valid and reliable interpretations of both holistic impressions and 
analytic checklists.

Benchmark rating procedure

An alternative way to reduce rater variance is to implement a benchmark rating proce-
dure. In this comparative approach, text quality is rated by comparing each text to 
benchmark texts on a continuous rating scale (Schoonen, 2005; Wesdorp, 1981). If 
carefully selected, these benchmarks are representative for the range of text quality that 
is produced in a particular age-group, and hence, are illustrative for levels of low, average, 
and high text quality. By comparing students’ texts to these benchmarks, instead of (only) 
to each other, raters make a constant comparison to a predetermined criterion, which 
allows for criterion-referenced scoring (cf. Marshall et al., 2020). Even though raters are 
provided with a standard of increasing levels of text quality in which analytic features are 
operationalised, explained and illustrated, a benchmark rating procedure facilitates 
holistic evaluations, and might therefore be considered to be ‘the best of both worlds’. 
It may also be considered a more natural way of rating text quality, as every evaluative 
judgement is actually a comparison, either to an internal standard, or to previously seen 
work (Laming, 2004; Pollitt, 2012; Sadler, 1998).

Benchmark rating procedures have already been successfully used in previous 
research to evaluate students’ writing performance with sufficient reliability 
(Bouwer et al., 2018; De Smedt et al., 2016; Rietdijk et al., 2017; Tillema et al.,  
2012). Benchmarks were also successfully applied in large-scale assessments such 
as the National Assessment of Educational Progress (NAEP, e.g. Solomon et al.,  
2004), to support raters to reliably rate holistic text quality. Yet, there is hardly 
any research in which holistic benchmark ratings are compared to rating proce-
dures that are more common in classroom practice, such as ratings based on 
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holistic impressions or analytic checklist without any benchmarks. In particular, it 
is yet unknown whether benchmark ratings measure text quality in a similar way 
(i.e. convergent evidence) as holistic and analytic ratings, but with higher levels of 
reliability and generalisability, and hence can be validly interpreted as information 
about students’ writing proficiency.

In addition, it is still unknown whether a benchmark rating scale can be used to rate 
the quality of different kinds of texts. Several researchers have hypothesised that 
a benchmark rating procedure can only support raters when the to-be-rated texts are 
similar to the benchmarks (Feenstra, 2014; Pollman et al., 2012). This would imply that 
for each writing task a unique benchmark scale has to be developed, which takes time and 
expertise and strongly impedes large-scale use of benchmark rating scales in practice 
(Feenstra, 2014; Pollman et al., 2012). However, up until now, this hypothesis has not 
been empirically tested.

Research aim

The twofold research aim is to examine whether a benchmark rating procedure 
(1) leads to reliable text quality scores that converge with holistic and analytic 
ratings and can be generalised across tasks, and hence, can be validly interpreted 
as students’ writing proficiency, and (2) can be used for rating text quality for 
tasks that differ in topic and genre from the benchmarks. These research ques-
tions were investigated in two separate studies. For study 1, we hypothesised that 
benchmark ratings are more reliable and generalisable than holistic and analytic 
ratings, as raters are expected to experience sufficient support by comparing texts 
to benchmarks instead of forming a general impression of text quality in an 
absolute manner, and without having to break text quality down in analytical 
parts. For this reason, we also expected that benchmark ratings highly converge 
with holistic ratings. Finally, we expected that the similarity in topic and genre 
between benchmarks and to-be-rated texts has an effect on the reliability of 
benchmark ratings.

Study 1

In study 1, we compared text quality scores obtained via a benchmark rating procedure to 
those of a holistic and analytic rating procedure, in order to examine its reliability, 
convergent validity, and generalisability.

Participants

A total of 36 undergraduate students (31 female) from the Department of Language, 
Literature and Communication participated voluntarily as raters in this study. Their 
mean age was 22.62 years (SD = 3.41). Raters were randomly assigned to one of three 
rating procedures: holistic (n = 11), benchmark (n = 12) or analytic (n = 13).

306 R. BOUWER ET AL.



Materials and procedure

Text samples
From the total of 99 upper primary students who participated in a previous research 
project (see Pullens, 2012), we randomly selected 34 students who completed two 
persuasive writing tasks. This resulted in two samples of 34 persuasive texts of low, 
average as well as high quality. In both writing tasks, students had to write a formal letter 
to a fictional company about a problem with a promotion campaign. One task was about 
collecting points on Yummy Yummy candy bars (Yummy, see Appendix A) and the 
other task was about collecting Smurfs in the supermarket (Smurf, see Appendix B). The 
handwritten texts of the students were retyped including all errors concerning spelling, 
grammar, punctuation or capitals made by the student. Raters received either the 
Yummy or the Smurf text sample and they were instructed to individually rate the 
quality of the texts in their sample using the assigned rating procedure. In all three 
conditions, raters had to start rating immediately, without any training. This reflects 
current practice, in which teachers hardly discuss ratings or exemplars with colleagues to 
practice using a rating scale (cf. Inspectorate of Education, 2021). They had to write down 
their scores on the text and they were allowed to change scores only in exceptional cases. 
The rating process took about one hour.

Holistic rating procedure
Participants assigned to the holistic rating procedure were instructed to provide a general 
impression of text quality on a scale from 1 to 10, with the following criteria in mind: (1) 
content: a clear problem statement and question to the reader, (2) structure: a coherent 
and understandable text, (3) style: effective and varied language use, appropriate for the 
intended audience and purpose, (4) genre conventions: meeting the formal requirements 
(e.g. contact details, date and proper salutation and closure), (5) mechanical aspects: 
sufficient use of grammar, spelling, and punctuation rules. Raters were free in how they 
weighted these features into an overall score for text quality. This holistic rating proce-
dure and the 10-point rating scale reflects common writing assessment practice in Dutch 
primary schools (Inspectorate of Education, 2021).

Analytic rating procedure
Participants assigned to the analytic rating procedure received a checklist in which they 
had to indicate the presence or absence of 15 specific text features, see Appendix D. This 
checklist was developed and used by the Dutch Institute of Educational Measurement to 
evaluate primary students’ level of writing proficiency in a large-scale national assess-
ment (Kuhlemeier et al., 2013). There were 6 items on the content of the text (e.g. does 
the student state something about the eight points already collected?), 6 items were on 
structure and conventions (e.g. is there a formal salutation?), and 3 items were related to 
the communicative goal and audience (e.g. are the arguments convincing?). Raters had to 
score each item with one point if the particular feature was present in the text and with 
zero points if it was absent. The three dimensions strongly correlate, indicating that they 
can be combined into one overall score for text quality (Kuhlemeier et al., 2013). The 
total score for text quality was based on the aggregation of the scores for the 15 items in 
the scoring form, resulting in overall text quality scores ranging from 0 to 15.
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Benchmark rating procedure
Participants assigned to the benchmark rating procedure received a continuous interval 
rating scale ranging from 0 to infinite, with an arbitrary mean of 100, a standard 
deviation of 15, and five benchmarks that represent the increasing levels of text quality 
for students in grade 4 to 6. The benchmark of average quality marked the centre position 
on the rating scale (i.e. 100 points). The other benchmarks were one (115 points) and two 
(130 points) standard deviations above average, and one (85 points) and two (70 points) 
standard deviations below average. For each benchmark was described why the text was 
representative for its location on the scale, using the same criteria as the holistic rating 
procedure. Raters had to score each student text holistically by comparing it to the 
benchmarks and place it on the interval rating scale accordingly. They were allowed to 
provide all possible scores, either within or outside the range of the benchmarks. 
However, assuming a normal distribution of text quality scores, extreme low or high 
scores are very unlikely.

There were two benchmark rating scales in this study, see Appendix C for the bench-
mark rating scale of the Yummy task. The benchmarks originated from the same project 
as the text samples, and they were selected on the basis of scores provided by juries of 
three independent raters (ρ = .77; see Pullens, 2012). To ensure equal intervals between 
the benchmarks on the rating scale, we used two selection criteria. First, we used the 
normal distribution of the text quality scores to select several texts at − 2 SD, −1 SD, 0, +1 
SD, +2 SD. Second, we selected for each performance level the benchmark text that was 
most representative and with high agreement between the three jury-raters (i.e. low 
variance between raters’ scores).

Data analysis

Inter-rater reliability was estimated by Cronbach’s alpha, indicating the consistency of 
ratings from independent raters. We considered coefficient values of 0.7 as acceptable 
and values of 0.8 or higher as an indicator of good rater agreement (cf. Stemler, 2004). 
Because Cronbach’s alpha increases by the number of raters, we used the Spearman- 
Brown formula1 to determine the reliability coefficients for an equal number of raters for 
each rating procedure. Further, we applied a K-sample significance test to compare the 
reliability coefficients of text scores for the holistic, analytic and benchmark rating 
procedure (Feldt, 1980; Hakstian & Whalen, 1976).

Convergent validity evidence is obtained by measuring the degree to which text 
quality scores of the holistic, analytic and benchmark rating procedure are correlated. 
High correlation coefficients between rating procedures indicate that they measure the 
same construct (Cook & Campbell, 1979). As all three rating procedures in the present 
study are developed to measure the construct of text quality, it is assumed that they will 
correlate highly with each other. Low correlations impose a threat to construct validity, 
indicating that at least one of the rating procedures measures partly a different construct. 
Since the rating procedures will not have a perfect reliability due to measurement error, 
correlations between scores from two rating procedures will likely suffer from attenua-
tion. Therefore, we corrected for attenuation attributable to unreliability by dividing the 
observed correlation coefficient by the product of the square roots of the two relevant 
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Cronbach’s alpha reliability coefficients (Lord & Novick, 1968). These attenuated corre-
lation coefficients reflect the true correlations between rating procedures.

Generalisability theory is used to estimate the generalisability of text quality scores for 
each rating procedure (Brennan, 2001; Cronbach et al., 1972). First, we disentangled 
different sources of variation in the measurement of writing. In this study, the sources of 
variation included the writer, task, writer-by-task interaction, rater-by-task interaction, 
and three-way interaction between writer, task and rater, including random error. 
Because raters were nested within writing tasks, the estimation of rater effects is con-
taminated by rater-by-task interaction. Estimated variance components were computed 
for each source of variation using SPSS, separately for each rating procedure. Second, we 
approximated the generalisability coefficient for each rating procedure, by estimating the 
variance that is associated with the writer (i.e. true score) as a proportion of the total 
amount of variance (including all sources that are regarded as measurement error). 
Hence, generalisability coefficients indicate the extent to which text quality scores can 
be generalised to students’ writing proficiency. Third, we compared the generalisability 
coefficients, in order to determine whether the generalisability of writing scores depends 
on the rating procedure.

Results and conclusions

Reliability
Means and standard deviations, as well as the inter-rater reliability coefficient for holistic, 
analytic, and benchmark ratings are presented in Table 1. Average scores for the Smurf 
task were somewhat lower than the average scores for the Yummy task. Results also show 
that Cronbach’s alpha reliability coefficient ranged from .79 to .93, depending on the 
rating procedure and writing task.

As the number of raters for each rating procedure was not equal, we used the 
Spearman-Brown formula to estimate reliability coefficients for scores based on one, 
two and three raters, see Table 2. Results showed that for none of the rating procedures 
a desired reliability level of .70 was reached when only one rater is involved in the 

Table 1. Means, SD and Cronbach’s Alpha Reliability for Holistic, Benchmark, and Analytic Ratings.
Task Yummy Task Smurf

Rating procedure Scale N Mean SD α N Mean SD α

Holistic 0–10 4 5.93 1.67 .79 7 4.94 1.86 .91
Benchmark 0 - ∞ 7 91.00 20.48 .93 5 82.59 19.88 .82
Analytic 0–15 7 8.76 3.01 .93 6 8.30 2.72 .87

Table 2. Average Reliability Coefficients for One, Two and Three Raters.
Yummy Smurf

Reliability (ρ) Reliability (ρ)

Rating procedure 1 rater 2 raters 3 raters 1 rater 2 raters 3 raters

Holistic scale .48 .65 .74 .60 .75 .82
Benchmark scale .64 .78 .84 .48 .65 .74
Analytic scale .64 .78 .84 .54 .70 .78
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measurement, which is often the case in educational practice. Also, there were no 
significant differences between rating procedures. For the Yummy task, the reliability 
of benchmark ratings based on a single rater was .64, which was not significantly higher 
than the reliability of holistic ratings (.48, F(1, 33) = 1.44, p = .15), or analytic ratings 
(both .64, F(1, 33) = 1.00, p = .50). For the Smurf task, the reliability of the benchmark 
ratings was .48, which also did not differ significantly from holistic ratings (.60, F(1, 33)  
= 1.30, p = .23) or analytic ratings (.48 and .54, F(1, 33) = 1.13, p = .36). Table 2 also shows 
that regardless of the rating procedure, at least two raters are required to reach a sufficient 
level of reliability of .70. For a reliability of .80 or higher, ratings should be based upon 
judgements of three or more raters.

Convergent validity
Table 3 shows that the (attenuated) correlations between the three rating procedures 
were high. This indicates that benchmark ratings are converging to the same construct as 
holistic and analytic ratings, which provides evidence for a valid interpretation of bench-
mark ratings as a measure of text quality. There were also some differences. For Yummy, 
for instance, the average attenuated correlation between holistic, benchmark and analytic 
ratings was .98 and for Smurf .79. Further, the correlations between benchmark and 
holistic scores were higher than the correlations between benchmark and analytic scores. 
This was even stronger for the Smurf task, compared to the Yummy task. This may 
indicate that the benchmark rating procedure allows raters to make holistic comparisons, 
and hence evaluate the quality of texts as a whole, rather than making analytical 
comparisons using quality criteria.

Generalizability
Table 4 shows for each rating procedure the proportion of variance that is associated with 
writer, task, writer-by-task-interaction, rater-by-task-interaction, and three-way interac-
tion including random error. Results show that the percentage of variance that is related 
to the writer was highest for the benchmark rating procedure, which makes it easier to 

Table 3. Correlations between Holistic, Benchmark, and Analytic Ratings.
Yummy Smurf

Holistic Benchmark Analytic Holistic Benchmark Analytic

Holistic − .90 .83 − .83 .63
Benchmark 1.00 − .86 .96 − .62
Analytic .97 .93 − .86 .73 −

Note. Uncorrected correlations are above the diagonal and attenuated correlations are below the diagonal.

Table 4. Variance Components as Proportions of the Total Variance for each 
Rating Procedure.

Source Holistic Benchmarks Analytic

Student (s) .23 .33 .28
Task (t) .06 .06 .00
Student by task (st) .10 .18 .27
Rater within task (r:t) .35 .08 .08
Student by rater within tasks, 

and error (s(r:t),e)
.26 .35 .37
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generalise to students’ overall writing performance. More particularly, for benchmark 
ratings, 33% of the variance in text quality scores can be explained by differences between 
writers, whereas the writer-related variance for holistic and analytic ratings was respec-
tively 23% and 28%. Hence, if one random rater uses the benchmark procedure to rate 
two texts written by the same writer, the expected correlation between will equal 

ffiffiffiffiffiffi
:33
p

, 
which is .57. The expected correlation between two texts written by the same writer will 
be lower when the rater evaluates holistically (

ffiffiffiffiffiffi
:23
p

= .48) or analytically (
ffiffiffiffiffiffi
:28
p

= .53).
The variance components in Table 4 further show that holistic ratings included large 

rater-within-task variance: 35% versus 8% for benchmark and analytic ratings. This 
indicates that a holistic rating procedure yields relatively rater-specific judgements, 
which makes generalisation across raters rather difficult. It was also demonstrated that 
analytic ratings included relatively large student-by-task interaction: 27% versus 10% and 
18% for holistic and benchmark ratings respectively. This indicates that an analytic rating 
procedure yields relatively task-specific judgements, which makes generalisation across 
tasks more difficult.

Based upon these variance components, we approximated how many writing tasks 
and raters are needed to make generalisations about students’ writing performance. 
For this, we estimated the generalisability coefficient, which reflects the proportion of 
writer variance to the sum of all variances. Figure 1 shows the generalisability 
coefficients for the three rating procedures and a varying number of tasks and raters. 

Figure 1. Estimated generalisability of writing scores for one task (solid lines) and four tasks 
(dashed lines), with varying number of raters. Lines represent the rating procedure that is used by 
raters, b: benchmark rating procedure, a: analytic rating procedure, h: holistic rating procedure.
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It shows that although benchmark ratings are more generalisable than analytic or 
holistic ratings, a desired level of generalisability of at least .70 is not reached when 
the assessment includes only one writing task. The generalisability increases when 
more tasks are included. For a generalisability of at least .70, students have to write at 
least four tasks, rated by two different raters using the benchmark rating procedure. 
More raters (at least three) are needed when text quality is rated in a holistic or 
analytic manner.

Study 2
In this study we examined whether the same benchmark scale can be used for rating 
different kinds of texts. Therefore, we compared the inter-rater reliability of text quality 
ratings for texts that (a) were similar to the benchmarks on the scale regarding both topic 
and genre, (b) differed in topic, but were the same genre as the benchmarks, and (c) 
differed in both topic and genre.

Participants
Ten undergraduate students (9 female, 1 male) from the Department of Language, 
Literature and Communication participated voluntarily as raters in this study. Their 
mean age was 21.90 years (SD = 1.73). None of the participants indicated to have experi-
ence with rating the quality of texts written by students in elementary grades.

Materials and procedure

Raters rated the quality of three text samples that each consisted of 40 texts written by 
upper-elementary students, i.e. 120 texts in total. These texts were randomly selected 
from three writing tasks that varied in topic and/or genre, from earlier research projects 
on upper-elementary students’ writing development (Bouwer & Koster, 2016; Pullens,  
2012). For two writing tasks, students had to write a persuasive letter to a fictional 
company about a problem with a promotion campaign. These writing tasks were similar 
with regard to genre and differed only in topic. One task (Yummy) was about collecting 
Yummy Yummy candy bars for a music CD. The other task (Smurf) was about collecting 
Smurfs for a digital camera. Task descriptions are included in Appendices A and B. The 
third writing task (Like) differed from the other tasks in topic as well as in genre: students 
had to write a letter of advice to a fictitious peer on how to get good grades for writing. 
Description of this task is included in Appendix E.

Raters used a similar benchmark rating procedure as in Study 1 to rate the quality of 
120 student texts. Two different benchmark rating scales were used in this study, one 
with benchmarks from the Yummy task and one with benchmarks from the Smurf task, 
see Appendix C for an example. Half of the raters (n = 5) received the Yummy bench-
mark scale and the other half (n = 5) received the Smurf benchmark scale. As in Study 1, 
the benchmark rating scale is considered as a continuous interval scale. Thus, even 
though the five benchmarks mark different quality levels on the rating scale (i.e. 70, 85, 
100, 115 or 130 points), raters were allowed to provide all possible scores ranging from 0 
to infinite, either within or outside the benchmark levels.

Raters rated the texts in a specified order. First, they rated texts that were similar to the 
benchmarks in both topic and genre. Second, they rated texts that were similar to the 

312 R. BOUWER ET AL.



benchmarks in genre but differed in topic. Third, they rated texts that were different in 
both genre and topic. Thus, raters with the Yummy benchmark scale first rated the 
Yummy texts, then the Smurf texts and finally the Like texts, while raters with the Smurf 
benchmark scale first rated the Smurf texts. The order of texts within samples was kept 
the same for all raters.

All raters received written instructions and a short training of 15 minutes before 
starting with rating the quality of the texts. The Yummy and Smurf groups were trained 
separately. Training involved discussion of the benchmarks and guidelines of the rating 
procedure. Raters were instructed to work independently, and to focus primarily on the 
communicative effectiveness of the text while comparing it to the benchmarks on the 
rating scale. They practiced scoring of three selected example texts, one of poor quality, 
one of average quality and one of high quality. The example texts were from the same task 
as the benchmarks on the scale. Further, they were instructed to rate texts one by one, and 
they were not allowed to adjust their ratings once they were given. They had a maximum 
of 120 minutes to rate all texts and were allowed to take individual breaks. After the 
ratings, participants were asked to indicate on a 5-point Likert scale how they perceived 
the difficulty of the rating procedure for the three different samples of texts.

Data analysis

Inter-rater reliability for the benchmark ratings were estimated per rater group and text 
sample, using Cronbach’s alpha. A K-sample significance test was used to compare the 
Cronbach’s alpha reliability coefficients between the three text samples (Feldt, 1980; 
Hakstian & Whalen, 1976).

Results and conclusions

Means, standard deviations and inter-rater reliability coefficients for the three text 
samples and two rater groups are presented in Table 5. There were no significant 
differences in the inter-rater reliability for texts that were similar to the benchmarks in 
both topic and genre versus texts that were only similar in genre, with a Cronbach’s alpha 
of respectively .92 versus .90 for the Yummy benchmark scale (F(1, 39) = 1.21, p = .27), 
and .91 versus .92 for the Smurf benchmark scale (F(1, 39) = 1.23, p = .26). However, 
raters’ scores were less consistent for texts that were from a different genre than the 
benchmarks on the scale, at least for the raters who used the Smurf benchmark rating 
scale. More particularly, for these raters, results show that the inter-rater reliability for 
texts of a different genre was significantly lower than the reliability of texts in the same 
genre as the benchmarks (Cronbach’s alpha of .84 versus .92, F(1, 79) = 1.81, p < .01). 
Although the reliability for raters using the Yummy benchmark rating scale was also 

Table 5. Means, SD and Reliability by Benchmark Condition and Text Sample.

Similarity

Yummy benchmark scale Smurf benchmark scale

N Mean SD α N Mean SD α

Topic + genre 5 89.87 18.18 .92 5 94.09 14.53 .91
Genre 5 90.50 17.44 .90 5 88.85 17.81 .92
None 5 90.83 15.95 .87 5 88.43 15.97 .84
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relatively low when texts of a different genre were rated in comparison to texts of the 
same genre (respectively α ≥ .87and .91), this difference failed to reach significance (F(1, 
39) = 1.52, p = .10).

These results were supported by the questionnaire data, which revealed that raters 
experienced more difficulties when they had to rate texts in another genre (M = 1.30, SD  
= 0.21), than when they had to rate texts that were similar to the benchmarks only in 
genre (M = 3.50, SD = 0.21) or in both genre and topic (M = 3.90, SD = 0.21), F(2, 27) =  
46.02, p < .001.

General discussion

The present research examined, in two separate studies, the extent to which 
a benchmark rating procedure supports raters in providing text quality scores that 
converge with holistic and analytic text quality ratings and are both reliable and 
generalisable, also for rating different kinds of texts. Study 1 showed high correla-
tions between benchmark ratings and ratings based on holistic impressions or 
analytic checklists, which provides convergent evidence that benchmark ratings 
can be validly interpreted as measures of text quality. Furthermore, it was shown 
that inter-rater reliability for benchmark ratings was high, but only for average 
scores of at least two raters. Similar results were found for holistic and analytic 
ratings, indicating that regardless of the rating procedure, text quality ratings based 
on only one rater are insufficiently reliable. Moreover, the generalisability study 
revealed that in addition to multiple raters, multiple tasks are required for reliable 
and generalisable results. There was, however, an effect of rating procedure on the 
number of raters and tasks needed for a sufficient level of generalisability. In 
particular, benchmark ratings were associated with less rater variance compared 
to ratings based on holistic impressions as well as with less task-specific variance 
than ratings based on analytical checklist. As a result, a benchmark rating procedure 
requires fewer raters and tasks than a holistic or analytic rating procedure to obtain 
comparable levels of generalisability of text quality scores. Study 2 provided evi-
dence for the practical use of the benchmark rating procedure, as high levels of 
inter-rater reliability were also obtained for texts that were different from the 
benchmark on the scale. However, benchmarks were slightly less supportive to 
raters when they had to rate texts in a different genre.

Taken together, the two studies provide evidence that a benchmark rating procedure 
ensures meaningful and interpretable information on the quality of student’s writing, 
which is both reliable and generalisable, and hence can be used for making inferences 
about student’s writing proficiency across tasks and raters. This forms the basis for well- 
justified summative decisions, as well as effective classroom instruction and individual 
feedback (Black & William, 2018; Hopster den Otter et al., 2019). However, the present 
research showed that, even for benchmark ratings, at least four tasks and two raters are 
needed to allow for generalisations about students’ writing proficiency. This confirms 
previous research, showing consistently that multiple tasks and raters are needed in the 
assessment of writing (Bouwer et al., 2015; Schoonen, 2005; Van den Bergh et al., 2012). 
This has important implications for educational practice in which students’ writing 
performance often is assessed by only one teacher and one task.
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The present research also provided evidence regarding the practical use of benchmark 
ratings. First, benchmark ratings were associated with a higher generalisability than 
ratings based on holistic impressions or analytic checklists. This implies that fewer 
tasks and raters are needed for valid and reliable decisions about students’ level of 
writing. Second, the same benchmark scales can be used for rating different writing 
tasks, at least when texts are written in the same genre. This makes it more feasible to 
include multiple tasks in the writing assessment. Although in this study the order in 
which texts were rated was confounded with the similarity between the texts and bench-
marks (i.e. raters always rated more similar texts before they rated different texts, which 
might have affected the outcomes), we were able to replicate the findings for two different 
benchmark scales. This strongly suggests that previously raised concerns on the limited 
use of benchmark scales are not warranted (Feenstra, 2014; Pollman et al., 2012), and that 
a benchmark scale can be considered as a steady reference framework that provides clear 
standards for evaluating different kinds of texts.

That a benchmark scale, once constructed, can be used for more than one task is 
a huge benefit for application in educational practice. Benchmark selection is 
a demanding process, which requires time and expertise, in which teachers now only 
have to invest once for each genre. However, constructing a benchmark rating scale is 
difficult to implement in educational practice, for detailed instructions see Feenstra 
(2014) or Pollman et al. (2012). This is especially true when we bear in mind that 
assessors have to agree on the quality of the examples in the benchmark scale, which 
becomes even more cumbersome as the number of benchmarks increases. What might be 
a useful procedure in classroom practice is to start with one benchmark of average 
quality, and gradually increase this ‘scale’ with more benchmarks. Another possibility 
is to derive writing assignments and benchmarks from large-scale national or interna-
tional assessments, such as the National Assessment of Educational Progress (NAEP, e.g. 
Solomon et al., 2004). The benefit of these large-scale assessments is that both the writing 
assignments and the rating procedures have been tested rigorously and that the bench-
marks are already standardised (cf. Smith & Paige, 2019).

Another advantage of the implementation of benchmark scales in educational 
practice is that this rating procedure enables teachers to evaluate and monitor 
their students’ writing progress over time or to provide tailored feedback to 
individual students by illustrating the gap between current and desired writing 
performance (Sadler, 1998). Benchmarks can also be used as scaffolds for students 
to improve their text, or to write a better text next time. The results from the 
present study are therefore promising for large-scale implementation of bench-
mark scales for formative purposes. In a recent project with secondary school 
teachers, we have tested the use of benchmark ratings in the classroom (Bouwer & 
Gerits, 2022). Results of this project showed that teachers were positive about this 
rating procedure; it supported them to make reliable judgements with more 
certainty and in less time than the more commonly used holistic ratings or 
analytic rubrics. The benchmarks also provided students with specific insight in 
what they were already doing well and how they could improve their text. In line 
with study 2, the teachers reported that they were able to use the same benchmark 
scale for evaluating different types of texts, allowing them to monitor and com-
pare students’ writing performances over time and across classes. Further research 
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is needed to establish the degree to which benchmark scales can be validly used 
by teachers and students for formative purposes, and hence, improve students’ 
writing performance over time.

One of the limitations of benchmark ratings is that benchmarks, even when they 
are carefully selected, do not automatically provide information on how students 
perform in relation to writing standards. For instance, an average score on 
a benchmark scale does not necessarily indicate that a student is an average writer. 
This requires a careful standardisation of the benchmarks, which is often the case in 
large-scale assessments such as NAEP (Solomon et al., 2004). Further research on 
how to standardise and normalise benchmark rating scales in educational practice is 
needed, in order to also enable decisions on whether students meet the desired 
performance levels (cf. Jönsson & Svingby, 2007).

A second limitation is that a benchmark rating procedure does not completely 
solve the rater problem (Barkaoui, 2011; Diederich et al., 1961; Weigle, 2002). There 
were still considerable differences between raters, implying that at least two raters 
have to be involved for a satisfactory level of reliability. In addition, we used novice 
raters instead of experienced teachers in this study, which limits the generalisations of 
the conclusions. However, teachers cannot always be considered as experienced raters. 
In fact, teachers report to lack sufficient training in the assessment of writing 
(Inspectorate of Education, 2021). It is therefore promising that, in the present 
study, novice raters were able to rate text quality in a reliable manner, even without 
training sessions. Based on this, we can assume that benchmarks will also provide 
adequate support to teachers who are not specifically experienced in rating text 
quality. Further research should establish the reliability of text quality scores when 
different points on a holistic, analytic and benchmark rating scale are explained, 
practiced, and discussed in a training session using exemplars. This will enhance 
a common interpretation of how to reliably interpret and apply the levels of a rating 
scale, both with and without rater training.

To conclude, Cooper and Odell stated already in 1977, that ‘since writing is an expressive 
human activity, we believe the best response to it is areceptive, sympathetic human response’ 
(p. xii). The present study contributes to making the human response more reliable and 
generalisable by supporting raters with benchmarks that illustrate different writing perfor-
mance levels, which they can use to rate different kinds of texts. By doing so, abenchmark 
rating procedure leads to text quality scores that are avalid indication of students’ writing 
performance and can be used in educational practice for summative as well as formative 
purposes.

Note

1. When k is the factor by which the length of the test is changed, and rx is the reliability of the 
original test, the reliability of rkk can be estimated by: rkk= (k * r)/(1 + (k-1) * r)
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