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Our twenty-first-century society would cease to exist without artificial light sources. After 
sunset we continue our daily lives simply by turning on the lights. Possibly just as important, 
lighting in displays allows us to digest information visually from a computer, television or 
smartphone screen. Importantly, the desired color and brightness of emitted light differs from 
one application to another. For example, we wish to have screen displays with vivid colors and 
strong contrast, while in traffic we require powerful bright lighting to guarantee safety, and 
at home we wish to have dim and warmer lighting to create a cozy atmosphere. Almost all 
artificial light sources are based on luminescent materials, but different types are required to 
meet the standards in different applications. We address two different classes of photolumi-
nescent materials in this thesis: quantum dots and lanthanide-doped nanocrystals. These two 
different types of photoluminescent materials will be briefly introduced here, and the relevant 
theoretical background is provided in Chapter 2.

 
1.1 | Variations and fluctuations of single-quantum-dot emission properties

Quantum dots (QDs) are nanocrystals (NCs) of semiconductor materials. They have received 
much attention since their discovery in the 1990s, in particular because the color of their 
bright photoluminescence is tunable by controlling the size of the NCs. This means that QDs 
with the same chemical composition emit different colors of light, just because their dimen-
sions are different. Utilizing a range of different NC compositions and sizes, one can obtain 
all colors of visible light (and more).1 QDs are an important component in several types of 
devices, including television displays, white LEDs, lasers and luminescent solar concentra-
tors.2–5 

In the last decade chemists have made large progress by controlling the size and shape of 
QDs in a structurally monodisperse batch. Puzzlingly, however, studies at the single-particle 
level have shown that even nominally identical QDs may have very different emission colors. 
This negatively affects the color purity of QDs and hampers their incorporation in devices. 
Combating such heterogeneities in emission properties is an essential step to pave the way for 
a next generation of QDs but requires a better understanding of their photophysics. As our 
current understanding of emission from QDs is largely based on experiments performed on 
the workhorse material of CdSe, the mechanism of emission remains debated for many newly 
discovered types QDs—including the classes of less toxic III–V and ternary I-III-VI2 QDs, 
with InP and CuInS2 as the best-known examples.

In Chapter 3, we use single-particle spectroscopy to shed light on the peculiar emission prop-
erties of CuInS2 QDs. We observe that the emission properties fluctuate in a manner that is 
fundamentally different from the behavior of CdSe-based QDs. We develop a quantum-me-
chanical framework to model this spectral diffusion and ascribe the observed behavior in 
terms of an excited state with an internal dipole moment. The internal dipole moment origi-
nates from the hole, which localizes on copper-related sites that may be off-center. Variations 
in the hole localization site lead to large variations in the emission properties of CuInS2 QDs, 
which become even more pronounced in the presence of an external electric field.

Single-particle spectroscopy allows one to characterize particle-to-particle variations in emis-
sion properties that are otherwise obscured by ensemble averaging. However, the method of 
measuring QDs one after another is inherently slow, and a user-selection bias is inevitable. 
In Chapter 4, we develop a high-throughput method to characterize many single-quantum-
dot emission spectra simultaneously, without a user-selection bias (Figure 1.1). We use this 
method of multiparticle spectroscopy (MPS) to map out particle-to-particle variations of 
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emission properties within a batch of InP-based QDs. At the same time, we study fluctuations 
of single-particle properties at time scales ranging from milliseconds to minutes. Compared 
to a batch of superior CdSe-based QDs with well-defined emission properties, the batch of 
InP-based QDs features large particle-to-particle variations. Based on the distributions and 
correlations in single-particle properties, which could not have been mapped without a statis-
tically strong method like MPS, we propose that the excited state of InP-based QDs is funda-
mentally different to CdSe-based QDs.

1.2 | Impact of the local environment on the emission from lanthanides in 
nanocrystals

The photoluminescence from lanthanide-based phosphors originates from atomic transitions 
of optically active lanthanide ions that take up lattice sites of an otherwise optically inactive 
host crystal. The color of their photoluminescence is defined by several sharp emission lines, 
which originate from a complex but well-defined energy-level structure. In commercial phos-
phors these emission lines contribute to an improved color rendering. For instance, a white 
LED may be supplemented with the narrow emission lines of Eu3+ in the red to create warm 
white light.6 Other than lighting, lanthanide-doped materials have applications in photovolta-

c

Multiparticle
spectroscopy

Single-particle
spectroscopy

b

Ensemble-scale
spectroscopy

a

Figure 1.1 | Spectroscopy of quantum dots. (a) Most commonly, spectroscopy of QDs is 
performed at the ensemble level. Such methods are generally cheap and fast, but the results only 
reflect average emission properties. In other words, particle-to-particle variations within a batch, 
as well as fluctuations of single-QD properties, remain obscured. (b) Single-particle spectroscopy 
allows one to measure fluctuations of single-QD properties. One-by-one characterization of multi-
ple QDs from the same batch is, however, time-consuming. This makes it hard to acquire statisti-
cally relevant information of single-QD properties within the batch. (c) In multiparticle spectroscopy, 
the emission from tens to hundreds of single QDs is measured simultaneously. As such, the exper-
imentalist collects statistically strong information of batch properties in a short amount of time. A 
drawback of multiparticle spectroscopy is that the choice of detectors is limited: only pixel-array 
detectors are capable of monitoring the emission properties of multiple single QDs separately. This 
in principle excludes single-photon detectors, which operate at much better time resolutions.
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ics,7 background-free bioimaging and biolabeling,8–13 and sensing (e.g. temperature14,15). Nano-
crystalline phosphors are required for various applications, for instance to prevent scattering 
losses, for temperature sensing with high spatial resolution, or to guarantee mobility of the 
NCs in narrow volumes. It is often assumed that the photoluminescence from lanthanide ions 
in NCs is size-independent—much unlike the strongly size-dependent optical properties of 
quantum dots—and hardly affected by their local environment. In this thesis, we challenge 
this consensus by demonstrating two examples where the emission properties of lantha-
nide-doped NCs change substantially as a result of differences in particle size, or due to the 
presence of specific molecules in proximity of the NCs surface (Figure 1.2).

In Chapter 5, we study NCs co-doped with two different types of lanthanide ions. Such nano-
phosphors are generally designed such that a donor lanthanide species (strongly) absorbs 
incident light and transfers the energy to an acceptor lanthanide ion of another species, which 
subsequently emit light of the desired color. We show experimentally that the efficiency of 
energy transfer (ET) between dopants is lower in NCs compared to their bulk counterparts. 
These finite-size effects become especially pronounced for NCs smaller than ~12 nm, where 
a large fraction of dopant ions resides close to the NC surface. Hampered ET from the donor 
species to the acceptor impacts the photoluminescence output, which is an important consid-
eration for the design of future nanophosphors. We demonstrate that the efficiency of ET 
from the donor to the acceptor can nonetheless be boosted by slowing down the competitive 
pathway of photon emission from the donor ion.

Compared to dopants in a bulk(-like) environment, lanthanide ions close to the NC surface 
are less likely to transfer energy to other dopant ions but are often also less likely to emit 
photons themselves. The latter effect is caused by electronic-to-vibrational energy transfer 
(EVET), where an excited lanthanide ion transfers (part of) its energy to vibrations of mole-
cules that reside close to the NC surface. While it is in general regarded as a deleterious 
effect that reduces the photoluminescence output, we show in Chapter 6 that EVET can be 

Surface

Weak energy transfer
between dopants

Acceptor

Donor

Strong energy transfer
between dopants

R
Electronic-to-vibrational

energy transfer

a b c

Figure 1.2 | Energy transfer processes in lanthanide-doped nanocrystals. (a) Many lanthanide- 
doped phosphors rely on energy transfer: a donor ion absorbs incident light and transfers the 
energy to nearby acceptors, which emit light of the desired color. (b) Close to the surface of a 
nanocrystal, energy transfer is less efficient because donor ions are coordinated by fewer accep-
tors. This affects the photoluminescence output, as emission from acceptors becomes less likely. 
(c) Another process that can happen at the nanocrystal surface is electronic-to-vibrational energy 
transfer (EVET), where the lanthanide dopant transfers its energy to molecular vibrations. The 
EVET-induced photoluminescence quenching depends on the type of molecules at the surface.
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exploited as a mechanism to extract information about the type of molecules present in the 
local environment of lanthanide-doped NCs. In particular, we show that specific emission 
lines of lanthanide dopants are quenched only by specific molecules.





Chapter 2

Theoretical background
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2.1 | Quantum dots

For over three decades, semiconductor nanocrystals, or quantum dots (QDs), have attracted 
much attention due to their uniquely bright and tunable photoluminescence (PL). Upon irra-
diation with blue/UV light, QDs emit a color of light that depends on their size (Figure 2.1a). 
The underlying process is that electrons from the valence band (VB) are excited across the 
band gap into the conduction band (CB), forming an electron–hole pair (the exciton). Exci-
tons recombine by emitting photons with an energy determined by the band gap (Figure 2.1b), 
a material property that is crucially impacted by the QD size through quantum-confinement 
effects. In this thesis, we study photoluminescence from different types of quantum dots and 
attempt to identify the nature of the excited state. The relevant theoretical background is 
described in this section.

2.1.1 The effective-mass approximation

In the effective-mass approximation (EMA), the size-dependent properties of QDs are calcu-
lated based on the electronic band structure of the bulk semiconductor.16–18 Electronic states 
in semiconductors are described as

 
where u(r) is a basis function that describes the hybridization of atomic orbitals in the QD 
unit cell, and ϕ(r) is an envelope function that specifies the spatial extent. In QDs, ϕ(r) is 
restricted by the dimensions of the nanocrystal. In the EMA, the behavior of charge carriers 
is defined in terms of the electron and hole effective masses m∗e  and m∗h . The effective masses 
are defined by the curvature of the VB and CB in the bulk electronic band structure and may 
deviate substantially from the electron rest mass m0. Treating the charge carriers in QDs as 
a particle in a box with infinite potential barriers, and using the carrier effective mass, the 
(time-independent) Schrödinger equation becomes

 

 
where V(r) describes the potential well of the particle in a box. Assuming a spherical box of 
radius a, the electronic states of the QD—eigenfunctions of Eq. 2.2—are defined in terms of 
the principal, azimuthal and magnetic quantum numbers n, l, and m. The eigenfunctions, or 
wave functions, have a radial and an angular component:

The angular component can be described by the spherical harmonics Ym
l (θ,φ), just like 

for the hydrogen orbitals. Electronic states with quantum number l = 0, 1, 2, … have s-, p-, 
d-, … symmetries and are named 1S, 1P, 1D, 2S, etc. Differences with the electronic states of 
the hydrogen atom are a consequence of the different potential landscape, which alters the 
radial component of the envelope functions ϕ(r) and lifts the restrictions in terms of allowed 
combinations n and l. The radial components are 

with jl (x) the spherical Bessel function of order l, χnl the nth zero of jl (x) and Anl a normal-
ization constant. The confinement energies—eigenvalues of Eq. 2.2—have an inverse-square 
dependence on the QD radius a,

ψ(r) = ϕ(r)u(r), (2.1)

(− h̵2

2m∗
∇2 +V(r))ϕ(r) = Eϕ(r), (2.2)

ϕnlm(r) = Rnl(r)Ym
l (θ,φ). (2.3)

Rnl = Anljl(χnlr/a), (2.4)
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explaining the size-dependence of electronic properties. These confinement energies are a 
perturbation to the carrier energies in the bulk semiconductor. The theory of quantum dots 
focuses on the size-dependent effects imposed on the envelope functions ϕ(r). Therefore, the 
community often uses the term "wave function" for just the envelope function ϕ(r) rather the 
full wave function ψ(r).16–18

2.1.2 Excitons in quantum dots

In the limit of strong confinement, an exciton behaves almost as if it were composed of a 
non-interacting electron–hole pair. In this simple picture, we assume that the wave function 
of the lowest exciton state is built up from the 1S particle-in-a-box electron and hole wave 
functions (ψ1,0,0; Eq. 2.3 and Figure 2.2a): 

 
We treat the attractive Coulomb interaction between the electron–hole pair as a small pertur-
bation that stabilizes (that is, lowers the energy of) the exciton. Using χ1,0 = π, the exciton energy 
 
 
 
 
with Eg the bulk semiconductor band gap. The second term describes the confinement ener-
gies of the electron and hole, and the third term the Coulomb stabilization of the exciton, with 
ε and ε0 are the vacuum permittivity and dielectric constant of the semiconductor. We neglect 
the effects of dielectric contrast between the QD and the surrounding medium.

Beyond the assumption of strong confinement, a more exact way of treating Coulomb inter-
actions is by explicitly taking into account that the electron and hole wave functions deform 
with respect to the 1S state to optimize overlap. The exact exciton wave function can be 
expressed in terms of a chosen set of electron and hole basis functions, such as the particle-
in-a-box wave functions (Eq. 2.3):

QD size

Eg

a b

Figure 2.1 | Photoluminescence from QDs. (a) Upon irradiation with high-energy pho-
tons, QDs emit light with a wavelength that depends on the dimensions of the nanocrys-
tals. Larger nanocrystals emit at longer wavelengths. (b) Using light with an energy that 
exceeds the band gap (Eg), a QD can be excited by promoting an electron from the occu-
pied VB levels (red) to the empty CB (blue) and forming a hole in the VB (red). A photon is 
emitted when the CB electron and VB hole recombine. The energy of the emitted photon 
is determined by the size-dependent band-gap energy.

Enl =
h̵2χ2nl
2m∗a2

, (2.5)

Ψ(0)0 = ψ
e
1,0,0ψ

h
1,0,0. (2.6)

E00 = Eg +
h̵2π2

2a2
[ 1
m∗e
+ 1
m∗h
] − 1.79 e2

4πεε0a
, (2.7)
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Variational theory states that the “real” exciton state is the state with the lowest possible energy. 
Minimizing the exciton energy,

 
 
with the Hamiltonian (neglecting again the effects of dielectric contrast between the QD and 
the surrounding medium)

 
 
by optimizing the coefficients cne,le,me  and cnh,lh,mh  thus yields the solution for ΨX—given that 
a sufficient number of basis functions is used. In Eq. 2.10, the first two terms are the particle-
in-an-infinite-spherical-box Hamiltonians of the electron and hole (with eigenvalues given by 
Eq. 2.5). The third term describes the electron–hole Coulomb attraction:

The outcome of variational theory is that the exciton is not perfectly described by the ψ1,0,0 (1S) 
wave functions, but instead contains contributions of higher particle-in-a-box states to opti-
mize Coulomb attractions. The most important deformation with respect to the strong-con-
finement limit is mixing in of some 2S (ψ2,0,0) character in the wave function of the hole 
(Figure 2.2b–d).

ΨX(re, rh) = ∑
ne,le,me,nh,lh,mh

cne,le,meψ
e
ne,le,me

(re)cnh,lh,mhψ
h
nh,lh,mh

(rh). (2.8)

EX = ⟨ΨX∣H∣ΨX⟩, (2.9)

H = He
0(re) +Hh

0(rh) +VC(re, rh), (2.10)

VC(re, rh) = −
e2

4πεε0
1

∣re − rh∣
. (2.11)
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Figure 2.2 | Electron and hole wave functions in QDs. (a) Charge density of relevant 
particle-in-a-spherical box wave functions (Eq. 2.3), shown as a line trace through the 
center of the QD. (b) Two-dimensional crosscut of the electron charge density, calculated 
using variational theory. The charge density is specified by the shade of blue (c) Same as 
b, but for the hole charge density (red). (d) Same as b–c, but in one dimension. Dashed 
lines indicate the spatial extent of the electron and hole charge densities in the limit of 
strong confinement. Variational theory reveals that the Coulomb interaction is a small at-
tractive force that pulls both the electron and hole charge densities toward the QD center. 
The hole wave function features a larger deformation than the electron due to the higher 
effective mass (weaker quantum confinement). Values used to calculate panels b–d are 
based on CdSe:18,19 me = 0.11 m0, mh = 1.14 m0, ε = 10.
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2.1.3 Structural imperfections of quantum dots

The most common procedure to synthesize QDs bottom-up is via colloidal methods. The 
surface termination of QDs is in principle determined by the stability of different crystal 
facets in the presence of stabilizing passivating surface ligands, which are typically long 
amphiphilic organic molecules such as oleic acid and trioctylphosphine. Unpassivated surface 
atoms are notorious traps with energy levels within the band gap of the QD. The possibility of 
charge-carrier trapping on such trap states, followed by non-radiative recombination, reduces 
the photoluminescence efficiency of the QD. A typical strategy to prevent such surface-related 
carrier trapping is to encapsulate the QD core within a shell or multiple shells of a different 
semiconductor material with a wider band gap. The wider band gap prevents delocalization 
of the electron and/or hole into the shell region, and thus shields them from trap states at the 
QD surface. Common core–shell QD structures are e.g. CdSe/CdS and InP/ZnSe, where CdS 
and ZnSe have a wider band gap than CdSe and InP (see Chapter 3). 

2.1.4 Fluctuations of single quantum-dot properties

The emission properties of single QDs are often unstable. Fluctuations of the single-particle 
emission spectrum and intensity manifest as spectral diffusion and PL blinking (Figure 2.3),20–22 

and occur spontaneously at ambient conditions. Experimentally, such spontaneous fluctua-
tions have been intentionally reproduced by placing QDs in a tunable electric field between 
electrodes (Figure 2.4a). The leading hypothesis is that QDs experience external electric fields 
due to the dynamic nature of the surface, with mobile ligands or external charges hopping 
from one trap state to another. The electric field strengths required for spectral diffusion of 
the magnitude observed experimentally, can be produced by two opposite charges on either 
side of the QD (Figure 2.4b)—a scenario that is easily produced in case of, for instance, a 
surface vacancy or missing ligand.

An external electric field polarizes the exciton by pulling apart electron and hole charge 
densities and thereby lowers the energy through the quantum-confined Stark effect (QCSE). 
We model the effect of an external electric potential Vext by including it as a term to the  
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Figure 2.3 | Fluctuations of single-QD emission properties. (a) PL intensity time trace 
of a single InP/ZnSe QD, featuring clear blinking between an ON-state and an OFF-
state. (b) Same experiment as in a, but showing the time trace of the single-QD emission 
spectrum. The PL intensity is specified by the color and increases from blue to yellow to 
red. The QD spectrum fluctuates over time (spectral diffusion). (c) The time-integrated 
single-QD spectrum corresponding to the time trace in b. Temporal fluctuations of the 
spectrum lead to spectral broadening and reduce the color purity of the PL. Experimental 
methods are described in Chapter 4. InP/ZnSe QDs were synthesized by Jur de Wit.
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Hamiltonian in Eq. 2.10. In the limit of strong confinement, the QCSE is a small perturbation 
to the lowest exciton state (built up of 1S electron and hole wave functions; Eq. 2.7). Assuming 
a homogeneous electrostatic field (see Figure 2.4b), Vext(r) = F ∙ r, the Stark shift (up to second 
order) is

 

where only the second-order term survives. The polarizability ξ has contributions of both 
the electron and hole wave functions, which depend on the effective mass and the volume in 
which the carriers are confined:

 
 
Eq. 2.13 can be used, for example, to calculate the exciton polarizabiliy of spherical CdSe/CdS 
core–shell QDs, where the electron is delocalized over the entire QD with radius ae, and the 
hole is confined to the CdSe core with radius ah. Besides the Stark shift of the exciton energy, 
the external electric field modifies the exciton ground state by mixing in a contribution of 
higher-energy particle-in-a-box states—similar to the effect of electron–hole Coulomb 

ΔE = ⟨Ψ(0)0 ∣Vext∣Ψ(0)0 ⟩ +∑
i

⟨Ψ(0)0 ∣Vext∣Ψ(0)i ⟩
E(0)0 − E

(0)
i

= −ξF2, (2.12)

ξ = ξe + ξh = 0.036
e2

h̵2
(mea4e +mha4h) . (2.13)
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Figure 2.4 | Impact of external fields on the excited state of a QD. (a) Experimen-
tally, modulation of the electric field around a QD induces spectral shifts comparable 
to the spectral fluctuations that occur spontaneously in the absence of electric fields. 
(b) Electrostatic potential induced by two oppositely charged species on either side of 
the QD, as shown in the inset, as a function of the position in the QD. The electrostatic 
potential is approximately homogeneous within the QD, except for regions close to the 
surface charges. The electric field in the QD is approximately described by the relation 
F = q /2πεε0a2 = 45 MVm–1 (red dashed line). (c) Charge density of the electron, shown as 
a two-dimensional crosscut, with a homogeneous electric field of 10 MVm–1 across the 
QD. The charge density is specified by the shade of blue. (d) Same as c, but for the hole 
charge density (red). (e) Same as c–d, but as a line trace through the center of the QD, 
showing that the external field pulls the electron and hole charge densities apart and thus 
polarizes the exciton. (f) Polarization of the exciton in an external electric field results in 
a Stark shift of the emission energy. Values used to calculate panels b–f are based on 
CdSe:18,19 me = 0.11 m0, mh = 1.14 m0, ε = 10.

2
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attraction described earlier in this chapter. Variational theory describes the QCSE as mixing 
in of 1P-character in the exciton ground state (Figure 2.4c–e). At large electric field strengths, 
deformation of electron and hole charge distributions can become very large, inducing dipole 
moments up to 10-100 D, so that the strong-confinement Stark shift predicted by Eq. 2.12 is 
no longer accurate (Figure 2.4f).

2.2 | Lanthanide-doped nanocrystals

The lanthanide series comprises the elements with atomic numbers ranging from 57 to 71. 
These elements are most abundant in the trivalent oxidation state and have an electron config-
uration similar to that of the noble gas xenon, but with an additional n electrons in the 4f 
shell: [Xe]4fn, with an empty 4f shell for La3+ (n = 0) and a completely filled shell for Lu3+ (n = 
14). Most trivalent lanthanide ions absorb and emit light in the visible–infrared range.

From a chemical viewpoint, 4f-electrons can be considered “spectators”, as they are localized 
close to the nucleus and effectively screened from the environment by electrons in the more 
delocalized 5s- and 5p-orbitals. In terms of their chemical properties all lanthanide ions—
together with Sc3+ and Y3+—are essentially equivalent: their chemistry is unaffected by the 
number of spectator electrons in the 4f-shell. Most common lanthanide-based phosphors 
are designed by doping lanthanide ions into insulator nanocrystals. Well-known examples 
are Y2Al5O12:Ce3+ (YAG:Ce3+), NaYF4:Er3+,Yb3+, and phosphors based on LaPO4:Tb3+ or 
LaPO4:Eu3+, where optically active lanthanide ions substitute a fraction of the sites belonging 
to optically inactive ions (here: Y3+ and La3+).6,23,24

Except for Ce3+ (4f1), the optical transitions of trivalent lanthanide ions involve a redistribu-
tion of electrons among the hydrogen-like 4f-states (Figure 2.5), which are characterized by 
their orbital angular momentum (–3, –2, …, +2, +3, depending on the orbital) and spin angu-
lar momentum (–½, +½ for spin-up or spin-down, depending on the orbital). Each of the 14 
available single-electron states can be occupied by one electron at most, so that lanthanides 
with electron configuration 4fn have (14n) unique multi-electron states. In the simplest picture, 
considering only the kinetic energy of electrons and their attractive Coulomb interaction 
with the nucleus, all of these multi-electron states are degenerate. The degeneracy is lifted due 
to electron–electron repulsions (different for electrons in different orbitals), and spin–orbit 
coupling induces a further speciation of energy levels. 

In the absence of strong crystal-field effects, optical transitions between the differ-
ent multi-electron states of lanthanides are sharply defined regardless of the chemical 
environment (Figure 2.6a). The energy-level structure of lanthanide ions is ladder-like, as 

4f3x  y– y2 34fx  z– y  z2 24fx  – 3xy3 2 4f5xz  – xr2 2 4f5yz  – yr2 24f5z  – 3zr3 2 4fxyz

Figure 2.5 | Hydrogenic 4f-orbitals. Surface plots of the seven unique hydrogenic 4f-or-
bitals (not to scale). The real part of the wave functions is shown, with the phase indicated 
by the blue and red colors. 
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often represented in the famous Dieke diagram (shown for the erbium ion in Figure 2.6b).25–27 
The nomenclature of multi-electron states is based on the 2S+1LJ term symbols, specified by the 
total orbital angular momentum L (giving an S-, P-, D-, F-, …, term for L = 0, 1, 2, 3, …), the 
total spin angular momentum D, and the total angular momentum J = L+S. The degeneracy 
of each level is 2J+1.

2.3 | Excited-state dynamics of luminescent materials

Following an excitation event, luminescent materials may spontaneously emit a photon and 
thereby relax to a lower-lying energy level—most commonly but not necessarily the ground 
state. Besides radiative decay, the emitter may also relax via competing nonradiative pathways. 
The photoluminescence quantum yield (PLQY) of the emitter depends on the rates of radia-
tive decay Γrad and nonradiative decay Γnr:

 
2.3.1 Radiative and nonradiative decay

The radiative decay rate is given by Fermi’s golden rule,

 
where V is the matrix element describing how strongly the radiative transition couples to 
the electromagnetic field of light, and ρ is the local density of optical states (LDOS; i.e. the 
number of available photon states at the position of the emitter). While excitonic transitions 
in QDs couple strongly to the electromagnetic field of light, this is not the case for the intra-

PLQY = Γrad
Γrad + Γnr

. (2.14)

Γrad =
2π
h̵
∣V∣2ρ, (2.15)
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Figure 2.6 | Optical transitions in the erbium ion. (a) Emission spectrum of NaYF4 
nanocrystals, co-doped with Er3+(2%) and Yb3+(18%), obtained under near-infrared exci-
tation. The relative populations of the 4S3/2 and 2H11/2 levels—and also the relative emission 
intensities—follow a Boltzmann distribution, as the energy gap is of the same order as 
the thermal energy (approximately 750 cm–1 versus a thermal energy of 207 cm–1 at room 
temperature). (b) Energy-level diagram of the Er3+ ion. The two emission bands highlight-
ed in a originate from the two thermally coupled optical transitions from the 4S3/2 and 2H11/2 
levels to the 4I15/2 ground state.
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Figure 2.7 | Important energy-transfer processes. (a) The most common type of en-
ergy transfer is energy transfer (ET) between a donor (orange) in the excited state and 
an acceptor (yellow) in the ground state. As a result of ET, the donor relaxes back to the 
ground state and excites the acceptor to a resonant energy level. (b) Cross-relaxation is 
a type of energy transfer where the donor transfers part of its excited-state energy to an 
acceptor. (c) Quantum cutting, or downconversion) is the process where a single donor in 
a highly excited state transfers its energy to two or more acceptors that can emit multiple 
low-energy photons. (d) Upconversion is the reverse process of quantum cutting, where 
two donor ions (sequentially or simultaneously) transfer their energy to a single acceptor, 
which can in turn emit a high-energy photon.

configurational 4f–4f transitions of lanthanide ions. As a result, characteristic radiative decay 
rates of QDs are on the order of ns–1, while 4f–4f transitions are much slower: on the order 
of ms–1.

Depending on the local environment of the emitter, nonradiative decay pathways may exist 
such as (multi-phonon) relaxation and energy transfer (ET). The most common type of ET is 
of the Förster type,28 which occurs via coupling of transition dipoles of an excited donor and 
an acceptor with a resonant energy level (Figure 2.7a). While ET is possible from one lumi-
nescent center to another center of the same species (in that case we call it energy migration), 
it may also occur between different species. In fact, we demonstrate in Chapter 6 that an 
excited lanthanide ion can act as a donor to excite a vibrational mode of a nearby molecule. 
After transferring energy to molecular vibrations, of the order of 500–4000 cm–1, the lantha-
nide ion remains in an (lower) excited state, from which it can emit a different color of light 
(schematic in Figure 2.7b).

The ET rate ΓET depends strongly on the donor–acceptor spacing R:

The energy-transfer strength CET (with units of m6  s–1) depends on the oscillator strengths of 
the donor and acceptor transitions, and their spectral overlap. The Förster radius, 

 

ΓET =
CET

R6 . (2.16)

a b c d

Normal
energy transfer

Cross-
relaxation Quantum cutting Energy-transfer

upconversion

R0 = (
CET

Γrad
)
6
, (2.17)
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is a useful parameter to quantify the competition between radiative decay of the donor and 
ET. It is defined as the donor–acceptor spacing at which radiative decay and ET are equally 
probable.

Although nonradiative decay pathways often reduce the quantum efficiency, some phosphors 
rely on ET from one species to another. The general design is that light of one color is strongly 
absorbed by a donor species, which transfers the energy to an acceptor that emits light of the 
desired color. The so-called processes of upconversion29 and quantum cutting30,31 are extreme 
examples (Figure 2.7c,d).31 Lanthanide-based upconversion and quantum-cutting phosphors 
are promising materials to reshape the solar spectrum to better match the band gap of silicon 
solar cells and thereby drastically increase the energy-conversion efficiency.7,32–34

2.3.2 Decay dynamics

To extract information about decay dynamics, the typical experimental procedure is to excite 
a population of luminescent centers with a short laser pulse and measure the emission inten-
sity as a function of the delay time. The number of photons detected at any delay time after 
the laser pulse is proportional to the number of luminescent centers in the excited state. The 
emission intensity decays mono-exponentially (Figure 2.8a–d) in case all emitters have the 
same decay rate Γ, i.e. the sum of radiative and nonradiative decay rates is equal: 

 
 
Here, I0 is the emission intensity directly after the laser pulse and t is the delay time between 
the laser pulse and detection of the emitted photon. Multi-exponential decay dynamics 
(Figure 2.8e,f) are obtained when multiple luminescent centers with different decay dynamics 
are measured, or in case the decay dynamics of a single emitter change during the course of 

I(t) = I0e−Γt. (2.18)

Figure 2.8 | Measuring photoluminescence decay dynamics. (a–b) Single-exponential 
decay is observed when the sample features a well-defined decay rate among all emitters. 
This is common for lanthanide ions in an environment where no significant nonradiative 
quenching pathways occur. (c–d) Introducing additional (nonradiative) decay pathways 
increases the total decay rate. This happens for instance upon introducing efficient ET  
acceptors. (e–f) Multi-exponential decay dynamics are observed when the sample fea-
tures a range of different decay rates.
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the measurement (see e.g. Chapter 3):

 
 
Introducing nonradiative decay pathways, such as inducing ET by incorporating acceptors 
ions, results in an acceleration of the decay dynamics. We demonstrate in Chapter 5 and 
6 that the competition between radiative decay and ET can be controlled by varying the 
concentration of acceptor ions or by varying the acceptor strength (CET in Eq. 2.16).

I(t) = I0∑
i=1

Ne−Γit. (2.19)
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The luminescence of CuInS2 quantum dots (QDs) is slower and spectrally broader than that 
of many other types of QDs. The origin of this anomalous behavior is still under debate. 
Single-QD experiments could help settle this debate, but studies by different groups have 
yielded conflicting results. Here, we study the photophysics of single core-only CuInS2 and 
core–shell CuInS2/CdS QDs. Both types of single QDs exhibit broad PL spectra with fluctuat-
ing peak position and single-exponential photoluminescence decay with a slow but fluctuating 
lifetime. Spectral diffusion of CuInS2-based QDs is qualitatively and quantitatively different 
from CdSe-based QDs. The differences reflect the dipole moment of the CuInS2 excited state, 
and hole localization on a preferred site in the QD. Our results unravel the highly dynamic 
photophysics of CuInS2 QDs and highlight the power of the analysis of single-QD property 
fluctuations.

 
3.1 |  Introduction

Semiconductor nanocrystals (quantum dots, QDs) are promising luminophores for use in 
numerous applications, such as displays and bioimaging.35 While CdSe- and perovskite-based 
QDs are most studied, Cd- and Pb-free alternatives have also seen rapid development in 
recent years. QDs based on CuInS2 (CIS) are one of these alternatives.36,37 They are particularly 
interesting for use in luminescent solar concentrators38–44 as they exhibit large global Stokes 
shifts, minimizing reabsorption losses. This peculiar property, along with broad photolumi-
nescence (PL) line widths (ensemble full-width at half-maximum, FWHM ~400 meV)11 and 
slow multi-exponential PL decay (PL lifetime ~200–400 ns),45 shows that the photophysics 
of CIS QDs differ qualitatively from those of other types of QDs. In most other types of QDs 
(e.g., those based on CdSe, lead chalcogenide, or perovskite), luminescence occurs through 
recombination of delocalized quantum-confined electrons and holes.46 In contrast, no 
consensus has yet been reached on the luminescence mechanism of CIS QDs and a number 
of different mechanisms has been proposed.47–60 Recent optical transient absorption,51,53,54,56,61 
X-ray transient absorption,62 and electrochemical63–65 studies strongly support a mechanism 
in which a delocalized electron recombines with a localized hole, although other mechanisms 
are still claimed.66,67 Striking similarities between the PL properties of CIS, Cu+:CdSe, and 
Cu+:InP suggest that the hole localizes on a Cu atom.68

Single-particle spectroscopy has proven essential to understand various aspects of the photo-
physics of QDs, as it yields data that are not obscured by ensemble-averaging.69–72 Unfor-
tunately, CIS QDs are notoriously unstable under the harsh excitation conditions used in 
single-QD experiments.57,60 Consequently, single-particle studies on CIS-based QDs are 
scarce57,60,73,74 and achieve limited data quality compared to studies on other types of QDs. 
Most strikingly, Whitham et al. reported broad single-QD PL line widths (minimum FWHM: 
190 meV) from individual core–shell CIS/CdS QDs,57 while Zang et al. found narrow PL line 
widths (minimum FWHM: 60 meV) from individual core–shell CIS/ZnS QDs.60 A possible 
origin for these contrasting results is interdiffusion of Cu+ and Zn2+ during overgrowth of a 
ZnS shell on CIS QDs,75 as these two elements (in contrast to Cd2+) have similar ionic radii.76 

The limited and conflicting data make it difficult to draw definite conclusions on the intrinsic 
photophysics of CIS nanomaterials.

Here, we study the PL properties of individual core-only CIS and core–shell CIS/CdS QDs. 
Careful sample optimization allows us to measure single-QD PL of both core-only CIS and 
core–shell CIS/CdS QDs for several minutes before irreversible photobleaching. We establish 
that the intrinsic PL properties of core-only CIS QDs are retained in core–shell CIS/CdS 
QDs. Variations between individual core–shell CIS/CdS QDs show the effect of inhomoge-
neous broadening on PL ensemble spectra and decay dynamics. Fluctuations in single-QD 
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PL properties over timescales of seconds to minutes provide insight into the emission mecha-
nism. Spectral diffusion in CIS QDs is quantitatively and qualitatively different from that 
reported for CdSe QDs, consistent with radiative recombination of a delocalized electron 
with a Cu-localized hole. The correlations between the fluctuating PL peak position and PL 
lifetime provide evidence that the hole always localizes on a preferential Cu site in the QD. 
For a few QDs, we observe that the preferential Cu site changes. Quantum-mechanical calcu-
lations show that the dipolar character of the excited state underlies the strong fluctuations in 
PL energy and lifetime. These new insights into the emission mechanism of CIS-based QDs 
will be useful for the optimization of the optoelectronic properties of this class of materials.

3.2 |  Results and discussion

We study core-only chalcopyrite CIS QDs of ~2.4 nm. These QDs are Cu-rich (atomic ratio 
Cu:In = 1.0 : 0.78). The core–shell CIS/CdSe QDs exhibit the same crystal structure, with an 
estimated particle size of 3.0 nm. Our sample preparation procedure allowed for single-QD 
measurements for several minutes before photobleaching. Details regarding the sample 
preparation, as well as extended data with additional measurements on 32 QDs that are not 
shown here, are provided in the publication on which this Chapter is based: Nano Lett. 2021, 
21, 658–665.77

3.2.1 Comparison of core-only CuInS2 and core–shell CuInS2/CdS quantum dots 

Figure 3.1 compares the single-QD PL properties of core-only CIS and core–shell CIS/CdS 
QDs. Both core-only CIS and core–shell CIS/CdS QDs exhibit PL blinking, characterized by 
fluctuations between periods of high intensity, and periods of lower intensity (Figure 3.1a,b). 
Both core-only CIS and core–shell CIS/CdS QDs are single-photon emitters, as evidenced by 
anti-bunching in the second-order correlation function g(2)(τ) (Figure 3.1c,d). In the absence 
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Figure 3.1 | Top row: results from single-QD measurements on two different core-only CIS QDs, 
bottom row: results from similar experiments on one CIS/CdS core/shell QD. (a,b) PL intensity as 
a function of time. (c,d) Second-order correlation function g(2)(τ). (e,f) PL decay curve, constructed 
from time periods in which the QD was ON. (e) IPL ≥ 200 cts/100 ms, (f) IPL ≥ 65 cts/100 ms. 
Lines are fits to single-exponential decay with a constant background. (g,h) ON-state PL spectrum, 
integrated over (g) 6.5 s and (h) 91.3 s. Lines are Gaussian fits. As indicated by the color, data in g 
were measured on a different core-only CIS QD than the data depicted in a,c,e.
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of spectral diffusion, the PL decay of the ON-state of these QDs is single-exponential (Figure 
3.1e,f). We observe broad PL line widths for both the core-only CIS and core–shell CIS/CdS 
QDs (Figure 3.1g,h). From the similarity between the optical properties of these two types 
of QDs (see also the extended data; Ref. 77), we conclude that the intrinsic PL properties of 
core-only CIS are retained in core–shell CIS/CdS QDs. This is expected because the CIS core 
material should be unaffected by CdS shelling, as a large mismatch in ionic radii prevents Cu+ 
and Cd2+ interdiffusion.76

3.2.2 Ensemble heterogeneity

Ensemble-scale measurements on CIS and CIS/CdS QDs are strongly influenced by sample 
inhomogeneity. Sample inhomogeneities become particularly apparent when comparing 
single-QD properties to those of the ensemble. The single-QD PL line widths of core-only CIS 
and core–shell CIS/CdS QDs are approximately twice narrower than the ensemble line width 
(Figure 3.2a). The origin of sample inhomogeneity may be manifold, including polydispersity 
in size, shape, and composition.48,58,61,78 In addition, as we will show and discuss in more detail 
below, inhomogeneous broadening is enhanced as a result of the peculiar emission mecha-
nism of CIS QDs involving a Cu-localized hole and a dipolar excited state.

Variations in the PL lifetime between single QDs (Figure 3.2b) provide insights into the 
emission mechanism. Transient absorption51,53,54,56,61 and spectro-electrochemical63–65 studies 
have established that luminescence in CIS-based nanomaterials involves the radiative recom-
bination of a delocalized electron with a localized hole. One can envision two different 
mechanisms of PL decay via Cu centers, which would be indistinguishable in ensemble-scale 
measurements, but yield different results at the single-QD level. In the first mechanism, after 
each excitation the hole may localize at any of the Cu+ ions present in the QD (Figure 3.2c).68 

Such behavior would lead to multi-exponential decay dynamics on the single-QD scale, as 
the localization site of the hole affects the electron–hole wavefunction overlap and thus the 
radiative lifetime.45,46 Alternatively, the hole may always localize at one specific Cu site in the 
QD, perhaps because of the presence of a nearby defect60 or electrostatic interactions with the 
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Figure 3.2 | (a) PL spectra of (black) an ensemble of CIS/CdS QDs dispersed in toluene, and (red, 
yellow, blue) single CIS/CdS QDs immobilized on a glass coverslip. Lines are fits to Gaussian 
peaks. (b) PL decay curve of (top, black) an ensemble of CIS/CdS QDs dispersed in toluene, and 
(red, yellow, blue) single CIS/CdS QDs. Red, yellow, and blue lines are single-exponential fits, while 
the black line is a fit to the model incorporating variations in the hole localization site. (c) Schematic 
depiction of hole localization at a random Cu site (which, potentially, may be any Cu+ ion present in 
the nanocrystal) after each excitation. The radiative decay rate of the excited state is determined by 
the electron–hole wave function overlap and thus by the location of the hole.
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QD surface.59 This scenario would lead to single-exponential decay of single-QD PL, as the 
electron–hole overlap and thereby radiative decay rate is the same after each excitation. The 
near-single-exponential character of single-QD PL decay curves indicate that one specific Cu 
site (or at most a few) is active in a QD at any given time, and that the hole does not move 
between Cu sites on the timescale of emission. The distribution of single-QD lifetimes is 
consistent with a distribution of the localization site over the QD ensemble, resulting in an 
ensemble-wide distribution of radiative lifetimes (Figure 3.2b; see Methods for fitting proce-
dure).60 However, it is important to realize that the single-QD PL decay curve would be virtu-
ally indistinguishable from single-exponential decay—especially in the case of noisy data—if 
a few hole localization sites were active with not so dissimilar lifetimes. Although our data 
does not allow us to conclude what distinguishes a “favorite” localization site from any other 
Cu site, we speculate that a nearby defect or surface charge could provide some charge stabi-
lization, thereby attracting the hole. A preferential site could also be distinguished by a slight 
change in the local atomic arrangement: if the local structure is distorted in such a way that it 
more closely resembles the arrangement after hole localization, this could decrease a possible 
activation barrier involved in hole localization, thereby favoring localization at this specific 
site. Indeed, DFT calculations have shown that the presence of surface charges can determine 
where the hole localizes.59

3.2.3 Different types of spectral diffusion

Fluctuations of the PL spectrum and lifetime of single QDs, and correlations therein, reveal 
surprising dynamics of hole localization and their significant effect on the broadening of the 
ensemble properties. Our single core–shell CIS/CdS QDs are sufficiently photostable to allow 
for the simultaneous measurement of their PL decay curve and PL spectrum at a 100-ms 
temporal resolution (see also the extended data; Ref. 77). 

Strikingly, some QDs show no spectral diffusion at all while featuring broad PL spectra 
nonetheless, with FWHM on the order of 160–170 meV. In comparison, single CdSe-based 
QDs generally exhibit FWHM of 50–60 meV.79,80 Clearly, broad PL line widths in CIS-based 
QDs are not due to time averaging and spectral diffusion. Instead, they are intrinsic to these 
nanomaterials, and likely due to strong electron–phonon coupling.81 Such broad single-parti-
cle PL spectra cannot be explained by a mechanism involving the recombination of a delocal-
ized exciton.49,67

In other QDs, we observed two different types of emission fluctuations: (i) spectral diffusion 
wherein higher PL peak energies are correlated with shorter PL lifetimes (Figure 3.3), and (ii) 
spectral diffusion wherein higher PL peak energies are correlated with longer PL lifetimes 
(Figure 3.4). Additionally, some QDs exhibit spectral diffusion without a clear correlation 
between PL lifetime and PL peak energy, possibly because both types of fluctuations occur 
simultaneously.

Type-1 spectral diffusion with a “negative” correlation between peak energy and PL lifetime 
(Figure 3.3a–c; higher energies correlate with shorter lifetimes) is known from experiments 
on CdSe-based nanocrystals. However, the fluctuations in our CIS/CdS QDs are significantly 
stronger. The PL peak positions of our CIS/CdS QDs fluctuate on average over a range of 
110 meV, with some QDs exhibiting fluctuations in excess of 200 meV, while CdSe-based 
nanocrystals show spectral diffusion over at most a few tens of meV.79,80,82 Even more strik-
ing, type-2 spectral diffusion with a “positive” correlation between peak energy and PL 
lifetime (Figure 3.4a–c; higher energies correlate with longer lifetimes) is never observed for 
CdSe-based nanocrystals.79,80
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3.2.4 Quantum-mechanical calculations

We will show below that both anomalies of the spectral diffusion of CIS/CdS QDs are a direct 
signature of the peculiar emission mechanism. Treating the quantum-confined Stark effect 
(QCSE) as a perturbation (see Eq. 2.12–2.13), the electric-field induced energy shift (the Stark 
shift; up to a second-order correction) of excited-state energy of CIS QDs can be written as

Figure 3.3 | Single-QD (a) PL spectra and (b) average lifetime, as a function of exper-
iment time. The color scale in a (black to purple to yellow) indicates PL intensity. (c) 
Type-1 correlation between average lifetime and the fitted emission peak position. (d–f) 
Schematic depiction of spectral diffusion induced by the quantum-confined Stark effect. 
Mobile surface atoms or ligands create a fluctuating electric field F. We depict three 
possible orientations with respect to the excited-state dipole p: (d) antiparallel, (e) orthog-
onal, and (f) parallel. (g–i) Impact of the quantum-confined Stark effect, obtained from 
quantum-mechanical calculations. (g) Stark shift as a function of the external electric-
field strength, with the hole localized at r loc = 0 and 0.5a. Electric fields up to 130 MV/m 
correspond to a geometry that assumes a spherical CIS QD of radius a = 1.5 nm, with two 
opposite elementary charges on either side of the particle (see Figure 2.4b). (h) Zoom-in 
view of g, highlighting the (weak) quadratic component of the Stark shift. (i) Changes in 
the exciton radiative lifetime as a function of the external electric field. Exciton energies 
and lifetimes are relative to the exciton energy E0 and lifetime τ0rad  at zero external field and 
r loc = 0. Solid lines in (g–i) are the Stark shifts calculated using our variational approach 
and dashed lines are predicted by treating the external electric field as a perturbation (up 
to a second-order correction in energy, but to zeroth order in wave function). The orange 
line in h was calculated using the variational approach, but neglecting Coulomb interac-
tions (VC = 0). 
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Figure 3.4 | Single-QD (a) PL spectra and (b) average lifetime, as a function of exper-
iment time. The color scale in a (black to purple to yellow) indicates PL intensity. (c) 
Type-2 correlation between average lifetime and the fitted emission peak position. (d–f) 
Schematic depiction of spectral diffusion due to changes in the hole localization site r loc. 
Effects on the exciton energy E and lifetime τ are indicated in the cartoons. (g–h) Impact 
of the hole localization site, obtained from quantum-mechanical calculations. (g) Energy 
shift as a function of the hole localization site. (h) Changes in the exciton radiative lifetime 
as a function of the hole localization site. Exciton energies and lifetimes are relative to the 
exciton energy E0 and lifetime τ0rad  at zero external field and r loc = 0. Colored data points in 
g–h are the changes predicted by our variational approach and solid lines are predictions 
based on by treating the hole localization site as a perturbation (up to a second-order 
correction in energy, but to zeroth order in wave function). The dashed lines are corre-
spond to a scenario where the effects of dielectric contrast are ignored (P = 0).

1.65 1.75 1.85

Li
fe

tim
e 

(μ
s)

Energy (eV)

c

0.00

0.50

0.25

0.75

1.00

0 0.5 1.0

E
 –

 E
0 (

m
eV

)

rloc / a

g

0

125

250

130 140 160 170150
Time (s)

a

1.50

1.75

2.00

b

0.0

0.5

1.0

d e f

−

+

E τ E τ

Increasing rloc 

rloc= 0

rlocrloc

0 0.5 1.0
rloc / a

h

1

5

10

20

τ ra
d 
/ τ

ra
d0

En
er

gy
(e

V)
Li

fe
tim

e
(μ

s)

where p is the internal static dipole moment of the excited state, and ξ the exciton  
polarizability. F is the electric field that the excited state experiences due to charges at the 
surface of the QD, which can be missing ligands or dangling bonds. “Conventional” spectral 
diffusion of CdSe-based nanocrystals is explained in terms of the QCSE,79,80,82,83 induced 
by spontaneous fluctuations in F due to mobility of the surface charges. Experiments with 
applied external fields on type-I CdSe-based nanocrystals have revealed a dominant contri-
bution of the quadratic term in the resulting change of the exciton energy E: Stark shifts due 
to the exciton polarizability ξ.83,84 This effect induces a negative correlation between PL peak 
energy and PL lifetime, as polarization of the exciton increases the radiative lifetime (see 
Figure 3.3d–f).79,80 CIS-based QDs are different from CdSe in three ways because of hole local-
ization: (1) The electron–hole Coulomb interaction VC depends strongly on the location rloc 

ΔE = p ⋅ F − ξF2, (3.1)
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of the hole, (2) p can be large if the hole localizes off-center, (3) Assuming a non-polarizable 
(localized) hole, ξ is small because of the low electron effective mass. Taking a = 1.5 nm, me = 
0.153 m0 and ε = 10 inside the QD, the electron polarizability ξ / 4πε0 equals 5 × 102 Å3 (Eq. 2.13). 

We developed a simple effective-mass model (see Chapter 2.1), where we approximate the 
(core–shell) CIS QD as a spherical infinite potential well. In our model, the hole resides on 
specific localization sites distributed in the CuInS2 core with inner radius a, while the electron 
is delocalized over the entire particle with radius b. We consider the possibility of spectral 
diffusion due to a fluctuating external electric field F (e.g. induced by mobile ligands/dangling 
bonds) that interacts with the exciton wave function (i.e., the QCSE), as well as a changing 
hole localization site. We approximate the hole wave function as a delta function δ(rh – rloc) 
centered around rloc and describe the electron wave function as a linear combination of parti-
cle-in-a-sphere wave functions ψe

ne,le,me
(re) (Eq. 2.3). The exciton wave function is then

with coefficients cene,le,me
(re) obtained by minimizing the exciton energy (Eq. 2.9). The Hamil-

tonian,

 
contains the electron-in-an-infinite-spherical-box Hamiltonian (with eigenvalues given by 
Eq. 2.5), and also has contributions of Coulomb interactions (direct and indirect) and the 
external electric field Vext. The exciton lifetime τrad is inversely proportional to the square of 
electron–hole overlap integral:

 
Here, τ0rad  is the lifetime of an exciton with the hole localized at rloc = 0, in the absence of an 
external electric field.

Based on our calculations (see the Methods for further details), we can understand how the 
qualitatively and quantitatively different spectral diffusion behavior of CIS-based QDs is 
a consequence of hole localization. We can attribute type-1 spectral diffusion—a negative 
correlation between peak energy and PL lifetime—to the QCSE due to fluctuating F (see 
schematic depiction in Figure 3.3d–f). The response of the peak energy to F can be much 
stronger than in CdSe-based QDs, because the CIS exciton can have a large internal dipole 
moment p = e rloc (where e is the elementary charge). Indeed, our effective-mass model 
confirms that the strength of the QCSE depends strongly on rloc (Figure 3.3g–h). Stark shifts 
of several tens to hundreds of meV, as well as a manifold increase of the radiative lifetime (see 
Figure 3.3i), can be explained in terms of fluctuations of the external electric field (e.g. by the 
addition or removal of an elementary charge on the QD surface). The dipolar nature of the 
excited state, arising from the hole localizing at a preferential Cu+ ion inside the QD, is thus 
responsible for the strong spectral diffusion in CIS/CdS QDs. The dipolar contribution to the 
QCSE is weak when rloc ≈ 0, or when the parallel external electric-field component is insignif-
icant. In that case, the dominant contribution to the QCSE is the (much) weaker second-order 
effect—a field-induced polarization of the electron wave function—which can only account 
for Stark shifts on the order of a few meV.

The observation of type-1 spectral diffusion on timescales of seconds implies that F fluctuates 
on these timescales (as is common in CdSe-based QDs) while rloc is fixed. That means, the 
hole must localize on the same Cu site over millions of consecutive photocycles. If it did 

ΨX(re, rh) = δ(rh − rloc) ∑
ne,le,me

cne,le,meψ
e
ne,le,me

(re), (3.2)

H = He
0(re) +VC(re, rloc) − eVext(re) + eVext(rloc), (3.3)

τrad = τ0rad ∣∬ ΨX(re, rh)dredrh∣
−2
= τ0rad

�����������
∑

ne,le,me

cne,le,meψ
e
ne,le,me

(rloc)
�����������

−2

. (3.4)
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Figure 3.5 | Results from quantum-mechanical calculations depicting in color scale how 
the location of hole localization affects (a,c) the exciton energy and (b,d) the radia-
tive lifetime, with (a,c) no external field and (b,d) an external field of +130 MV/m in the 
horizontal direction. Exciton energies and lifetimes are relative to the exciton energy E0 
and lifetime τ0rad  at zero external field and r loc = 0. (e) The same results as in panels (a–d), 
but now showing correlations between lifetime and energy. The solid purple–green line 
shows the relation between τrad/τ0rad  and E−E0 for hole localization at 0.5a with a varying 
external field from (purple) +130 MV/m to (green) −130 MV/m. The dashed line considers 
hole localization at increasing r loc, indicated by the colored circles, without external field. 
The more complex relationship of τrad/τ0rad  and E−E0 for varying r loc, with an external field 
of 130 MV/m, is depicted in Figure 3.6. Spectral diffusion in excess of 200 meV, observed 
in some QDs, is likely due to fluctuating electric fields stronger than 130 MV/m, which may 
occur occasionally in smaller particles.

not, the linear term in Eq. 3.1 would average out to ⟨p ⋅ F⟩ = 0 independent of F. This agrees 
well with the single-exponential PL decay in absence of spectral diffusion (see Figure 3.2 and 
corresponding discussion).

While fluctuations in F explain type-1 spectral diffusion (see Figure 3.3a–c), they cannot 
explain type-2 spectral diffusion (i.e. with positive correlations between energy and lifetime; 
Figure 3.4a–c). Instead, type-2 spectral diffusion requires fluctuations in rloc on the times-
cale of seconds (depicted schematically in Figure 3.4d–f). The dominant contribution to the 
energy change comes from VC. As the hole localization site moves toward the edge of the 
QD, the Coulomb interaction becomes less attractive, increasing the excited-state energy 
(see Figure 3.4g, Figure 3.5a). Likewise, the electron–hole wave function overlap is decreased, 
increasing the radiative lifetime (Figure 3.4h, Figure 3.5b). 

The situation is somewhat more complex if rloc changes in the presence of an external field 
(Figure 3.5c,d). In most cases this produces a positive correlation of changes in energy and 
lifetime (Figure 3.5e) but, for some scenarios, a negative correlation can occur (Figure 3.6). 
However, clearly, the alternative model of a QCSE due to fluctuating F (purple–green curve in 
Figure 3.5e) cannot produce positive correlations. We thus attribute type-2 spectral diffusion 
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events—with a positive correlation between emission energy and PL lifetime—to a sponta-
neous change in rloc, the Cu site at which the hole preferentially localizes.

A change in rloc need not involve a change in the inorganic crystalline part of the QD; DFT 
calculations have shown that the position at which the hole localizes can be strongly influ-
enced by the presence of charges on the QD surface.59 This may explain why some QDs 
exhibit spectral diffusion without a correlation between PL lifetime and PL peak position: 
(movement of) surface charges may induce both the QCSE and simultaneously a change in 
the hole localization site, resulting in an unclear net correlation. We observed clear type-2 
spectral diffusion in only 3 of the 32 CIS/CdS QDs studied (Extended Data; Ref. 77). Together, 
fluctuations of F and rloc, possibly correlated, can produce complex and strong fluctuations of 
exciton energy and PL lifetime, as we observe experimentally.

3.3 | Conclusions

In summary, our single-QD experiments have shown how sample inhomogeneities deter-
mine the broad PL linewidths and multi-exponential PL decay of CIS nanomaterials. Even in 
absence of spectral diffusion, the PL linewidth of CIS/CdS QDs is broad (minimum FWHM > 
0.16 eV). This points to electron–phonon coupling, which is, along with the long PL lifetimes, 
consistent with hole localization prior to radiative recombination. Additionally, the PL decay 
is single exponential in absence of spectral diffusion, suggesting that the hole localizes at the 
same Cu site after each excitation. Most QDs exhibit spectral diffusion to a much stronger 
extent (with shifts in excess of 200 meV) than previously observed in CdSe-based nanomate-
rials. We observe two types of spectral diffusion. First, spectral diffusion due to the QCSE is 
much stronger than in CdSe because the CIS electron–hole pair has a dipole moment. Second, 
changes in the hole localization site account for a spectral diffusion mechanism unique to CIS. 
A combination of factors, involving QD size, shape, composition, and surface-ligand coverage 
likely determines at which Cu site the hole preferentially localizes. In all, our results highlight 
how emission fluctuations provide valuable information on the photophysics of QDs. Similar 
experiments on InP QDs may shed light on the recent claim that trapped charge carriers are 
involved in the fluorescence mechanism.85

3.4 | Contributions

Huygen J. Jöbsis synthesized the CIS and CIS/CdS QDs and measured the ensemble-level 
emission spectra and decay curves. P. Tim Prins supervised Huygen J. Jöbsis and interpreted 
the data. Stijn O.M. Hinterding conducted the single-QD measurements, and analyzed and 
interpreted the data. Serena Busatto performed electron microscopy and EDS elemental 
analysis (see also the extended data; Ref. 77) Mark J.J. Mangnus developed the quantum-me-
chanical framework and performed the corresponding calculations. Daniel Vanmaekelbergh, 
Celso de Mello Donega and Freddy T. Rabouw supervised the project.
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3.5 | Methods
Fitting of ensemble-scale PL decay

The PL decay curve of the ensemble of CIS/CdS core–shell QDs was fitted with a simple model of a distribution of 
radiative decay rates due to a distribution of hole localization sites. We assume that the electron wave function is the 
lowest-energy solution to the particle-in-a-spherical-box problem, ψe

100(r) = a sin(πr/a)/πr (see Eq. 2.3–2.5), and 
the hole is a delta function δ(rh − rloc), with rloc the localization site. The radiative lifetime is inversely proportional 
to the square of the electron–hole overlap integral (see also Eq. 3.4):

 
where τ0rad  is the radiative lifetime for rloc = 0. We assume that the distribution of hole localization sites (over the 
ensemble and time) is homogeneous over a sphere of radius rmax < a and that there is no effect of nonradiative recom-
bination. This produces

as a model for the PL decay curve. Fitting this to the data of Figure 3.2b yields a best fit with τ0rad  = 111.2 ns and 
rmax = 0.735a. This is in good agreement with the expected maximum radial position at which the hole can localize  
(acore / acore–shell = 0.8). 

Quantum-mechanical calculations

We apply a simple effective-mass model, where the CIS/CdS core–shell quantum dot is approximated as a spherical 
infinite potential well with radius a of 1.5 nm. The hole resides on specific localization sites within the CIS core (with 
radius b = 0.8 a = 1.2 nm), while the electron is delocalized over the entire nanocrystal volume. There are two factors 
that strongly influence the exciton energy and lifetime, namely the radial position of the hole localization site and 
the presence of an external electric field, which we approximate as a homogeneous field: F = q / 2πεε0a2 (see Figure 
2.4b). In the scenario of two oppositely charged species on either side of the QD this implies a field of ±130 MV/m.

Calculation of matrix elements

Considering both the direct electron–hole attraction and effects due to dielectric contrast between the QD and the 
outer medium, the Coulomb potential VC (see Eq. 3.3) has the form

 
where the first term is the direct interaction and the other terms describe indirect interactions with image charges. 
The direct interaction describes the attraction between the electron and hole (drawing the electron toward the hole 
localization site), while the indirect contribution describes the effect that charge carriers are attracted toward the 
point of highest dielectric stabilization (i.e., the center of the QD).

The function P (r1, r2) is given by

 

with αs = (γ – 1) (s + 1)/ε(γs + s + 1), γ = εQD / εmedium and Ps is the sth Legendre polynomial of the cosine of the angle 
ζ between r1 and r2.16,17,60 The operator for the direct electron–hole potential can be expressed in terms of spherical 
harmonics using a multipole expansion:

 
As a result, the electron–hole interaction integrals can be separated into a radial integral and an angular integral. The 
radial integrals are solved numerically and have the form

τrad(rloc) = τ0rad
π2r2loc

a2 sin2(πrloc/a)
, (3.5)

I(t,A, τ0rad, rmax) = ∫
rmax

0

e−t/τrad(rloc)

τrad(rloc)
4πr2locdrloc (3.6)

VC(re, rh) = −
e2

4πεε0
[

1
∣re − rh∣

+
P(re, re) + P(rh, rh)

2
− P(re, rh)] , (3.7)

1
∣re − rh∣

=
∞
∑
q=0

q
∑
p=−q

4π
2q + 1

min(re, rh)q

max(re, rh)q+1
Yp
q(θe,φe) Y

p∗
q (θh,φh). (3.9)

P(r1, r2) =
∞
∑
s=0

αs
rs1r

s
2

a2s+1
Ps(cos ζ), (3.8)
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∬
a

0
Re
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e
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∫
a

0
Re
n1,l1(re)R

e
n2,l2(re)
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re2dre.
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0 0 0)(
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m1 m2 m3

) ,
(3.12)

The angular integrals contain the spherical harmonics and are of the form:

Using the 3-j symbols,

 
and

the angular integrals can be simplified to 

Defining the hole localization site to be along the z-axis, combined with the relation Ps(cos ζ) =
√
4π/(2s + 1) Y0

l (θ,φ) 
Ps(cos ζ) =

√
4π/(2s + 1) Y0

l (θ,φ) the contribution of indirect Coulomb interactions can be calculated using a similar mathematical proce-
dure.

Il1,m1,l2,m2 =
∞
∑
q=0

q
∑
p=−q

4π
2q + 1

(−1)m2 Yp∗
q (θloc,φloc)

√
(2l1 + 1)(2l2 + 1)(2q + 1)

4π
(l1 l2 q
0 0 0)(

l1 l2 q
m1 −m2 p) .

(3.14)
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Figure 3.6 | The correlation between exciton energy 
and lifetime, calculated using the variational approach 
in the presence of an electric field of 130 MV/m. The 
circle colors represent the location of the hole within 
the CIS QD.

Ym∗
l (θ,φ) = (−1)

m Y−ml (θ,φ), (3.13)
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We approximated that external charges generate a homogeneous electric field F, giving rise to an electrostatic poten-
tial

Variational theory

To achieve convergence in our variational approach, we used 80 basis functions, with quantum numbers ne =  
{1, 2, …, 5}, le = {1, 2, 3} and me = {–3, –2, …, +2, +3}. The results of this variational approach differ slightly from the 
simple model predicted by perturbation theory (assuming a 1S electron wave function and an energy correction up 
to second order; see Fig. 3.3g–i and Fig. 3.4g–h). The most important discrepancies are that:

• Perturbation theory overestimates the exciton dipole moment (Fig. 3.3g)

• Perturbation theory overestimates the polarizability of the exciton (Fig 3.3h)

Both discrepancies originate from the fact that in our second-order perturbation description of the impact of an 
external field, the effect of the hole on the electron wave function is neglected: attraction of the electron wave func-
tion to the localized hole decreases the dipole moment (the electron is pulled toward the hole) of the exciton as well 
as the polarizability of the exciton (electron–hole attraction that opposes polarization of the electron cloud by an 
external field). The effective dipole moments calculated in the absence of an external electric field are in good agree-
ment with the slopes found in Figure 3.3g. Similarly, the polarizabilities as expected from second-order perturbation 
theory are equivalent to what we find using variational theory without taking into account electron–hole interactions 
(compare orange and black dashed line in Figure 3.3h).

Vext(r) = F ⋅ r. (3.15)
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In recent years, quantum dots (QDs) have emerged as bright, color-tunable light sources 
for various applications such as LEDs, lasing, and bioimaging. One important next step to 
advance their applicability is to reduce particle-to-particle variations of the emission proper-
ties as well as fluctuations of a single QD’s emission spectrum, also known as spectral diffu-
sion (SD). Characterizing SD is typically inefficient as it requires time-consuming measure-
ments at the single-particle level. Here, however, we demonstrate multiparticle spectroscopy 
(MPS) as a high-throughput method to acquire statistically relevant information about both 
fluctuations at the single-particle level and variations at the level of a synthesis batch. In MPS, 
we simultaneously measure emission spectra of many (20–100) QDs with a high time resolu-
tion. We obtain statistics on single-particle emission line broadening for a batch of tradi-
tional CdSe-based core–shell QDs and a batch of the less toxic InP-based core–shell QDs. 
The CdSe-based QDs show significantly narrower homogeneous line widths, less SD, and 
less inhomogeneous broadening than the InP-based QDs. The time scales of SD are longer 
in the InP-based than in the CdSe-based QDs. Based on the distributions and correlations 
in single-particle properties, we discuss possible origins of line-width broadening of the two 
types of QDs. Our experiments pave the way to large-scale, high-throughput characterization 
of single-QD emission properties and will ultimately contribute to facilitating rational design 
of future QD structures.

 
4.1 | Introduction

Major advances in colloidal synthesis86 have facilitated large-scale production of durable, 
color-tunable and bright quantum dots (QDs) with applications in LEDs,87,88 lasing,5 (bio)
imaging,89 and solar energy conversion38,90–92. In recent years, much effort has been directed at 
improving the quantum efficiency and/or color-purity of various types of QDs, including the 
traditional families of II–VI and III–V semiconductors, but also the more recently discovered 
perovskites93 and non-toxic I–III–VI2 QDs.45 Narrow emission line widths and high photo-
luminescence quantum yields (PLQYs) are desired for many applications. Improving these 
key performance features requires uniform and well-defined emission properties for all QDs 
within a batch. However, eliminating property variations is challenging as the origins often 
remain obscured in ensemble measurements. Single-particle studies have revealed that the 
properties among single QDs can be very different, even when they originate from the same 
synthesis batch and are almost identical in terms of size, shape and composition.60,77,94 In fact, 
emission properties are not only different from one QD to another, but are also often unstable. 
This manifests as blinking and spectral diffusion (SD)—temporal fluctuations in the lumines-
cence intensity and color.70,82,95–102 Mechanisms of blinking and SD have been identified for 
different types of semiconductor QDs.70,77,82,84,97,103 Knowledge of such undesired mechanisms 
has facilitated steps toward rational design of superior QDs—in particular CdSe-based 
core–(graded) shell heterostructures.103–106 Despite these substantial developments, extending 
design rules to the more promising but less well-understood class of environmentally friendly 
III–V QDs remains challenging. The best results have been obtained with InP/ZnSe, InP/ZnS 
or InP/ZnSe/ZnS core–shell(–shell) structures,107–114 but their mechanism of luminescence is 
still under discussion. In particular, while a type-I band alignment is often claimed based on 
the bulk band energies,108,109,111,112 delocalization of the electron115 or hole113 into the ZnSe shell 
has also been proposed. Furthermore, defect-related trapping of charge carriers may strongly 
impact the nature of the exciton.85,116–118 Experimental data with simultaneous single-particle 
detail and statistical relevance can help resolve such debates.

Here, we use multiparticle spectroscopy (MPS) as an unbiased high-throughput technique to 
study variations and fluctuations of the emission properties within batches of QDs. In MPS, 
we simultaneously excite many (20–100) QDs and spectrally disperse the photoluminescence 
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from their diffraction-limited emission spots before focusing the image onto a pixel-array 
electron-multiplying CCD (EM-CCD) detector. Operating the EM-CCD at a frame rate of 10 
Hz, we collect statistically relevant information about temporal fluctuations of single-particle 
emission spectra, as well as about particle-to-particle variations that occur within the batch. 
Compared to traditional single-particle spectroscopy, MPS facilitates a characterization speed 
that is at least ten times faster, and is less easily affected by the problem of a user-selection 
bias.119–122 We characterize the emission from a batch of CdSe-based and a batch of InP-based 
core-shell QDs (N = 491 for CdSe/CdS/ZnS and N = 154 for InP/ZnSe). The batch of InP/ZnSe 
QDs has more heterogeneous emission properties than the CdSe/CdSe/ZnS QDs and shows 
more SD. The time scales associated with SD in InP/ZnSe are longer than in CdSe/CdS/ZnS 
QDs. We ascribe the variations and fluctuations of single-QD properties to variations in size, 
shape, materials properties, and to the quantum-confined Stark effect (QCSE).82–84 Interest-
ingly, the strong SD observed in InP/ZnSe QDs can be explained both in the framework of 
a delocalized exciton and an exciton with a trapped charge carrier. The introduction of MPS 
in the field of colloidal QDs is an important step as it facilitates unbiased high-throughput 
characterization of single-particle emission properties that may greatly aid the development 
of future generations of QDs.

4.2 | Results

4.2.1 Multiparticle spectroscopy of semiconductor quantum dots

The most common method to obtain emission spectra from individual QDs is time-con-
suming, making the acquisition of statistically relevant data difficult. Particles are typically 
measured one by one, guiding the emission of a QD through the narrow entrance slit of a 
spectrometer. The spectrometer contains a dispersing element such as a grating or a prism 
that disperses the light before it is projected onto a pixel-array camera. Calibration of the 
emission spectrum is relatively straightforward: all luminescence detected on the camera 

Figure 4.1 | Setup for multiparticle spectroscopy. The luminescence from 20–100 QDs is 
collected simultaneously by a microscope objective. The image is directed to the entrance of a 
spectrometer (without the use of a slit) equipped with a diffraction grating. By positioning the grating 
at different angles, we project either the 0th-order reflection image (0), or the 1st-order diffraction 
image (1) onto a pixel-array camera.

Diffraction
grating

~20–100 QDs 
per (100 µm)2

EM-CCD

0

1
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Figure 4.2 | Obtaining single-particle emission spectra. (a) Image of the 0 th-order 
diffraction of a field of view containing several tens of CdSe/CdS/ZnS QDs. (b) The corre-
sponding image of the dispersed 1st-order diffraction. The horizontally elongated emission 
spots contain spectral information. (c) Overlay of the 0 th-order and 1st-order diffraction 
images. (d–e) Zoom-in views of the 0 th-order and 1st-order diffraction images of the 
QDs highlighted in panel c (vertically offset for clarity). To obtain emission spectra, the 
wavelength axis is calibrated by fixing a center wavelength (625 nm in this experiment, 
approximately at the ensemble emission peak) at the pixel number x that corresponds to 
the center of the emission spot in the 0 th-order diffraction image. (f) Resulting single-QD 
emission spectra of the two CdSe/CdS/ZnS QDs highlighted in panel c.

originates from a sharply defined position, and the light diffraction by the dispersing element 
is known. Measuring spectra of multiple QDs in this way usually involves scanning over the 
sample area, although it is possible to use a densely covered substrate and measure several 
QDs at different vertical positions within the slit simultaneously.123

Rather than measuring the photoluminescence of selected QDs one by one, we use MPS to 
measure emission spectra of typically 20–100 QDs simultaneously. The method is inspired 
by a recent study of QD blinking at the multiparticle level124 and slitless strategies that have 
previously been applied in the fields of bioimaging and astrophysics.125–127 In MPS (Figure 
4.1), QDs are sparsely distributed on a glass substrate and excited by wide-field illumination. 
Without the use of an entrance slit, the emission from these QDs is directed to our spectrom-
eter that is equipped with a reflective diffraction grating. Depending on the orientation of 
the diffraction grating in the spectrometer, either the 0th-order (i.e. the specular) reflection 
or the 1st-order diffraction is projected onto our pixel-array EM-CCD camera. The 0th-order 
reflection is just the real-space image of the field of view containing information about the 
position of the individual emitters (see Figure 4.2a; an example of a measurement on CdSe/
CdS/ZnS core–shell QDs). In the 1st-order diffraction (Figure 4.2b), light of different colors 
is dispersed at different angles, with blue light diffracted at smaller angles and red light at 
wider angles. The image of the 1st-order diffraction thus contains the spatial information in 
one dimension (vertical), while the other dimension (horizontal) is a convolution of spatial 
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and spectral information (see Figure 4.2b). Overlaying the 0th-order and 1st-order diffraction 
images (Figure 4.2c), we see clearly that the emission from each individual QD is dispersed 
horizontally around its original position. We used a background-subtraction procedure 
to obtain the clean images in Figure 4.2a–c, as explained in the Methods Section (Figure 
4.10, 4.11). The horizontal positions of the diffraction-limited emission spots in the 0th-or-
der diffraction image form the basis for wavelength calibration of the numerous emission 
spectra in Figure 4.2b: the horizontal pixel number of the emission spot coincides with a 
center wavelength around which the light is dispersed (see Figure 4.2d,e). The wavelength of 
pixel position x1 in the 1st-order diffraction image is calibrated as λ(x1) = λcent + dλ(x1 − x∗0 ), 
with λcent the grating’s center wavelength, which depends on the grating orientation, x∗0  the 
pixel position of the QD in the 0th-order diffraction image, and dλ = c(x1−x∗0 )dλ0 . c(x1−x∗0 )  is 
a correction factor that accounts for a small dependence of dλ on x (ranges from 1.01 to 0.99 
for the leftmost and rightmost pixels). Using this calibration, we can reconstruct the emission 
spectra of many individual QDs simultaneously (Figure 4.2f). We verified that this calibration 
procedure of our MPS images returns a QD emission spectrum correctly, independently of 
the horizontal position of the QD on the sample, and confirmed that the sample does not drift 
on the time scale of our measurements (see Methods; Figure 4.13, 4.14).

Using MPS, we can measure the emission spectra of many single QDs with high time resolu-
tions down to ~20–100 ms (depending on the signal-to-noise requirements), resolving the 
behavior of both blinking and SD. As we can simultaneously characterize 20–100 QDs, it 
is possible to measure hundreds of QDs within an hour—more than ten times faster than 
single-particle spectroscopy, and without user-selection bias. An even better level of statisti-
cal information about single-QD line widths and SD, and with better time resolution down to 
the ns range, can be obtained using solution-phase photon-correlation Fourier spectroscopy 
(sPCFS).119,128,129 However, sPCFS does not capture SD, because each individual QDs is probed 
for no longer than a couple of milliseconds as they move through the detection volume.129 

Furthermore, it provides information only about average single-particle line widths and 
relative emission energies. sPCFS thus does not offer a complete picture of emission varia-
tions and fluctuations. Our strategy of MPS fills the gap of high-throughput characterization 
of absolute emission energies, variations in single-particle properties, and SD (at 10–2–103 s 
time scales) with a good level of statistics. According to previous sPCFS measurements,129 this 
range of accessible time scales is exactly the interesting range in which SD occurs.

In this chapter, we first demonstrate examples of single-particle emission properties that 
can be extracted from high-throughput MPS measurements, before characterizing varia-
tions among particles within a batch. We finish by identifying correlations in the particle-to- 
particle variations and we discuss the different behaviors observed for CdSe/CdS/ZnS and 
InP/ZnSe QDs.

4.2.2 Spectral diffusion of single CdSe/CdS/ZnS and InP/ZnSe core–shell quantum 
dots

MPS at high frame rates reveals SD, i.e. fluctuations of the emission spectrum, of all QDs 
in the field of view simultaneously. To optimize the fluorescence signal while maintaining a 
high time resolution, we measured SD at a frame rate of 10 Hz for two different types of QDs: 
a batch of CdSe/CdS/ZnS (N = 491) and a batch of InP/ZnSe (N = 154) core–shell QDs. The 
CdSe/CdS/ZnS QDs are the same batch as measured in Ref. 130. The QDs are spherical, with 
a core diameter of 3.7 nm, and the shell consists of 8 monolayers of CdS and 2 monolayers of 
ZnS, so that the total QD diameter is 9.2 ± 0.8 nm (mean ± standard deviation).130 The InP/
ZnSe QDs are truncated tetrahedrons131 with a core size of 3.2 nm and an edge length of 10.5 
± 1.2 nm (Figure 4.3a,b). 
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Figure 4.3 | Spectral diffusion of single QDs. (a–b) Transmission electron micros-
copy images of the CdSe/CdSe/ZnS core–shell QDs and InP/ZnSe QDs. Geometries of 
the core–shell(–shell) QDs are schematically shown in the insets. (c) Time trace of the 
emission spectra of a representative CdSe/CdS/ZnS QD with a 100-ms time resolution. 
The PL intensity is specified by the color and increases from blue to yellow to red. (d–e) 
Same as c, but for two InP/ZnSe QD that exhibit weak and strong spectral diffusion. (f–h) 
Time-integrated emission spectra corresponding to the time traces in c–e.

The CdSe/CdS/ZnS QDs show minor SD. A representative time trace of the emission spectrum 
is shown in Figure 4.3c. Upon close inspection, small jumps (<5 meV) of the emission peak 
are apparent. Two different types of behavior, observed in two different InP/ZnSe QDs from 
the same synthesis batch, are shown in the time traces in Figure 4.3d,e. The first InP/ZnSe 
QD (Figure 4.3d) exhibits SD similar to that of our CdSe/CdS/ZnS QDs, featuring only small 
spectral jumps. The second QD (Figure 4.3e), on the other hand, shows spectral jumps as 
large as 100 meV, as well as more gradual shifts. For every 100-ms spectral frame, we fitted 
an empirical Gaussian function to estimate the single-frame emission peak energy µSF and 
line width fwhmSF. The emission peak energy µSF exhibits fluctuations because of SD, which 
increases the line width of the time-integrated emission spectra (Figure 4.3f–h). In the follow-
ing analysis of emission energy and line width, we used an intensity threshold to reject frames 
during which the QD blinked off (see Methods).

More information about SD is encoded in the correlation between the emission energy and 
line width that a single QD features over the recorded frames. We describe the correlation in 
terms of the Pearson correlation coefficient ρµ,fwhm: the covariance of µSF and fwhmSF normal-
ized to the product of their respective standard deviations. Possible values range from –1 
(perfect negative correlation) to +1 (perfect positive correlation). Figure 4.4a shows a 2D 
histogram of the single-frame emission energies and line widths for the CdSe/CdS/ZnS that 
was previously highlighted in Figure 4.3c. Higher emission energies µSF are correlated with 
narrower line widths fwhmSF, with a ρµ,fwhm of –0.69. The two previously selected InP/ZnSe 
QDs exhibit two different types of behavior, with the first showing a weak negative correla-
tion between µSF and fwhmSF and the second showing a more pronounced correlation (ρµ,fwhm 
of –0.19 and –0.52, respectively). 2D histograms are shown in Figure 4.4b,c. We will further 
discuss the observed correlations at a later point.
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Figure 4.4 | Further characterization of single-QD spectral diffusion. (a–c) Correlation between 
the single-frame (100 ms) emission energy and line width, µSF and fwhmSF. The correlations are 
shown as 2D histograms of µSF and fwhmSF, relative to the time-integrated peak energy and line 
width, for the QDs in Fig. 4.3c–h (same colors). Note that the histograms are centered at values 
(just) below (0,0) as the single-frame line width is narrower than the time-integrated line width. 
(d) Mean square energy difference, 〈Δ2〉, of the emission energy as a function of the delay time 
between recorded frames. Colors correspond to the colors in Fig. 4.3c–h. Solid lines are fits to Eq. 
4.1.

Based on the emission time traces (Figure 4.3c–e), SD in the CdSe/CdS/ZnS and InP/ZnSe 
QDs appears to occur at time scales of seconds, although it is not possible to identify SD at 
sub-100-ms time scales because of the time resolution. To quantify the relevant time scale at 
which SD occurs, we calculate the mean square energy difference between emission peaks, 
⟨Δ2⟩ = ⟨[μSF(t) − μSF(t + τ)]

2⟩t , as a function of delay time τ between frames (Figure 4.4d). 
The emission energies of a QD are correlated at short delay times, as indicated by the small 
〈Δ2〉 . For longer delay times 〈Δ2〉 increases because of the fluctuations in emission energy, 
which we observed directly in Figure 4.3c–e. 〈Δ2〉 reaches a plateau at delay times of several 
seconds, indicating that the spectrum wanders within finite bounds. The 〈Δ2〉-curves of the 
CdSe/CdS/ZnS QD and the two selected InP/ZnSe QDs (Figure 4.4d) are qualitatively similar. 
However, the characteristic time scales at which SD takes place are different. We determine 
the characteristic time scale of SD, tc, by fitting the model function

 
 
to the experimental 〈Δ2〉-curve, where Δ2

∞  is the plateau value and 2σ2 is a constant offset 
accounting for the fit error on the single-frame emission peak energy (see Methods). The 
exponential term is exactly the expected time dependence of 〈Δ2〉 for a single charge diffusing 
randomly on the surface of a spherical QD with a polarized exciton (see Methods) but may 
also be the result of more complex charge diffusion and a polarizable exciton. This model 
function provides a reasonable estimate for the magnitude and time scale of SD, but is not 
an equally perfect match to all experimental 〈Δ2〉-curves. The selected CdSe/CdS/ZnS QD of 
Figure 4.3c has Δ2

∞  = 6.5 × 102 meV2 and tc = 0.16 s (blue solid line in Figure 4.4d). The two 
InP/ZnSe QDs yield fit parameters Δ2

∞  = 4.7 × 101 meV2 and tc = 0.26 s and Δ2
∞  = 1.1 × 103 

meV2 and tc = 1.2 s, respectively (Figure 4.4d). Based on the values for tc, we can conclude that 
for all QDs, SD probes the full range of possible emission energies µSF within a time scale of a 
few seconds. As indicated by the higher plateau value of the orange 〈Δ2〉-curve in Figure 4.4d, 
the range of energies over which µSF fluctuates is much larger for this InP/ZnSe QD compared 
to the other QDs. This is consistent with the time traces in Figure 4.3c–e.
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4.2.3 Interparticle variations within batches of QDs

Our method of MPS can statistically map out single-particle fluctuations (Figure 4.3) on 
the one hand, and interparticle variations on the other hand. Together, they determine the 
emission properties of a batch of QDs. In Figure 4.5a, we show the inhomogeneous broad-
ening of our batches of CdSe/CdS/ZnS and InP/ZnSe QDs, i.e. the distributions of time-in-
tegrated emission maxima (491 and 154 single-particle measurements, respectively). It is 
immediately evident that the batch of CdSe-based core–shell QDs has a more well-defined 
emission energy, while the batch of InP/ZnSe QDs shows wider variations. The CdSe/CdS/
ZnS QDs emit at 2.004 ± 0.014 eV and the InP/ZnSe QDs at 1.86 ± 0.07 eV. The single-frame 
emission line width fwhmSF is a measure for the homogeneous emission line width (Figure 
4.5b), only affected by SD-induced broadening on sub-100-ms time scales.129,132 For CdSe/CdS/
ZnS, this single-frame line width is narrow for all particles: 61 ± 5 meV. The batch of InP/ZnSe, 
instead, features a broader average line width and a much wider spread: 80 ± 16 meV.

Fluctuations of the emission spectrum are observed in both types of QDs, as previously 
highlighted in Figure 4.3. For the batch of CdSe/CdS/ZnS QDs, a large majority of 67.3% 
of QDs exhibit a clear negative correlation between emission energy and line width (–1.00 
< ρµ,fwhm < –0.25). In other words, most single-QD spectra broaden when they shift toward 
the red, similar to Figure 4.4a. For the remaining QDs, a clear negative correlation may be 
obscured by the fit uncertainty which is large compared to the SD-induced spread of emission 
properties (see Figure 4.15). Most InP/ZnSe QDs (76.1%) also exhibit spectral diffusion where 
the emission energy and line width are negatively correlated, similar to Figure 4.4b. The other 
QDs shows no clear correlation, similar to Figure 4.4c. Hence, the SD in CdSe/CdS/ZnS and 
InP/ZnSe QDs are alike in terms of the predominantly negative correlation between µSF and 
fwhmSF. Realize that ρµ,fwhm quantifies the degree of correlation but does not carry information 
about the ranges of µSF and fwhmSF over which the single-QD spectrum fluctuates.
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width, and (c) spectral diffusion-induced broadening. (d) As a result of spectral diffusion, 
the time-integrated emission line width is broadened with respect to the single-frame line 
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for 491 CdSe/CdS/ZnS and 154 InP/ZnSe QDs (blue and yellow histograms, respectively).
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We define the SD-induced broadening of the emission spectrum as the difference between 
the time-integrated and the median single-frame line width. Histograms of this SD-induced 
broadening and the resulting time-integrated emission line widths are shown in Figure 4.5c,d. 
The CdSe-based QDs show minor SD, with a broadening of only 1.5 ± 0.8 meV and thus the 
time-integrated line width (62 ± 5 meV) is almost identical to the single-frame line width (61 
± 5 meV). The batch of InP-based QDs, on the other hand, features QDs with strong SD. The 
SD-induced broadening of 10 ± 7 meV (mean ± standard deviation) is a substantial contribu-
tion to the time-integrated emission spectra that have a line width of 92 ± 25 meV, compared 
to 80 ± 16 meV for the single-frame line width. We note that our batch of InP/ZnSe QDs is 
highly heterogeneous: while some QDs are strongly affected by SD and feature emission line 
widths as broad as 120–150 meV, others are only mildly affected by SD and have emission 
spectra as narrow as 50–60 meV—comparable or even superior to the Cd-based QDs. Figure 
4.5e shows the distribution of relevant time scales associated with SD in the two batches of 
CdSe/CdS/ZnS and InP/ZnSe. The characteristic time scale of SD tc (Eq. 4.1) in the CdSe/CdS/
ZnS QDs is rather uniform, with values of 0.22 ± 0.08 s (mean ± standard deviation). In our 
InP/ZnSe tc is 0.9 ± 0.9 s, which is four times longer on average and more widely distributed.
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in the same plots. (a) Correlation between the emission peak energy and line width. (b) Relation-
ship between the SD-induced line broadening and the emission energy of the QDs. (c) Correlation 
between the time scale of SD and broadening due to SD. (d) Magnitude of single-particle fluctua-
tions in emission peak energy µSF and line width fwhmSF.
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Based on the distributions of emission properties we can conclude that the batch of CdSe/
CdS/ZnS is a superior batch of QDs, with little inhomogeneous broadening (Figure 4.5a), and 
a narrow (Figure 4.5b) and stable (Figure 4.5c) single-particle emission line width. Instead, 
the batch of InP/ZnSe QDs is highly diverse, containing some high-quality QDs with narrow 
emission line widths (Figure 4.5d), but also containing a large fraction of QDs that is severely 
affected by SD (Figure 4.5c). We speculate that the large variations in emission properties 
among particles in our batch of InP/ZnSe QDs may be a consequence of variations in size, 
geometry, composition115, and defects85,116–118. This discussion will be resumed later. At this 
point, we emphasize that the heterogeneity of emission properties observed in this batch 
highlights the unique capabilities of MPS to characterize particle-to-particle variations of the 
emission properties with strong statistics and without a user-selection bias.

Having characterized the variations between particles within the two batches of QDs, we 
will now explore possible correlations in the emission properties. We did not observe clear 
trends related to the brightness of the QDs, which suggests that SD cannot be linked to large 
variations in the PLQY, and hence will not address intensity-based correlations in the follow-
ing discussion. Figure 4.6a shows the relation between the emission peak energy and the 
broadening due to SD. Interparticle variations are uncorrelated for CdSe/CdS/ZnS QDs. For 
InP/ZnSe QDs, instead, lower emission energies appear to be associated with broader line 
widths. Figure 4.6b shows the possible correlation between the emission peak energy and 
the broadening due to SD. There is no clear correlation for the CdSe/CdS/ZnS QDs, while 
for the InP/ZnSe QDs stronger SD-induced broadening appears to be correlated with lower 
emission energies. Figure 4.6c shows a positive correlation between the timescale of SD tc and 
the SD-induced emission line broadening.

Figure 4.6d highlights the magnitude of the fluctuations in emission energies and line widths 
due to SD. Large fluctuations of µSF are in general associated with concomitant large fluctua-
tions in fwhmSF. Both µSF and fwhmSF fluctuate by up to 30 meV for InP/ZnSe versus approx-
imately 2–6 meV for CdSe/CdS/ZnS. The magnitude of the fluctuations is unrelated to the 
correlation coefficient but is, on average, very different between the two types of QDs.

4.3 | Discussion

We can explain the SD of both batches of QDs (Figure 4.5, 4.6) in terms of the commonly 
invoked QCSE.77,82–84 The QCSE is the energy shift of the exciton state due to polarization by 
an electric field. A fluctuating electric field, and hence fluctuating exciton energy, is thought 
to originate from the random movement of mobile charges.133 These charges may be charged 
ligands hopping from site to site, or charge carriers hopping between trap states on the 
surface or inside the QD. If such hopping occurs on time scales of milliseconds to seconds, it 
manifests as SD. The quantitative effect, i.e. the magnitude of emission shift, depends on the 
charge distribution in the excited state of the QDs and on the position and charge of species 
on the QD surface. In the following discussion, we shall take into account the nature of the 
excited states in our CdSe/CdS/ZnS and InP/ZnSe QDs to explain the differences in their 
interparticle variations and fluctuations.

Mobile charges at the QD surface cause an electric field across the QD and polarize the exciton 
wavefunction, which not only lowers the emission energy (i.e. QCSE) but also broadens the 
spectrum because of enhanced coupling of the polarized exciton to optical phonons.82–84 This 
twofold effect of wavefunction polarization causes the negative correlation between emission 
energy and line width, which has been reported before for CdSe-based core–shell struc-
tures.79,82 Our experimental results reproduce this clear negative correlation for the majority 
of the CdSe/CdS/ZnS (Figure 4.4a) and InP/ZnSe QDs (Figure 4.4b). The correlation is less 
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clear for a subset of the QDs but, as discussed above, this may be a result of fit uncertainties 
that are large compared to the observed SD-induced spread of µSF and fwhmSF (Figure 4.15).

The CdSe/CdSe/ZnS QDs show a minor SD-induced broadening of 1.5 ± 0.8 meV (Figure 
4.5c), seemingly uncorrelated to the emission energy (Figure 4.6b). This corresponds with 
fluctuations of the exciton energy of 3.2 ± 1.0 meV (Figure 4.6d; convolution with the single-
frame line width produces the 1.5 ± 0.8 meV broadening; see Figure 4.15). The model of the 
QCSE predicts that the exciton energy red shifts by an amount ∆E because of an instantaneous 
electric field F due to mobile surface charges.77,83,84 The first (linear) term of Eq. 3.1 describes 
the interaction of the external electric field with a static dipole moment of the excited state 
p, which may be absent (p = 0) but can arise due to asymmetric (de)localization of the charge 
carriers. The second term is the effect of the polarizability ξ of the exciton wavefunction. 
High-resolution scanning transmission electron microscopy and energy dispersive X-ray 
(EDX) mapping show that our CdSe/CdS/ZnS QDs may have slight off-center positions of 
the CdSe core (Figure 4.9). As the electron delocalizes over the CdS shell while the hole is 
confined to the core, an asymmetric shell could produce a small dipole moment p. However, 
previous experiments with intentional external electric fields have shown that the quadratic 
term in Eq. 3.1 is the dominant contribution to the QCSE in spherical CdSe-based nanocrys-
tals.83,84

The magnitude of the energy fluctuations depends on the maximum electric field that the 
exciton may experience due to the fluctuating charges on the QD surface. As a back-of-the-en-
velope calculation, we consider the maximum electric field Fmax in the center of a spherical 
QD of radius a due to two elementary charges at opposite side of the surface:77,83,84

 

 
where e is the elementary charge, ε0 is the vacuum permittivity, and ε is the relative permittiv-
ity of the QD material. The QCSE is consistent with the estimated polarizability of the exciton 
in our CdSe/CdS/ZnS QDs, which, to first order, is the sum of electron and hole contribu-
tions (Eq. 2.13).77,84 The contributions of the electron and hole to the exciton polarizability are 
ξe/4πε0 = 2 × 104 Å3 and ξh/4πε0 = 8 × 103 Å3, as estimated assuming an electron with me = 0.11 m0 
delocalized into the CdS shell and a core-confined hole with mh = 1.14 m0.18,19 

Fluctuating electric fields on the order of 20 MV m–1 (Eq. 4.2) would hence explain emission-en-
ergy fluctuations of 3.2 ± 1.0 meV. The low polarizability and a small off-center position of 
the CdSe core can thus explain the minor impact of SD on our CdSe/CdS/ZnS QDs (Figure 
4.7a,b). As a side note: as ξ scales with the fourth power of ae and ah (Eq. 2.14) and F scales with 
the inverse second power of the QD size, the quadratic energy term of the QCSE (ξF2/2 in Eq. 
2.14) depends hardly on QD size.

The clear negative correlation between fluctuations in µSF and fwhmSF, which we (Figure 4.4a) 
and others79,82 have observed in many single CdSe-based QDs, is not obvious for interparticle 
variations within the batch of CdSe/CdS/ZnS (ρµ,fwhm of –0.08; Figure 4.6a). We conclude 
that fluctuations at the single-particle level and interparticle variations must have different 
underlying causes. Whereas the correlated fluctuations in emission energy and line width are 
consistent with the QCSE, the uncorrelated variations at the ensemble level are likely simply 
due to (slight) variations in size and/or shape/geometry of the QDs (Figure 4.9), while differ-
ences in wavefunction polarization play no significant role.

The fluctuations of InP/ZnSe QDs are also consistent with the QCSE. However, the emission 
properties of our InP/ZnSe QDs are clearly more broadly distributed (Figure 4.5a) and fluctu-
ate more (Figure 4.5b,c) than those of the CdSe/CdS/ZnS QDs. This wider inhomogeneous 

Fmax ≈
e

2πεε0a2
, (4.2)
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Figure 4.7 | Linear and quadratic contributions to spectral diffusion. (a) CdSe/CdS/ZnS core–
shell–shell QDs are nominally spherically symmetric but a small offset of the core may result in a 
small intrinsic dipole moment of the excited state p. (b) Exciton polarizability in CdSe/CdS/ZnS QD 
is low because the electron effective mass is low and the hole’s delocalization volume is small. (c) 
The proposal of hole localization at defect sites in InP-based QDs85,117,118 comes with a static dipole 
moment p in the excited state. Depending on the position of this defect site, the interaction with 
external electric fields may be strong. (d) The proposal of the hole delocalization into the shell 
implies a large polarizability of the exciton, as the effective mass of the hole is large. This would 
make the exciton energy strongly dependent on fluctuating electric fields.
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broadening of InP-based confirms previous studies, which found similar trends.114,119 To 
understand why the InP/ZnSe QDs are so different quantitatively, we consider two types of 
proposals for the nature of the excited state in InP/ZnSe.

Shallow electron or hole traps in InP-based QDs have been proposed, such as Zn on an In 
site in the core or In on a Zn shell in the shell,85,116–118 from which radiative recombination 
could occur. Carrier localization should be associated with large lattice reorganizations and 
thus a red shift and line broadening of the emission.77,85,117,118 The proposal of carrier local-
ization also implies reduced electron–hole wave function overlap, which is consistent with 
previous observations that exciton lifetimes are longer at the low-energy side of the emission 
spectrum.134,135 The degree of carrier localization may vary depending on the interdiffusion 
of core and shell materials, which could cause the variations between QDs: deeper localiza-
tion causes a stronger red shift and more broadening. Indeed, we observe that QDs emitting 
at lower energies typically have broader time-integrated (Figure 4.6a; correlation coefficient 
ρµ,fwhm = –0.48) as well as single-frame line widths (Figure 4.17). Localization of a charge 
carrier at defect sites can also result in a significant static dipole moment p in the excited state. 
This would interact strongly with fluctuating external electric fields through the linear term 
in Eq. 2.13,84 as has previously been observed for CuInS2 QDs.60,77 For example, if the hole is 
trapped 1 nm off-center while the electron occupies the entire InP core, this creates a dipole 
moment with magnitude p = 1.6 × 10–28 C m. In the presence of an external field of 20 MV m–1 
of an InP/ZnSe QD, the emission energy may change by as much as 20 meV. This is consistent 
with the observed fluctuations of the emission maximum of 11 ± 7 meV due to SD (Figure 
4.6d and Figure 4.15).

An opposite picture of the excited state of InP/ZnSe QDs has also been proposed, in which 
the hole delocalizes into the ZnSe shell and the electron remains core-confined.113 While InP/
ZnSe would be a type-I QD according to the bulk band alignments, a charge disbalance at 
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the core–shell interface could change the band offsets and cause hole delocalization.115 Full 
delocalization of the hole would increase its polarizability ξh 100-fold according to Eq. 2.13, 
going from ah = 1.5 nm for a core-localized hole to ah = 4 nm for a delocalized hole. As the 
hole in InP is relatively heavy (mh = 0.6 m0; Ref. 111), the overall exciton polarizability of our 
InP/ZnSe QDs would be as high as ξ/4πε0 = 3 × 105 Å3. The tenfold higher exciton polarizabil-
ity in InP-base QDs compared to CdSe-based QDs may thus be responsible for the strong 
SD observed in (some of) the InP/ZnSe QDs. The interparticle variations in emission energy 
and line width could be due to differences in the charge disbalance at the core–shell interface, 
which would cause differences in delocalization and hence differences in polarizability. In this 
picture, correlations between emission energy and line broadening emission (Figure 4.6a,b) 
could also be due to the degree of (de)localization.

The two possible options for the nature of the excited state in CdSe/CdS/ZnS and InP/ZnSe 
are illustrated in Figure 4.7. Ironically, both a localized and a delocalized hole can explain the 
strong SD that we observe for our InP/ZnSe QDs. In the case of a localized hole, the static 
dipole moment p of the excited state increases the influence of the QCSE through the linear 
term in Eq. 2.13. In the case of a delocalized hole, the exciton polarizability ξ is high and the 
influence of the QCSE is strong through the quadratic term in Eq. 2.13. Interparticle varia-
tions in the degree of (de)localization may well explain the strong inhomogeneous broaden-
ing that we and others85,114,119,136 have observed for InP/ZnSe QDs.

The different characteristic time scales of SD, as observed in Figure 4.6c may be explained in 
terms of the different geometries of the CdSe/CdS/ZnS and InP/ZnSe QDs. Specifically, the 
spherical geometry of the Cd-based core–shell–shell QDs implies that the energy shift of 
the exciton depends only on the magnitude of the fluctuating charge disbalance on the QD 
surface, irrespectively of where this charge disbalance occurs. The InP/ZnSe truncated tetra-
hedra lack this spherical symmetry so different possible locations of mobile charge on the 
surface are inequivalent. For example, the exciton would be affected less by a surface charge 
disbalance at the apices of the tetrahedron than by one at the sides. The longer time scale 
of SD in InP/ZnSe may be a consequence of this lower symmetry: mobile surface charges 
need to move over a larger area of inequivalent positions on the QD surface before all possi-
ble emission energies are sampled. An alternative explanation may be that the nature of the 
mobile charges is different. Their mobilities may depend on the surface chemistry of the QD.

Further experiments are required to get a complete picture of SD and its underlying chemo-
physical dynamics. Regarding our CdSe/CdS/ZnS and InP/ZnSe QDs, characterizing SD 
while externally controlling the static electric fields across the QDs83,84 may distinguish 
between contributions of a static dipole moment (producing a linear field dependence; Eq. 
2.13) and/or strong polarizability of the exciton wave function (quadratic field dependence; 
Eq. 2.13). Information from single-particle lifetimes and excitation spectra may further help 
settle this debate. The relevant time scales associated with SD—on the order of seconds—may 
be related to binding and dissociation of ligands on the surface. Such processes typically have 
an activation energy that could be extracted from temperature-dependent experiments or a 
systematic study with different types of capping ligands. To design future QDs with reduced 
SD, anchoring ligands in a rigid inorganic shell137 could be a promising strategy.

4.4 | Conclusions

In summary, we have introduced MPS as a high-throughput method to measure individual 
emission spectra of 20–100 single emitters simultaneously at relevant time scales ranging 
from tens of milliseconds to several minutes. MPS provides statistically relevant information 
about variations and fluctuations in absolute emission spectra. The results are not affected by 
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an undesired user-selection bias that is inherent to single-particle spectroscopy. Using MPS, 
we characterized the variations of the emission properties in a batch of CdSe/CdS/ZnS and 
InP/ZnSe QDs. We find that the CdSe/CdS/ZnS QDs have a well-defined emission energy 
and a narrow line width (62 ± 5 meV). Our batch of InP/ZnSe is much more diverse, with 
a wide distribution of emission energies and featuring both wide and narrow line widths 
(92 ± 25 meV). Whereas the line width of our CdSe/CdS/ZnS QDs is hardly affected by SD 
(broadening of 1.5 ± 0.8 meV), SD can play a substantial role for InP/ZnSe QDs (10 ± 7 meV). 
For most QDs, SD exhibits a negatively correlated behavior between single-frame emission 
energy and line width, which we ascribe to the QCSE. Differences in homogeneous broad-
ening and SD between the two types of QDs are likely related to differences in charge distri-
bution/localization in the excited state or differences in crystallite symmetry. Our data and 
discussion may help in the further understanding of the excited states of InP-based QDs, 
which is not yet as mature as for CdSe-based QDs. Various variations and extensions of the 
MPS method are possible, such as cryogenic measurements on the simultaneous diffusion 
of dark and bright exciton, trion, and/or biexciton emission lines,72 or polarization-resolved 
measurements to correlate emission properties with nanocrystal anisotropy.138 MPS could 
further allow for statistically significant studies of the influence of external parameters on 
single-QD emission, such as ligand coverage, humidity, or gas environment, which are other-
wise very challenging. It may thus serve as a versatile high-throughput technique to evaluate 
single-QD properties as and contribute to the development of future generations of QDs with 
tailored emission properties.

4.5 | Contributions

Jur W. de Wit and Jaco J. Geuchies synthesized the InP/ZnSe and CdSe/CdS/ZnS QDs. 
Electron microscopy experiments at EMAT were supported by the European Commission 
(EUSMI grant E210100474) and were performed by Jaco J. Geuchies and Wiebke Albrecht. 
Mark J.J. Mangnus performed multiparticle spectroscopy experiments, and analyzed the data. 
Mark J.J. Mangnus, Jur W. de Wit, Sander J.W. Vonk, Jaco J. Geuchies, Arjan J. Houtepen 
and Freddy T. Rabouw discussed and interpreted the data. Freddy T. Rabouw supervised the 
project.

4.6 | Methods
Synthesis of CdSe/CdS/ZnS core–shell–shell QDs

The batch of CdSe/CdS/ZnS core–shell—shell QDs was the same as in Ref. 130. The synthesis procedure is described 
in Ref. 130.

Synthesis of InP/ZnSe QDs

Nanocrystals were synthesized using a modified method based on Tessier et al.136 Briefly, a mixture of 100 mg indi-
um(III) chloride, 300 mg zinc(II) chloride in 5.0 mL oleylamine was degassed at 120 °C for 1 hour and then heated to 
180 °C under nitrogen atmosphere. 0.46 mL of tris-(diethylamino)phosphine was rapidly injected once the mixture 
reached the temperature of 180 °C. The formation of InP cores proceeded for 20 minutes, after which 1.08 mL of 
stoichiometric TOP-Se (1.87 M) was injected dropwise over the course of 10 minutes At 140 minutes, 4 g of zinc stea-
rate dissolved in 4 mL oleylamine and 16 mL ODE (both previously degassed) was injected in the reaction mixture. 
When the temperature reached 180 °C again, 3.36 mL TOP-Se (1.87 M) was injected dropwise while increasing the 
temperature to 320 °C. After 240 minutes the reaction was stopped removing the heat source and cooling with pres-
surized air. The InP/ZnSe NCs were precipitated by adding 1 eq. volume ethanol and centrifuging at 2750 rpm for 5 
minutes. The precipitate containing the NCs was collected and redispersed in toluene. The washing step with ethanol 
was repeated twice.
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Sample preparation for multiparticle spectroscopy

In MPS, eliminating background luminescence is possibly even more important than in “regular” single-particle 
spectroscopy, as we use wide-field excitation scheme that may excite fluorescent organic residues and/or impurities 
in/on the glass coverslip as well as QDs. In the absence of an emission slit, this background light strikes the diffrac-
tion grating and subsequently the detector, causing a broad background profile that complicates the identification 
of single-particle emission spectra. Samples for MPS were prepared by drop-casting 40 µL of QD solution (diluted 
from the crude QD solution by a factor 105–107 in spectrophotometric-grade toluene; InP/ZnSe QDs were diluted in a 
1 v% solution of ethyl thioglycolate/toluene) onto glass #1.5 coverslips. After letting the solvent evaporate, the samples 
were sealed in an inert nitrogen atmosphere. An ideal QD coverage on the glass substrate is around 20–100 particles 
per (100 µm)2. To minimize background luminescence, the glass coverslips were cleaned prior to drop-casting the 
QD solutions, using a low-pressure plasma cleaner (Diener Zepto), operated at 0.2–0.4 mbar, at the maximum power 
setting.

Multiparticle spectroscopy

MPS experiments were performed on a homebuilt microscopy setup centered around an inverted microscopy body 
(Nikon Ti-U) that held the sample. Samples were excited in a wide-field setup using a 445-nm fiber-coupled laser 
(Coherent OBIS LX, 45 mW), operated at full power in CW mode. The laser light was attenuated using ND filters 
and focused onto the back-focal plane of an oil-immersion objective (Nikon CFI Plan Apochromat Lambda 100×, 
NA 1.45), using a dichroic long-pass mirror. A laser beam expander was used, so that the excitation spot on the 
sample surface was approximately Gaussian with a full width at half maximum (fwhm) of 60 µm. To optimize the 
luminescence signal while limiting possible effects of photodegradation, we used mild CW excitation powers of 
20–80 W/cm2.

Luminescence was collected using the same objective and was filtered using a 550 nm long-pass and 700 nm short-
pass filter for the measurements on CdSe/CdS/ZnS and a 500 nm long-pass and 900 nm short-pass filter for the 
measurements on InP/ZnSe (Thorlabs FELH550/FESH700 and FELH500/FESH900). The emission light was then 
directed at the entrance of a spectrometer (Andor Kymera 193i) equipped with a reflective diffraction grating (150 
lines/mm, blazed at 500 nm). The diffraction grating and mirrors inside the spectrometer were positioned so that 
either the 0th-order or 1st-order diffraction image of the grating was directed at an electron-multiplying CCD-camera 
(Andor iXon Ultra 888). For our measurements on InP/ZnSe QDs, the image was cropped at the entrance of the 
spectrograph to select a narrow horizontal region of ~6.5 µm (50 pixels). We corrected for the wavelength-dependent 
detection efficiency of the setup using a broadband calibrated light source (Ocean Optics HL-3Plus-CAL). 
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Figure 4.8 | Ensemble absorption and emission spectra. (a) Ensemble absorption (solid line) 
and emission spectrum (dashed line) of the CdSe/CdS/ZnS QDs. (b) Same, but for the InP/ZnSe 
QDs. The emission spectra have a fwhm of 70.7 meV (CdSe/CdS/ZnS) and 224 meV (InP/ZnSe). 
Emission spectra were recorded for a layer of QDs excited at 445 nm (CW) under the same condi-
tions as we used for multiparticle spectroscopy experiments.



50 | Chapter 4

Electron microscopy characterization

High-resolution high-angle annular dark-field scanning transmission electron microscopy (HAADF-STEM) images 
and EDX maps (Fig. 4.9) were acquired on a Thermo Fisher Scientific/FEI Titan microscope operated at 300 kV. 
HAADF-STEM images and EDX maps were acquired with a 50 pA and 150 pA current, respectively.

Cd
d

Se
e

CdSe
f

ba c

Figure 4.9 | Structural characterization of CdSe/CdS/ZnS QDs. (a–c) HAADF-STEM images of 
the CdSe/CdS/ZnS QDs. The CdSe core appears slightly more bright than the CdS shell. (d–f) EDX 
net count maps of the elements Cd (red) and Se (blue), shown separately in d and e, and overlaid 
in f. Scale bars are 10 nm.
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Procedure of obtaining single-particle emission spectra

0 20 40 60
Time (s)

kc
ts

 / 
25

 m
s

5

10

15

0.0

f

0 20 40 60
Time (s)

kc
ts

 / 
25

 m
s

5

10

15

0.0

g

a

e

10 µm 

0.0 2.5 5.0

0.0 0.5 1.0 1.5

b

0.0 2.5 5.0

c

0.0 2.5 5.0

d

0.0 2.5 5.0

10 µm 

kcts / 25 ms

kcts / 25 ms

kcts / 25 ms kcts / 25 ms kcts / 25 ms

Figure 4.10 | Procedure of particle identification and background subtraction of CdSe/CdS/
ZnS QDs. (a) Non-dispersed image of 10–100 CdSe/CdS/ZnSe quantum dots (QDs), obtained by 
integrating a video over 60 s. A single QD emitter appears as a bright spot. QD positions are found 
by identifying isolated clusters of pixels with a high measured intensity. Color scale bars represent 
average count rates (in kcts / 25 ms). (b) Map of the background intensity, calculated by taking a 
moving average over 25 pixel intensities in the vertical direction, excluding pixels corresponding to 
QD positions. (c) Corrected 0th-order image, obtained by subtracting the background. (d–e) Identifi-
cation of QD positions. An initial guess of QD positions is based on pixel intensities. Bright positions 
(green circles) always correspond to a QD (or a cluster of QDs), while identification of QDs on some 
of the ”dimmer” positions is less certain (red circles). Panel e is a zoom-in view of panel d. (f–g) 
Intensity time traces of the emission from the red and green encircled QDs in panel e. The intensity 
traces can be used to distinguish between QDs that are often in a non/weakly emissive state and 
positions with a relatively high background level (e.g. due to defects in glass or residual fluorescent 
organics). “Real” QD positions exhibit characteristic blinking, where the intensity fluctuates between 
a bright and dark state (e.g. the green spot in e, corresponding to the intensity trace in f). Inten-
sity traces without such fluctuations are clusters, permanently dim QDs, or spots with a source of 
constant background intensity (e.g. the red circle in e, corresponding to the intensity trace in g). The 
intensity threshold used to distinguish QDs from background signal was set at 3.5 kcounts / 25 ms.
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Figure 4.11 | Procedure of obtaining single-particle emission spectra of CdSe/CdS/ZnS QDs. 
(a) Spectrally dispersed image of the same field of view as in Figure 4.10a–d. Vertical positions 
of the emission spots remain approximately the same, while the emitted light is dispersed hori-
zontally. Because wide-field excitation is used without a slit in the experiment, various sources 
of background light contribute to a complex background that may obscure some QD signal. (b) 
Same as a, but the regions around identified QD positions (see Figure 4.10d) are masked. (c) Map 
of the background intensity, calculated using a polynomial fit along each pixel column, excluding 
pixels that have a higher intensity as a result of spectrally dispersing QD signal (see panels e–h). 
(d) Background-corrected, spectrally dispersed image of the emission of multiple QDs. This image 
serves as the starting point for the analysis of single-particle emission properties. Color scale bars 
represent average count rates (in kcts / 25 ms). (e) Vertical cross-cut of the data along the dashed 
line in a, with datapoints corresponding to the masked pixels in panel b highlighted by grey shad-
ing. These datapoints were excluded as they correspond to regions of higher intensity as a result 
of QD emission. From the adjusted dataset, a first guess of the background is made by taking a 
moving average over 25 pixel intensities along the vertical direction (red solid line). (f) Same as e, 
but with the guess-background subtracted. The pixels with counts below 100 are selected as pixels 
unaffected by emission from QDs. These correspond to the unshaded areas and are used to fit 
the position dependence of the background intensity. (g) Same as e, but with a one-dimensional 
12th-order polynomial fit to the background defined by the selected pixel positions shown in grey in 
e–f. (h) Background-corrected cross-section of the dispersed image, obtained by subtracting the 
polynomial fit to the background.
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Broad-slit multiparticle spectroscopy experiments on InP/ZnSe QDs

Figure 4.12 | Multiparticle spectroscopy experiments on InP/ZnSe QDs. (a–d) Same as Figure 
4.10a–d, but for InP/ZnSe QDs and integrating over 150 s instead of 60 s. To simplify particle iden-
tification and to prevent overlapping of potentially broad emission spectra, the image of the field of 
view was cropped prior to entering the spectrometer (to a horizontal region with a width of 6.5 μm). 
The intensity threshold used to distinguish QDs from background signal was set at 7.5 kcounts / 200 
ms.‘False’ QD positions are highlighted in red. (e–h) Same as Figure 4.11a–d, but using a different 
masked region (panel b) that better corresponds to the signal from the InP/ZnSe QDs. Scale bars 
represent average count rates (in kcts / 50 ms).



54 | Chapter 4

Position on detector (px)

0th-order diffraction

1st-order diffraction

Position on detector (px)

a

b

c d

0 200 400 600
0 200 400 600600 700

Wavelength (nm)

Em
is

si
on

 in
te

ns
ity

 (n
or

m
.)

(1)
(2)
(3)
(4)
(5)

(1)
(2)
(3)
(4)
(5)

600

650

0

40

20

Pe
ak

po
s.

 (n
m

)
Em

is
si

on
lin

ew
id

th
 (n

m
)

Calibration of the emission spectra obtained from multiparticle spectroscopy
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Figure 4.13 | Calibration of the emission spectra. (a) Emission from a single CdSe/CdS/ZnS 
QD, obtained by measuring the image of the 0th-order diffraction. Panels 1–5 are horizontal slices of 
the 0th-order diffraction image, measured after moving the QD to five different horizontal positions. 
(b) Corresponding horizontal slices of the 1st-order diffraction image (measured without a slit). As a 
result of moving the QD to five different horizontal positions, the emission spectra are centered at 
five different horizontal pixel positions of the detector. (c) Wavelength-calibrated emission spectra. 
(d) Emission peak wavelength of the QD, measured at five different horizontal positions. (e) Same 
as d, but for the emission line width (fwhm). Both the QD’s emission wavelength and line width 
obtained in our multiparticle spectroscopy setup are independent of the horizontal position of the 
QD.

Characterization of sample drift

Figure 4.14 | Characterization of sample drift. (a) Histogram of 〈Δ2〉(τ = 60 s), for all 
CdSe/CdS/ZnS QDs. In our multiparticle spectroscopy experiments, sample drift should 
manifest itself as a systematic shift of all QD spectra (positions) to higher/lower energies 
(left/right). However, as the histogram of the mean energy difference is approximately 
symmetric around 〈Δ2〉 = 0 meV, we conclude that there is no significant sample drift at the 
timescale of our measurements. (b) Same, but for the InP/ZnSe QDs.
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Uncertainties in the correlation between single-frame emission energies and line widths

Figure 4.15 shows histograms of the spread (standard deviation) and average fit uncertainties of the emission peak 
energy μSF and line width fwhmSF, for different values of ρμ,fwhm. For both the CdSe/CdS/ZnS and the InP/ZnSe QDs, 
the SD-induced variations of the emission peak energy and line width are larger than the associated fit uncertainties. 
We observe that the fit uncertainties are typically larger for the QDs where we did not see a clear negative correlation 
between μSF and fwhmSF.

A minor fraction (2.7%) of the CdSe/CdS/ZnS QDs displayed a weak positive emission energy–line width correlation 
(+0.25 < ρμ,fwhm < +0.50). One QD (0.2%) exhibited a strong positive correlation with ρμ,fwhm > +0.50. 

Upon closer inspection of these 13 QDs, we find that these positive correlations do not represent intrinsic photo-
physics of the QDs as they have come about due to either (1) an experimental artifact that occurs when two QDs 
are spaced closely together (see Figure 4.16a–b), (2) imperfect background subtraction of the emission spectrum 
for weakly-emitting QDs, or (3) photodegradation of the QD that leads to a gradual blue shift of the emission spec-
trum95,139 (see Figure 4.16c–d). The experimental artifact occurs when two QDs are spaced closely together leading 
to overlap of the emission spectra in the 1st-order diffraction image (see e.g. Figure 4.6a–b). Since the wavelength 
calibration (see Figure 4.2d,e) is based on the position of one selected QD, overlap of two emission spectra leads 
to a shoulder in the emission spectrum that originates from emission of the neighboring QD, either on the red or 
blue side of the actual emission spectrum. At times when the selected QD emits weakly, emission signal from a blue 
(red) neighboring QD will lead to a Gaussian fit with a blue-shifted (red-shifted) center wavelength and a broadened 
emission spectrum. As a strategy to minimize the occurrence of this experimental artifact, we fitted only to the wave-
length region around the relevant emission peak. As such, the actual emission spectrum of the selected QD is at most 
affected by a shoulder of a neighboring QD.

Figure 4.15 | Impact of fit uncertainties on the correlated behavior between μSF and fwhmSF. 
(a) Histogram of the SD-induced variation (standard deviation; colored histograms) and average 
fit uncertainties (open histograms, upside-down) of the emission peak energy μSF for the measure-
ments on CdSe/CdS/ZnS QDs. The different colors correspond to QDs with strongly negative, 
moderate negative, and unclear correlations between μSF and fwhmSF, as indicated by the values 
of ρμ,fwhm. (b) Same, but for the variation and fit uncertainty of the emission line width fwhmSF. (c–d) 
Same as a–b, but for the InP/ZnSe QDs.
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Figure 4.16 | Quantum dots exhibiting a ‘false’ positive correlation between μSF and fwhmSF. 
(a) Example of a result from a multiparticle spectroscopy experiment where emission from a QD 
was measured while spaced closely together with another QD. Since the wavelength calibration 
(see Figure 4.2d,e) is based on the position of one selected QD, overlap of two emission spectra 
leads to a shoulder in the emission spectrum that originates from emission of the neighboring QD. 
In this case the contribution of the neighboring QD adds a shoulder on the blue side of the actual 
emission spectrum. At times when the selected QD emits weakly, emission signal from this blue 
(red) ghost QD will lead to a Gaussian fit with a blue-shifted (red-shifted) center wavelength and a 
broadened emission spectrum. (b) Time-integrated emission spectrum of the actual and ghost QD 
(solid black line), and histogram of the fitted emission peak energies (colored histogram). As a strat-
egy to minimize the occurrence of the experimental artifact, we selected only the wavelength region 
around the emission peak to be fitted with a Gaussian. As such, the fit of the emission spectrum of 
the selected QD is at most affected by a shoulder of a neighboring QD’s emission spectrum. (c–d) 
Same as a–b, but for a QD that exhibits photodegradation. A characteristic gradual blue shift is 
apparent in the emission time trace. (e–f) Correlation between the single-frame (100 ms) emission 
energy and line width, μSF and fwhmSF. The correlations are shown as 2D histograms of μSF and 
fwhmSF, relative to the time-integrated peak energy and line width, for the QDs in a–d (same colors).
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Figure 4.17 | Correlations in single-particle emission properties. (a) Correlation between the 
time-integrated emission peak energy and line width. (b) Correlation between the time-integrated 
emission peak energy and the single-frame (100 ms) emission line width.

Derivation and fitting of 〈Δ2〉-curves

Due to spectral diffusion, the emission peak energy μt fluctuates around the maximum of the time-integrated emis-
sion spectrum, μTI. For random diffusion, the expected mean energy displacement of the emission peak from time t 
to t + τ is zero:

 
The mean square energy difference 〈Δ2〉, however, is nonzero:

 
Experimentally, the fitted values of μSF deviate may from the actual μ∗SF  due to Poisson noise, or a non-Gaussian shape 
of the emission spectrum. As a result, the experimentally obtained 〈Δ2〉-curve can be expressed as

 
where δ2 is the SD-induced mean square energy difference for emission spectra recorded at different times, and σ is 
the error on the emission maximum. The magnitude of σ is 1.9 ± 0.8 meV and 3.2 ± 1.1 meV for the experiments on 
CdSe/CdS/ZnS and InP/ZnSe, respectively. The 〈Δ2〉-curves in Figure 4.4d thus contain the information about the 
dynamics of SD and are vertically offset by a finite value of σ.

We fitted experimental 〈Δ2〉-curves, obtained with 100-ms binning, to Eq. 4.1 using all data points up to a delay 
time of 12 s with weights 

√
Ni log(τi/τi+1)/σΔ2i . Here, τi is the delay time of data point i, Ni is the number 

of pairs of frames that contributed and σΔ2i  is the error on the data point. We used the logarithmic term 
to compensate for the fact that there are few data point at small delay times τ and more at longer delays. 
We fixed the value of 2σ2 using the mean fit uncertainty of the emission maximum of the respective QD. 

⟨Δ⟩ = ⟨μt − μt+τ⟩t = 0. (4.3)

⟨Δ2⟩ = ⟨[μt − μt+τ]
2⟩t > 0. (4.4)

⟨Δ2⟩ = ∫ [μt − μt+τ]
2e−[μt−μ

∗
SF]

2
/2σ2 e−[μt+τ−μ

∗
SF+dμ]

2
/2σ2 e−dμ

2/2δ2 dμtdμt+τd(dμ) = δ
2 + 2σ2, (4.5)
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Rotational diffusion model for spectral diffusion

We consider a model of a spherical QD in which the lowest-energy exciton state has a static dipole moment p due an 
off-center core or off-center localization of a charge carrier. The first-order correction to the exciton energy due to 
the presence of an elementary charge on the QD surface is

where r is the location of the charge and ε the relative permittivity of the QD material. This expression neglects dielec-
tric contrast between the QD and its surroundings. If we align the z-axis of our coordinate system with p and express 
r in spherical coordinates with r equal to the QD radius a, the energy correction depends only on the polar angle θ:

As the simplest possible model of spectral diffusion, we consider the effect of a single charge of fixed magnitude q 
diffusing over the spherical QD surface. The movement is described in terms of the probability density f (θ, φ, t) to 
encounter the charge at location (θ, φ) at time t, which obeys

where Drot is the rotational diffusion constant. The general solution to this differential equation is

 
where Ym

l  are the spherical harmonics and Clm are expansion coefficients determined by boundary conditions. We 
see that only the term with l = 0 survives as t approaches infinity, yielding a uniform distribution f (θ, φ, t). If f is a 
Dirac delta function at location (θ₀, φ₀) at t = 0, then the expansion coefficients are

yielding an expression for the more general probability density to encounter the charge at location (θ, φ) at time t 
given that it was at location (θ₀, φ₀) at time t = 0:

We obtain spectral-diffusion statistics and dynamics by averaging E (θ) and E2 (θ) over the probability density 
 f (θ, φ, t | θ₀, φ₀). We will use that

 
and the orthonormality of the spherical harmonics. This means that from the expansion of f only terms with l ≤ 2 and 
m = 0 contribute to spectral diffusion.

 
If the charge starts at (θ₀, φ₀) and then evolves as described by f (θ, φ, t | θ₀, φ₀), the energy correction starts at E₀ = 
E(θ₀) and then evolves as

 
 
 
 
where ⟨.⟩Ω  denotes averaging over all possible locations (θ, φ) of the charge at time t. Similarly, the square of the 
energy correction evolves as

 
 

E =
q

4πεε0
p ⋅ r
r3

, (4.6)

E(θ) =
q

4πεε0
p cos θ
a2

. (4.7)

Drot∇2f =
∂f
∂t

, (4.8)

f(θ,φ, t) =
∞
∑
l=0

l
∑
m=−l

ClmYm
l (θ,φ)e

−Drot l(l+1)t, (4.9)

Clm = ∫
2π

0
∫

π

0
Ym∗
l (θ,φ) f(θ,φ, 0) sin θ dθdφ = Y

m∗
l (θ0,φ0), (4.10)

f(θ,φ, t ∣ θ0,φ0) =
∞
∑
l=0

l
∑
m=−l

Ym∗
l (θ0,φ0)Y

m
l (θ,φ)e

−Drot l(l+1)t, (4.11)

E(θ) =
q

4πεε0
p
a2

√
4π
3
Y0
1 (θ, 0), (4.12)

E(θ)2 = (
q

4πεε0
p
a2
)
2 ⎡⎢⎢⎢⎢⎣

√
16π
45

Y0
2(θ, 0) +

√
4π
9
Y0
0(θ, 0)

⎤⎥⎥⎥⎥⎦
, (4.13)

⟨E⟩Ω = ∫
2π

0
∫

π

0
E(θ) f(θ,φ, t ∣ θ0,φ0) sin θ dθdφ =

q
4πεε0

p
a2

√
4π
3
Y0
1 (θ0, 0) e

−2Drott = E(θ0) e−2Drott,

(4.14)
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where in the last step we have introduced

 

Now we can average the above two expressions over the uniform distribution of possible initial charge locations θ₀:

 

And finally:

With the above expressions, we can calculate the mean squared energy shift due to spectral diffusion as a function of 
delay time t between spectral measurements:

⟨E2⟩Ω = (
q

4πεε0
p
a2
)
2 ⎡⎢⎢⎢⎢⎣

√
16π
45

Y0
2(θ0, 0) e

−6Drott +
√

4π
9
Y0
0(θ0, 0)

⎤⎥⎥⎥⎥⎦
=

[E(θ0)2 − E2∞] e
−6Drott + E2∞,

(4.15)

E2∞ =
1
3
(

q
4πεε0

p
a2
)
2
. (4.16)

⟨E⟩Ω,Ω0 =
1
2 ∫

π

0
⟨E⟩Ω sin θ0 dθ0 = 0 (4.17)

⟨E2⟩Ω,Ω0 =
1
2 ∫

π

0
⟨E2⟩Ω sin θ0 dθ0 = E2∞ (4.18)

⟨EtE0⟩Ω,Ω0 =
1
2 ∫

π

0
⟨E⟩ΩE(θ0) sin θ0 dθ0 = E2∞ e−2Drott (4.19)

⟨(Et − E0)2⟩Ω,Ω0 = ⟨E
2
t ⟩ − 2⟨EtE0⟩ + ⟨E

2
0⟩ = 2E

2
∞ (1 − e

−2Drott) (4.20)
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Many phosphor materials rely on energy transfer (ET) between optically active dopant ions. 
Typically, a donor species absorbs light of one color and transfers the energy to an acceptor 
species that emits light of a different color. For many applications it is beneficial, or even 
crucial, that the phosphor is of nanocrystalline nature. Much unlike the widely recognized 
finite-size effects on the optical properties of quantum dots, the behavior of optically active 
ions is generally assumed to be independent of the size or shape of the optically inactive host 
material. Here, we demonstrate that ET between optically active dopants is also impacted by 
finite-size effects: donor ions close to the surface of a nanocrystal (NC) are likely to have fewer 
acceptors in proximity compared to donors in a bulk-like coordination. As such, the rate and 
efficiency of ET in nanocrystalline phosphors are low in comparison to that of their bulk 
counterparts. Surprisingly, these undesired finite-size effects should be considered already for 
NCs with diameters as large as 12 nm. If we suppress radiative decay of the donor by embed-
ding the NCs in media with low refractive indices, we can compensate for finite-size effects on 
the ET rate. Experimentally, we demonstrate these finite-size effects and how to compensate 
for them in YPO4 NCs co-doped with Tb3+ and Yb3+.

 
5.1 | Introduction

Phosphors convert the color of incident light. Generally, they are crystalline materials doped 
with optically active dopant ions, such as lanthanide ions. It may be advantageous to incor-
porate multiple species of dopant ions in the same material. In such a design, one species can 
have a strong absorption overlapping with the spectrum of incident photons, while a second 
species emits light of the desired color. To combine these two functionalities, energy transfer 
(ET) between the dopant species is crucial. ET between lanthanide ions via dipole–dipole 
interactions has been extensively studied in microcrystalline phosphors and several mecha-
nisms of ET have been identified.29,140–144 However, certain applications—including nano-ther-
mometry,15,145,146 bio-imaging and cancer treatment,9,147 and spectral conversion for photovolta-
ics7—require that the phosphor is a nanomaterial.

Photoluminescence (PL) from doped nanocrystals (NCs) is typically less efficient than 
that of microcrystalline phosphors, especially when their dimensions become increasingly 
small.148,149 This phenomenon is often ascribed to ET from luminescent ions to vibrational 
modes of organic ligands or solvent molecules, that competes with radiative decay and thereby 
quenches the PL.150–155 A common strategy to prevent such quenching is to grow a protective 
shell of undoped material around the NC core, shielding it from external influences.148,151–155 
An additional feature of doped NCs seems to be mostly overlooked: a donor ion close to the 
surface of a NC is likely to have fewer acceptors ions in its local environment,156 so that the 
probability for ET between the two species is lower. These finite-size effects will reduce the 
PL efficiency of NCs compared to bulk materials but have never been quantified, nor has the 
relevant size regime been identified.

Here, we investigate the impact of finite-size effects on ET in Tb3+, Yb3+ co-doped YPO4 NCs. 
In bulk form, YPO4:Tb3+,Yb3+ has previously been identified as a promising blue-to-near-
infrared quantum-cutting phosphor for photovoltaics: absorption of a single high-energy 
photon by a Tb3+ donor and subsequent ET to two Yb3+ acceptors leads to emission of two 
near-infrared photons that match the band gap of silicon. We measure the ET efficiency of the 
Tb3+ donor for NCs with different concentrations of Yb3+ acceptor ions and make a compari-
son with their previously investigated bulk counterparts.142 The ET dynamics in nanocrystal-
line YPO4:Tb3+,Yb3+ are markedly different. As donor ions close to the NC surface have fewer 
acceptor ions in proximity than donors in a bulk-like coordination, they have a lower rate of 
ET to acceptors and are less efficient quantum cutters. We demonstrate that this fundamental 
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limitation on the ET efficiency can be combated by suppressing the competitive pathway of 
radiative decay from Tb3+ donors in media with low refractive indices. Using these photonic 
effects,157 we achieve high ET efficiencies despite the negative impact of the NC boundary. 
Our experimental results are supported by a Monte-Carlo model that accounts for finite-size 
effects on the ET dynamics of Tb3+ donors in NCs. We identify the size range at which the 
ET efficiency in doped NCs is impacted by finite-size effects, which surprisingly includes 
NCs with diameters up to 12 nm. Our results are relevant to enable rational design of efficient 
NC-based phosphor materials that rely on ET between a donor and an acceptor species.

5.2 | Results and discussion

5.2.1 Quantum cutting in YPO4:Tb3+,Yb3+ NCs

We synthesized NCs of YPO4 co-doped with Tb and Yb using the method by Oertel et al.158 

Based on transmission electron microscopy (Figure 5.1a), the NCs are anisotropic and appear 
similar in shape to the oblate octahedra reported for microcrystalline YPO4.159,160 The NCs is 
have a long side of 8.1 ± 1.0 nm and a short/long axis ratio of 0.63 (see Methods; Figure 5.7). 
Upon excitation of Tb3+, we observe PL both in the visible and in the near-infrared windows 
(Figure 5.1b). From experiments on bulk YPO4, it is known that two competing pathways are 
responsible for the observed PL. On one hand, the 5D4 level of Tb3+ decays by direct photon 
emission in the green–red. On the other hand, cooperative ET to two Yb3+ ions may occur—
that is, Tb3+ acts as a donor and simultaneously transfers half of the excited-state energy to 
each Yb3+ acceptor—followed by photon emission in the near-infrared.142

We systematically measure the excited-state dynamics of the 5D4 donor level for YPO4 NCs 
doped with 1% Tb3+ and a range of Yb3+ concentrations. NCs doped solely with Tb3+ exhibit 
single-exponential decay with a rate of 0.31 ms–1 when dispersed in toluene (Figure 5.2a), typi-
cal for the rate of photon emission from the 5D4 donor level.4 By co-doping Yb3+ into the crys-

Figure 5.1 | Quantum cutting in YPO4:Tb3+,Yb3+ nanocrystals. (a) Transmission electron micro-
graph of octahedron-shaped YPO4:Tb3+,Yb3+ nanocrystals. (b) Visible-near-infrared emission spec-
trum of YbPO4 doped with 1% Tb3+ upon excitation in the 5D4 level. (c) Energy level diagram: upon 
excitation in the 5D4 level of Tb3+ with blue light, cooperative energy transfer yields two excited Yb3+ 

ions that emit in the near-infrared.
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Figure 5.2 | Excited-state dynamics of the Tb3+ 5D4 level for NCs dispersed in toluene. (a–e) 
PL decay curves of YPO4:Tb3+,Yb3+ with Yb3+ doping percentages of 0, 25, 50, 75 and 99%. Dashed 
lines are Monte-Carlo simulations based on Tb3+ donors in a bulk-like coordination. Solid lines are 
fits to the Monte-Carlo model based on Tb3+ donors randomly positioned in a nanocrystal with octa-
hedral shape. (f–j) Contribution of ET to the decay dynamics, obtained by dividing the PL decay 
curves in panels a–e by the radiative decay in a. Dark curves are the results for bulk YPO4:Tb3+, 
Yb3+, reproduced from previous work of Vergeer et al.142 The solid and dashed lines are the curves 
predicted by the Monte-Carlo models for bulk and nanocrystalline YPO4.
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tals (Figure 5.2b–e), we introduce the additional decay pathway of cooperative ET. The rate 
of cooperative ET from a donor to two nearby acceptors at distances rA and rB, respectively, 
scales as

 
where Ccoop is a constant prefactor that we call the cooperative ET strength (previously deter-
mined to be 2.0 × 10–6 nm12 ms–1 for YPO4:Tb3+,Yb3+; Refs. 142, 161). Assuming that dopants 
randomly occupy Y3+ lattice sites, the local coordination of a Tb3+ donor with Yb3+ acceptors 
is subject to statistical fluctuations. An ensemble of Tb3+ donors thus features a broad distri-
bution of ET rates, giving rise to multi-exponential decay. 

The rate at which the 5D4 level decays increases for higher concentrations of Yb3+ in our NCs, 
indicating that ET to acceptors becomes more dominant. Intuitively, we indeed expect that 
ET is faster when Tb3+ donors can transfer their excited-state energy to more acceptors. The 
total decay dynamics of the Tb3+ PL due to the two competing pathways can be described as

 
 
where R(t) is the contribution of radiative decay of Tb3+ and T(t) is the decay resulting from 
cooperative ET to Yb3+. To get a more direct measure of the ET dynamics, we extract the 
contribution of T(t) by dividing the decay curves in Figure 5.2a–e by the single-exponential 
decay dynamics of Tb3+ in the absence of Yb3+ The curves for the ET dynamics T(t) are plot-
ted in Figure 5.2f–j for different concentrations of Yb3+. For the sake of comparison, the T(t) 

Γcoop = Ccoopr−6A r−6B (5.1)

I(t) = R(t)T(t) (5.2)
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Figure 5.3 | Energy transfer in bulk and 
nanocrystalline YPO4:Tb3+,Yb3+. (a) A 
Tb3+ donor ion (blue) is surrounded by 
shells of nearest neighbors, next-nearest 
neighbors, etc., which consist of optically 
inactive Y3+ ions and Yb3+ acceptor ions. 
The exact distribution of Y3+ and Yb3+  
ions is governed by the doping concen-
tration. (b) Donor ions close to the NC 
surface have incomplete shells and 
accordingly can transfer their energy to 
fewer acceptor ions.

surface

b

Donor at NC surface
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Donor in bulk-like 
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2nd shell
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curves for bulk YPO4 are shown in the same panels (data reproduced from Ref. 142). The 
samples with Yb3+ all show multi-exponential ET dynamics, reflecting contributions of the 
many Tb3+ centers with different rates of cooperative ET. Interestingly, the ET dynamics in 
NCs are markedly slower in comparison to their bulk counterpart (Figure 5.2f–j, dark curves). 
This, in turn, makes the efficiency of ET in NCs lower than in the bulk material.

We resort to theoretical modeling to understand the fundamental differences between ET 
in NCs and in bulk. Several models exist that describe ET dynamics between dopant ions 
in a host crystal. In crystalline host materials, acceptor ions can only occupy sites at discrete 
distances from the donor—that is in shells of nearest neighbors, next-nearest neighbors, etc. 
While some models provide approximate expressions for the ET dynamics that ignore the 
discreteness of donor–acceptor spacings,140,141 more dedicated models account for the crys-
tal structure of the host material.142,143,161,162 For instance, a donor ion in YPO4 is coordinated 
by a shell of 4 nearest neighbors at a distance of 3.76 Å, 4 next-nearest-neighbors at 5.68 Å, 
and 8 next-next-nearest neighbors at 5.72 Å.163,164 To identify the mechanism of ET in bulk 
YPO4:Tb3+,Yb3+, Vergeer et al. used a Monte-Carlo model based on the crystal parameters.142 

The Monte-Carlo algorithm generated a multitude of random different donor environments, 
from which the ensemble-averaged ET dynamics could be predicted. The experimental data 
for bulk YPO4:Tb3+,Yb3+ were found to be in excellent agreement with a cooperative ET mech-
anism involving dipole–dipole coupling between a Tb3+ donor and two Yb3+ acceptors.142 We 
compare the result of this previously used Monte-Carlo model to our results on YPO4:T-
b3+,Yb3+ NCs (dashed lines in Figure 5.2b–e). It is immediately evident that the model does not 
capture the physics of ET in NCs, as the predicted decay is much faster than the experimental 
observations. More specifically, the decay dynamics of our NCs feature a range of donor envi-
ronments with a rate of ET that is slower than predicted. These donor environments must 
thus have fewer Yb3+ acceptors, as expected for donor ions close to the surface of a NC.

We make an extension to the Monte-Carlo model of Vergeer et al.142 to account for finite-size 
effects experienced by donor ions in NCs. As microcrystalline YPO4 is known to crystallize 
into oblate octahedra,159,160 we assume that our NCs (Figure 5.1a) have a similar geometry. We 
model our NCs as oblate octahedra with a short half-axis of 2.5 nm and two long half-axes 
of 4 nm (see Methods, Figure 5.7). We take note that donor ions positioned close to the NC 
surface have fewer cation sites in their local environment available for Yb3+ acceptors (Figure 
5.3). Our extended Monte-Carlo algorithm picks random positions for donor ions in the NC, 
accounts for the number of available cation sites around the donor, and then generates a 
random distribution of acceptor ions on these sites. As atomic details of surface faceting will 
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Energy-transfer efficiency η
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vary between NCs in the experimental sample, we only take into account the discreteness 
of donor–acceptor distances but not the discreteness of donor positions within the NC. The 
Monte-Carlo algorithm is further illustrated in Figure 5.8).

The solid lines in Figure 5.2 are simulated with our extended Monte-Carlo algorithm. The 
decay curves predicted by our model for NCs have contributions of low ET rates and are 
in good quantitative agreement with experimental observations. Minor deviations may be 
explained in terms of slight deviations in size and/or shape of the NCs in the experiments.

Figure 5.4 | Results of Monte-Carlo simulations of the energy transfer in YPO4:Tb3+,Yb3+. 
(a–d) Distribution of energy-transfer efficiencies η in bulk YPO4:Tb3+,Yb3+ with Yb3+ doping percent-
ages of 25, 50, 75 and 99%. (e–h) Distribution of energy-transfer efficiencies in nanocrystalline 
YPO4:Tb3+,Yb3+ of octahedral shape, with different distances of the Tb3+ donor from the apex of the 
octahedron (the spatial coordinate on the vertical axis runs along the dashed line in panel k, which 
shows a two-dimensional cross-cut of the octahedral nanocrystal). (j–m) Two-dimensional zoom-in 
views of panel i, depicting in color-scale how the distribution-averaged energy-transfer efficiency 
is governed by the position of the donor within the NC. In the above calculations, the surrounding 
medium is toluene.
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The parameter that quantifies the quantum-cutting performance of our NCs is the ET effi-
ciency. A high ET efficiency implies that incident blue photons are effectively converted 
into near-infrared excitations on Yb3+, while direct photon emission from Tb3+ in the visible 
window is minimal. The ET efficiency can be calculated from the decay dynamics using

 

Importantly, an ensemble of NCs is host to many different donor environments that each 
may have a different rate of ET and, as such, a different ET efficiency. The distributions of ET 
efficiencies for Tb donors in a bulk-like (thus, not accounting for finite-size effects) config-
uration are shown in Figure 5.4a–d for different concentrations of Yb3+ acceptors. The wide 
distributions in ET efficiency are due to the varying occupations of the neighbor shells in 
proximity of donors. The dominant factor determining the ET efficiency of a Tb3+ donor is 
the Yb3+ occupation number of the nearest-neighbor shell, which can have values of 0, 1, 2, 3, 
or 4 as is evident from the five peaks that are particularly clear in Figure 5.4b.

An important question is how exactly the ET efficiency of donors depends on their vicinity 
to the NC surface. To this end, we simulated the distribution of efficiencies for donors in the 
center of the NC (with a bulk-like environment) and those for donor sites closer to the surface. 
Distributions of the ET efficiency as a function of the distance from the apex of the octahe-
dron (indicated by the dashed line in Figure 5.4i) are shown in the 2-dimensional histograms 
in Figure 5.4e–h. While for donors in the center of a NC the distribution of ET efficiencies is 
similar to the distribution in bulk YPO4:Tb3+,Yb3+, a shift to lower efficiencies is apparent for 
donor sites located within approximately 1 nm of the NC surface. Evidently, finite-size effects 
impose restrictions on the number of lattice sites close to a donor, which limits the accep-
tor occupancy and thereby the rate and efficiency of ET. Ultimately, donor ions confined to 
the NC apex have a vanishing ET efficiency as even the number of nearest-neighbor sites is 
restricted by finite-size effects. Maps of the average ET efficiency as a function of the spatial 
coordinate of the donor environment within the NC are shown in Figure 5.4j–m. The maps 
illustrate that, indeed, the average ET efficiency is substantially lower for donors close to the 
NC surface—in particular for those confined to the NC apex. 

5.2.2 Photonic effects as a means to tune the ET efficiency

For use in applications, reduced ET efficiencies due to finite-size effects are undesirable as 
they lead to lower output in the near-infrared. The ET efficiency is governed by a competition 
between two pathways: (1) direct emission of photons from the Tb3+ donor and (2) ET to 
Yb3+ acceptors. Previous work has shown that the ET rates depend solely on the distribution 
of acceptor ions around a central donor ion.156 Therefore, it is impossible to accelerate ET 
between Tb3+ and Yb3+ using external factors. However, interestingly, the radiative decay rate 
of the Tb3+ donor is tunable by changing the photonic environment of the NCs: the radiative 
rate is accelerated when NCs are embedded in media with a high refractive index, while 
low-index media slow down radiative decay.156,157,165 Therefore, using photonic effects, it should 
be possible to control the competition between undesired radiative decay of Tb3+ and desired 
cooperative ET.

To test this effect, we systematically measured the PL decay dynamics of YPO4:Tb3+,Yb3+ NCs 
dispersed in a range of solvents with different refractive indices. Figure 5.5a shows the PL 
decay dynamics for NCs doped only with Tb3+. The single-exponential decay of the 5D4 level 
becomes faster upon changing the solvent from hexane to toluene and carbon disulfide, that 
is, increasing the refractive index n from 1.38 to 1.50 and 1.62 (Refs. 166,167), respectively 

η = 1 − ∫
R(t)T(t)dt
∫ R(t)dt

(5.3)
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(Figure 5.4b). The decay rate measured previously on bulk YPO4:Tb3+ (n = 1.75, Ref. 168) is 
even faster.142 Assuming a unity quantum yield (QY) for bulk YPO4:Tb3+ and allowing for 
a contribution of non-radiative decay in our NCs with a rate of 0.03 ms-1, we find that our 
experimentally measured decay rates are in excellent agreement with the NC-cavity model 
for ellipsoidal NCs (Refs. 157, 169, see Methods). Such a contribution of non-radiative decay 
present only in NCs is likely due to some quenching of Tb3+ by surface defects or ligands and 
has been reported previously.157

Figure 5.4c shows ET efficiencies as obtained using Eq. 5.3. The functions R(t) are extracted 
from experimental results, and T(t) are either obtained from experimental results or calcu-
lated with our Monte-Carlo model. The results for bulk YPO4:Tb3+,Yb3+ are based on the 
experimental data obtained by Vergeer et al.142 (solid lines). The experimental efficiencies are 
slightly lower than those predicted by the Monte-Carlo model (dashed lines), possibly due to 
a contribution of non-radiative relaxation. Filled bars indicate the ET efficiencies measured 
for NCs embedded in different solvents while the open bars are the results of our Monte-
Carlo simulations including finite-size effects. Again, the experimental efficiencies are some-
what lower than those predicted by the model, likely due to non-radiative relaxation path-
ways. Nevertheless, our experiments and model both show that the ET efficiency is highest 
when the NCs are dispersed in low-index solvents, such as hexane. 
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Figure 5.5 | Photonic effects on the radiative decay rate of the donor impact the energy-trans-
fer efficiency. (a) PL decay curves of the 5D4 level of Tb3+ for NCs dispersed in hexane, toluene, CS2 
and bulk YPO4:Tb3+(1%) (refractive indices n = 1.38, 1.50, 1.62 and 1.75, respectively; increasingly 
dark colors). (b) Dependence of the 5D4 radiative rate on the refractive index of the medium (open 
circles: NCs dispersed in different solvents; filled circle: bulk YPO4:Tb3+ (Ref. 157). The solid line 
is the prediction of the NC-cavity model for ellipsoidal NCs with a QY of 1.0, while the dashed line 
contains a contribution of non-radiative decay rate of 0.3 ms-1. (c) ET efficiencies of NCs dispersed 
in different environments. Filled bars are the ET efficiencies measured experimentally. Open bars 
are Monte-Carlo calculations for NCs in media with different refractive indices (YPO4 denotes an 
YPO4:Tb3+,Yb3+ NC, including finite-size effects on ET, surrounded by a region of undoped YPO4). 
Solid lines are the ET efficiencies of bulk YPO4:Tb3+(1%),Yb3+(x%) obtained experimentally (Ref. 
142) and dashed lines are Monte-Carlo calculations. 



| 69Finite-size effects on energy transfer between dopants in nanocrystals

It is instructive to compare the result of our Monte-Carlo calculations for bulk YPO4:Tb3+, 
Yb3+ (dashed lines) to those for NCs embedded in an environment with refractive index n = 
1.75, similar to that of the YPO4 host material (leftmost open bars). This comparison high-
lights the finite-size effects on the ET efficiency without any photonic influences. The ET 
efficiency for NCs in an environment n = 1.75 is lower than that of bulk YPO4:Tb3+,Yb3+ by 
10–30% relative, with the biggest decrease for low Yb3+ acceptor concentrations. Interestingly, 
however, this negative effect can be compensated for when the NCs are embedded in solvents 
with low refractive indices. We thus demonstrate that, by controlling the photonic environ-
ment of our NCs, we can control the balance between ET from the donor and direct emission 
from the donor level.

5.2.3 At what dimensions do finite-size effects play a role?

In the following we will investigate, using theory and simulations, at what NC sizes one 
should consider finite-size effects on the efficiency of ET between dopants. While our forego-
ing discussion focused on cooperative ET between a Tb3+ donor and two Yb3+ acceptors, we 
here broaden the scope and also consider the most common ET mechanism: first-order ET of 
the Förster type, i.e. dipole–dipole coupling between a single donor and a single acceptor. We 
note that other mechanisms of ET with different distance dependencies may occur in some 
phosphors,144,170 but we limit our discussion on finite-size effects to ET via the mechanism of 
dipole–dipole coupling. As examples, we use experimentally determined rate constants for 
cooperative ET between Tb3+ and Yb3+ in YPO4 (krad = 1/(2.3 ms), Ccoop = 2.0 × 10–6 nm12 ms–1; 
Ref. 142) and the first-order (cross-relaxation) ET process between Pr3+ and Yb3+ in LiYF4 (krad 
= 1/(35 µs), Cet = 2 × 10–3 nm6 µs–1; Ref. 143). We apply our Monte-Carlo algorithm to calculate 
the average ET efficiency η in simple spherical NCs as a function of the NC radius. Figure 
5.6a,c shows the resulting efficiencies normalized to the bulk ET efficiency ηbulk. We see that 
the ET efficiencies drop by 10% compared to ηbulk at a NC radius of 2–6 nm, depending on 
the doping concentration, for cooperative as well as first-order ET. These significant finite-
size effects are consistent with the observation of a 10–30% finite-size effect on cooperative 
ET in anisotropic YPO4:Tb3+,Yb3+ NCs of approximately 8 by 5 nm (full length). We find that 
finite-size effects in NCs are more pronounced when the corresponding bulk phosphor has 
a low ET efficiency (that is, the ET efficiency drops more rapidly with decreasing NC radius). 
This is also evident from Figure 5.4 and we can understand this because phosphors with low 
bulk ET efficiencies rely more strongly on long-range interactions and are thus more strongly 
affected by finite-size effects.

To quantify at what length scale finite-size effects become non-negligible, we define the crit-
ical NC radius r∗NC  where the ET efficiency has dropped by 10% relative to that of the bulk 
phosphor with the same concentrations of acceptor ions. We calculated the critical radii for 
cooperative ET between Tb3+ and Yb3+, and first-order ET between Pr3+ and Yb3+. To inves-
tigate a possible effect of the nature of the host crystal, we place these ions in different crys-
talline environments by substitutional doping, while keeping krad, Ccoop, and Cet the same. We 
consider YPO4, LaPO4, β-NaYF4 and BaF2, that are different in terms of crystal symmetry, 
density of lattice sites at which the acceptor ions can substitute, number of nearest-neighbor 
sites, and the nearest-neighbor distance. More precisely, these four crystals have rare-earth 
site densities of ρ = 14.0 nm-3, 13.0 nm-3, 13.8 nm-3 and 16.8 nm-3, number of nearest-neighbor 
sites N = 4, 2, 2 and 12, and nearest-neighbor distances of 0.38 nm, 0.41 nm, 0.35 nm and 0.44 
nm, respectively.164,171–173 Figure 5.6b,d show the critical radii for the Tb3+–Yb3+ and Pr3+–Yb3+ 
pairs in the different crystalline environments and with different concentrations of acceptors 
ions. Surprisingly, the impact of the crystal structure of the host material is only marginal 
(note that all data points of the same color are close together in Figure 5.6b,d), even though 
this strongly impacts the arrangement of acceptor ions around a donor ion. Instead, the  
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Figure 5.6 | Finite-size effects on the ET efficiency of nanocrystalline phosphors. (a) Coop-
erative ET efficiencies in spherical NCs normalized to the efficiencies of their bulk counterparts, for 
the Tb3+–Yb3+ couple in YPO4 with Yb3+ concentrations of 25, 50, 75 and 99% (blue, green, yellow 
and red). Solid lines are the predictions of our simplified analytical model (see Methods, Eq. 5.12) 
and full circles are the results of Monte-Carlo calculations. (b) Critical NC radii as a function of the 
bulk ET efficiency for cooperative ET in the lattices of LaPO4, YPO4, β-NaYF4, and BaF2 (squares, 
triangles, diamonds and circles). We use the rate parameters krad = 1/(2.3 ms) and Ccoop = 2.0 × 10–6 
nm12 ms–1 that were determined experimentally for YPO4:Tb3+,Yb3+. The black solid line is the result 
of Eq. 5.4. (c,d) Same as a,b, but for first-order ET, using the rate parameters krad = 1/(35 µs), Cet 
= 2 × 10–3 nm6 µs–1 of the Pr3+–Yb3+ couple in LiYF4. In c we consider YPO4:Pr3+ with Yb3+ acceptor 
concentrations of 2.5, 5.0, 7.5 and 10% (blue, green, yellow and red). The black solid line in d is the 
result of Eq. 5.5.

critical radius of nanocrystalline phosphors appears to be governed by the ET efficiency of the 
corresponding bulk phosphor.

While our Monte-Carlo model captures the most important features of ET in nanocrystal-
line phosphors, it is computationally expensive and complex to implement. It is therefore 
desirable to have a simpler model that nonetheless provides a good estimate of the critical 
NC radius. We introduce simple analytical models for first-order ET and cooperative ET (see 
Methods) that assume a homogeneous distribution of acceptor ions over the volume of the 
NC and neglects the discreteness of donor–acceptor spacings in a crystalline environment. 
Despite these simplifications, the resulting analytical expressions are a good prediction for 
finite-size effects (Figure 5.6a,c). Moreover, the models provide simple and general expres-
sions for the critical NC radius. For cooperative ET the critical NC radius is given by

with rmin the minimum distance between donors and acceptors in the analytical model 
(approximately equal to the nearest-neighbor distance in the crystal, with typical values of 
0.35–0.4 nm). For first-order ET the expression for the critical NC radius is

 
with R0 the Förster radius, which is defined as R0 = (Cet / krad)1/6 (Eq. 2.16). The results of Eq. 5.4 
and 5.6 are shown as solid lines in Figure 5.6b,d. Interestingly, the critical NC radius depends 
on the optical properties of the donor–acceptor pair or the acceptor concentration only indi-
rectly through the bulk ET efficiency ηbulk. It is clear that, although finite-size effects may be 
small for phosphors with a high ηbulk, critical radii are as big as 6 nm for low values of ηbulk. 

r∗NC,et = −
20
3

√
1 − ηbulket + (1 − η

bulk
et ) [

1
2 ln(1 − η

bulk
et ) − 1]

ηbulket ln(1 − ηbulket )
R0, (5.5)

r∗NC,coop =
5
2
rmin(1 − ηbulkcoop), (5.4)
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This suggests that finite-size effects may pose a challenge in the development of various appli-
cations that rely on ET and where small NCs are a requirement. For instance, quantum-cut-
ting phosphors most effectively enhance the efficiency of photovoltaic energy conversion 
when scattering losses are minimized, thus necessitating small particles. Alternatively, small 
sizes may be essential to use lanthanide-doped NCs as fluorescent probes for high-resolution 
(in vivo) imaging or sensing.10,15,151 Furthermore, many phosphor materials are synthesized 
with dimensions in the critical size regime even though there is no stringent requirement for 
small NC sizes.174,175 The significant finite-size effects on ET experimentally demonstrated in 
Figure 5.4 and calculated in Figure 5.6 are thus important for many nanocrystalline phosphor 
materials and may occur for any donor–acceptor combination and in any host crystal.

5.3 | Conclusions

We have presented a study on the excited-state decay dynamics of the Tb3+ 5D4 donor level 
in bulk and nanocrystalline YPO4:Tb3+,Yb3+ quantum-cutting phosphors to provide insight 
in the role of finite-size effects on the ET efficiency in nanocrystals. The decay dynamics 
result from a competition between direct emission of photons in the visible window on the 
one hand, and ET to Yb3+ acceptors on the other hand. We analyzed the dynamics of ET 
by systematic measurements for different concentrations of acceptor ions and found that, 
compared to bulk, the ET dynamics are markedly slower in nanocrystalline phosphors. We 
presented a simple Monte-Carlo model, that randomly simulates many possible environ-
ments of a central Tb3+donor ion—both in terms of the distribution of Yb3+ acceptors and in 
terms of the position within the nanocrystal. The model explains the reduced ET rate in NCs 
as a result of finite-size effects: Tb3+ donors located close to the NC surface have on average 
fewer Yb3+ acceptors in proximity and thus a lower ET efficiency. Although it is not possible 
to accelerate ET by external factors, the competing pathway of photon emission from the 
Tb3+donor level can be suppressed. Tuning the photonic environment of the NCs by embed-
ding them in an environment with low refractive index, slows down radiative decay of Tb3+. 
Using this method, we are able to compensate for the negative impact of finite-size effects 
on the ET efficiency and, in fact, achieve ET efficiencies in nanocrystalline YPO4:Tb3+,Yb3+ 
that are as high as those of the bulk material. We provide general rules for the critical length 
scale at which finite-size effects reduce ET efficiencies in NCs. Importantly, while the perfor-
mance of ultrasmall nanocrystalline phosphors may be improved by controlling undesirable 
quenching mechanisms related to chemical species at the NC surface, finite-size effects on 
ET between dopants pose a fundamental limitation that can only be opposed by tuning the 
photonic environment.

5.4 | Contributions

Jeffrey Zom synthesized the YPO4 NCs. Mark J. J. Mangnus supervised Jeffrey Zom, and 
performed optical spectroscopy on the NCs. Mark J.J. Mangnus analyzed and modelled the 
data. Tom. A.J. Welling performed finite-element simulations of the local field factor. Mark 
J.J. Mangnus, Andries Meijerink and Freddy T. Rabouw discussed and interpreted the data. 
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5.5 | Methods
Synthesis and characterization of doped YPO4 NCs

Chemicals: Yttrium chloride (99.99%, Sigma-Aldrich), terbium chloride (99.99%, Sigma-Aldrich), ytterbium chlo-
ride (99.99%, Sigma-Aldrich), methanol (99.6%, Sigma-Aldrich), tributyl phosphate (≥99%, Sigma-Aldrich), diphe-
nyl ether (≥98%, Sigma-Aldrich), tributyl amine (≥98.5%, Sigma-Aldrich), phosphoric acid (≥99%, Sigma-Aldrich), 
dihexyl ether (97%, Sigma-Aldrich), dodecylamine (98%, Sigma-Aldrich), toluene (99.9%, Sigma-Aldrich), hexane 
(99%, Sigma-Aldrich), carbon disulfide (≥99%, Sigma-Aldrich). All chemicals were used without further purifica-
tion, unless specified otherwise.

NCs were synthesized using the method of Oertel et al.158 Briefly, a clear solution of 10 mmol of rare-earth chlorides 
(Y, Yb, Tb) in 10 mL of methanol was mixed with 11 mL of tributyl phosphate. Methanol was evaporated under 
vacuum at room temperature, after which 30 ml of diphenyl ether was added. Following the removal of water under 
vacuum at 105 °C, 40 mmol of tributylamine and 7 mL of a 2 M solution of phosphoric acid in dihexyl ether was 
added. Subsequently, the reaction mixture was kept overnight under nitrogen at 200 °C, during which the NCs were 
formed. Ligand exchange was performed by addition of 50 mL dodecylamine. After an additional 3 hours at 200 °C 
and cooling down to room temperature, the supernatant was discarded following centrifugation (10 minutes at 800 g) 
and the residue was redispersed in 10 mL toluene, washed with 15 mL methanol and centrifuged again. The residue 
was dried under vacuum. NCs were dispersed in hexane, toluene or carbon disulfide for different measurements.

Assuming that our octahedron-shaped NCs are {111}-terminated,159 the lattice parameters of tetragonal YPO4 (a = b = 
6.882 Å) dictate that the octahedra are oblate and have two long axes with length l and one short axis with length w. 
The ratio w : l equals 

√
c2/(a2 + b2) or 0.63 : 1.
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Figure 5.7 | Characterization of NC dimensions. (a–e) Transmission electron micrographs 
(TEM) of the YPO4:Tb3+,Yb3+ nanocrystals with different concentrations of Yb3+ and corresponding 
size histograms of the long axis (f–j). Scale bars in a–e are 20 nm.
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Photoluminescence measurements

PL spectra were measured using an Edinburgh Instruments FLS920 fluorescence spectrometer equipped with a 
Hamamatsu R928 photomultiplier tube for the visible range and a liquid nitrogen-cooled Hamamatsu R5509 photo-
multiplier tube for the near-infrared range. Tb3+ ions were excited using the third harmonic of a Nd:YAG laser at 355 
nm with a repetition rate of 20 Hz. The PL decay curve of the 5D4 level was obtained by pulsed excitation with an 
Ekspla NT342B laser at 488.8 nm, at a repetition rate of 10 Hz. The emission at 545 nm was detected using a Triax 550 
monochromator and Hamamatsu H7422-02 photomultiplier tube, coupled to a PicoQuant TimeHarp 260 photon 
counting module.
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Figure 5.8 | The Monte-Carlo algorithm (a) The algorithm picks a random position for the Tb3+ 

donor (blue) within the NC (this is a continuous distribution of positions in three dimensions). The 
top panel shows a position in the center of the NC, while the bottom panel shows a donor ion posi-
tioned close to the surface. (b) Based on the position within the NC, the available number of cation 
sites per shell of nearest neighbors is calculated. This is done by calculating the fraction f of every 
neighbor shell that lies within the NC and using this as a correction factor for the available cation 
sites. The number of available cation sites is rounded to the closest integer value. For octahedral 
NCs, we sampled 50 uniformly distributed points on a spherical shell centered on the location of 
the donor ion, with radius ri (corresponding to the distance between the central donor ion and the 
relevant neighbor shell i). f is calculated by evaluating the fraction of points that lies within the NC. 
For spherical NCs, a simple analytical solution exists (see Eq. 5.16). In this schematic, only the 
nearest- and next-nearest neighbor shells are drawn. (c) A random arrangement of Yb3+ acceptor 
ions (red) over the available cation sites (brown) is simulated. The probability for a cation site to be 
occupied with an acceptor is given by the concentration of Yb3+ ions and the acceptor occupancy 
of every neighbor shell follows a binomial distribution. (d) Every pair of acceptors contributes to the 
ET rate of the donor. The ET rate contributed by a pair of donors depends on the distances of each 
acceptor to the donor, as described in Ref. 161.
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Nanocrystal-cavity model

The so-called NC-cavity model can be used to describe the dependence of the radiative rate of dopant ions in NCs on 
the photonic environment.157 The rate of photon emission depends on the refractive index of the solvent as

where Γ0 is the radiative rate of the emitter in vacuum, n is the solvent refractive index and χ is the local-field factor, 
which accounts for the fact that the local electric field amplitude of photon states at the position of the emitter is 
different from that of the macroscopic electric field. For spherical NCs, χ2 is given by

 
where nNC is the refractive index of the NC. The generalization of χ2 for dopant ions in ellipsoidal NCs is:157,169

 
where the parameters Lx, Ly and Lz are given by

 
with ax, ay and az the semiaxes of the ellipsoid.

Analytical models of finite-size effects

To obtain general rules for the NC size range at which one can expect finite-size effects on the ET efficiency, we 
constructed two simplified analytical models. In contrast to the shell model used in most of the analysis in the main 
text, these models neglect the discreteness of inter-dopant distances possible in a crystalline host lattice. Cooperative 
ET is typically relatively weak, meaning that ET does not outpace radiative decay even for a donor ion with two near-
est-neighbor acceptors. Consequently, a significant cooperative ET efficiency requires the vicinity of a large number 
(≫ 2) of acceptors near a donor ion. First-order ET, on the other hand, is often so strong that the ET rate between a 
nearest-neighbor pair is over an order of magnitude higher than the radiative decay rate of the donor ion. A single 
acceptor close to a donor ion suffices to achieve a considerable ET efficiency. Our two models account for these two 
fundamentally different dependencies of the ET efficiency on the vicinity of a donor ion. Both lead to simple analyt-
ical estimates for the critical NC size below which finite-size effects on the ET efficiency are expected.

First-order energy transfer

In our simplified model of the first-order ET we consider that a donor ion can have an ET efficiency of 0 or 1 depend-
ing on whether the donor does or does not have at least one nearby acceptor ion within a distance equal to the Förster 
radius R0 = (Cet / krad)1/6. Neglecting the discrete donor–acceptor distances in a crystalline host lattice, the number of 
rare-earth lattice sites in a sphere of radius R0 is N = 4π ρ̄R3

0/3 (where ρ̄ is the lattice site density) if the donor ion 
is located sufficiently far from the NC surface. If the radial position rD approaches the NC surface at rNC, we use the 
simplified expression

 
 
for the corresponding decrease of N(rD).

Using our simplification that the ET efficiency of a donor ion is either 0 or 1, the average ET efficiency ηet(rD) of donor 
ions located at radial coordinate rD equals the probability that at least one of the N(rD) lattice sites is occupied by an 
acceptor ion:

where ϕ is the acceptor doping concentration. Averaging Eq. 5.11 over the NC volume yields the average ET efficiency 
of all donor ions:
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)
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, (5.7)
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Γrad(n) = Γ0nχ2, (5.6)
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(5.10)

ηet(rD) = 1 − (1 − ϕ)
N(rD), (5.11)
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Evaluating Eq. 5.12 results in a long but analytical expression. We can Taylor expand this expression to first order in 
R0/rNC to obtain

 
where the ET efficiency of the bulk material (Eq. 5.11 with N the same for all donor ions) is ηbulket . Note that the second 
term in Eq. 5.13 is negative for all bulk ET efficiencies between 0 and 1.

We define the critical NC radius as the NC radius for which the average ET efficiency has dropped to (1 − x)ηbulket  with 
x = 0.1. This definition yields the expression for r∗NC,et  in Eq. 5.5.

Cooperative energy transfer

We assume a homogeneous density ρ̄ϕ  of acceptor ions in a spherical NC (where ρ̄  is the density of rare-earth lattice 
sites in the material and ϕ is the acceptor doping concentration), except for a small volume within a distance of rmin 
from each donor ion that contains no acceptors. This excluded volume is necessary to ensure that the average ET 
rates remain finite and reflects that the donor–acceptor distance rDA in a crystalline host material can never be smaller 
than the nearest-neighbor distance. To match the calculated ET efficiency (see below) with the one obtained from the 
shell model, rmin should be chosen to be approximately equal to the nearest-neighbor distance in the crystal, which 
for many materials is on the order of 0.3–0.4 nm.

The function

with

 
describes what fraction of a spherical shell of radius rDA centered at a donor ion with radial coordinate rD falls within 
a spherical NC of radius rNC. Averaging this over all possible donor positions in the NC and accounting for the empty 
volume Vmin yields the average density of acceptor ions as a function of the distance rDA from a donor ion:

 
 
 
We calculate the average ET rate from a donor ion by integrating the double inverse-sixth-power distance depen-
dence or over the density distribution ρ(rDA):

where Ccoop is the prefactor for the ET strength. Evaluating Eq. 5.17 yields

We use the average ET rate to calculate the approximate average ET efficiency:

⟨ηet⟩ =
3

4πr3NC
∫

rNC

0
ηet(rD)4πr

2
DdrD. (5.12)
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2 ln(1 − η

bulk
et ) − 1]

ln(1 − ηbulket )
R0

rNC
, (5.13)

f(rDA, rD) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

1 ; rD < rNC − rDA
0 ; rD < rDA − rNC

h(rDA, rD) ; otherwise
(5.14)

g(rDA, rD) =
(rNC + rD − rDA)(rNC − rD + rDA)

4rDrDA
, (5.15)

ρ(rDA) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0 ; 0 < rDA < rmin

ρ̄ϕ
(rDA − 2rNC)2(rDA + 4rNC)

16r3NC
; rmin < rDA < 2rNC

0 ; rDA > 2rNC

(5.16)

⟨Γcoop⟩ = Ccoop [∫
2rNC

rmin
ρ(rDA)

1
r6DA

4πr2DAdrDA]
2
, (5.17)

⟨Γcoop⟩ = Ccoop ρ̄2ϕ2 [
5πr3min − 36πrminr2NC + 32πr

3
NC + 6r

3
min log(2rNC/rmin)

24r3minr
3
NC

]
2

. (5.18)
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where krad is the radiative decay rate of a donor ion. Taylor expanding Eq. 5.19 in terms of rmin / r  up to first order yields

where Γbulkcoop = V2
minρ2Ccoop/r12min  is the ET rate in a bulk material (Eq. 5.18 with rNC → ∞). Figure 5.9 shows that the 

first-order expansion of Eq. 5.20 match the full expressions of Eq. 5.18 well for large NCs with rNC ≫ rmin.

We define the critical NC radius r∗NC,coop  as the NC radius for which the average ET efficiency has dropped to (1 − x)
ηbulkcoop  with x = 0.1. This definition yields the expression for r∗NC,coop  in Eq. 5.4.

Conclusions

We see that both r∗NC,et  and r∗NC,coop  depend on the optical properties of the donor–acceptor pair, krad and Cet,coop, or 
on the acceptor doping concentration ϕ only indirectly through the bulk ET efficiency ηbulk. Eqs. 5.13, 5.20 as well 
as Eqs. 5.4, 5.5 thus provide very simple but general expressions for finite-size effects on ET in NCs. All expressions 
contain a parameter that sets the length scale. For first-order ET this is the Förster radius R0, which has typical values 
of 0.5–0.8 nm for ET between lanthanide dopants but can be calculated more precisely if krad and Cet are known. For 
cooperative ET this is the minimum donor–acceptor distance rDA, which should be taken approximately equal to the 
nearest-neighbor distance in the crystal and has typical values of 0.35–0.4 nm. Figure 5.6 confirms the validity of the 
simple analytical models by comparison with more detailed Monte Carlo simulations of ET in NCs.

⟨ηcoop⟩ =
⟨Γcoop⟩

⟨Γcoop⟩ + krad
, (5.19)

⟨ηcoop⟩ ≈
Γbulkcoop

Γbulkcoop + krad
−
9
4

kradΓbulkcoop

(Γbulkcoop + krad)2
rmin

rNC
, (5.20)
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Figure 5.9 | Finite-size effects on the average energy transfer efficiency in a nanocrystal. (a) 
The efficiency of first-order energy transfer calculated using the full expression of Eq. 5.12 (solid 
lines) and the first-order Taylor expansion of Eq. 5.13 (dashed lines). We used ρ̄ = 14.0 nm−3 as for 
YPO4, different Yb3+ dopant concentrations ϕ shown in different colors, and rate constants previ-
ously measured for Pr3+-to-Yb3+ cross-relaxation143: krad = 1/(35 μs) and Cet = 2 × 10−3 nm6 μs−1. (b) 
The efficiency of cooperative energy transfer calculated using the full expression of Eq. 5.19 (solid 
lines) and the first-order Taylor expansion of Eq. 5.20 (dashed lines). We used parameters of YPO4: 
Tb3+,Yb3+ as input:142 krad = 1/(2.3 ms), Ccoop = 1.99 × 10−6 nm12 ms−1, rmin = 0.37 nm is the nearest-neigh-
bor distance, ρ̄ = 14.0 nm−3, and different Yb3+ dopant concentrations ϕ shown in different colors.
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The photoluminescence (PL) of lanthanide-doped  nanocrystals can be quenched by energy 
transfer to vibrations of molecules located within a few nanometers from the dopants. Such 
short-range electronic-to-vibrational energy transfer (EVET) is often undesired as it reduces 
the photoluminescence efficiency. On the other hand, EVET may be exploited to extract infor-
mation about molecular vibrations in the local environment of the nanocrystals. Here, we inves-
tigate the influence of solvent and gas environments on the PL properties of NaYF4:Er3+,Yb3+ 
upconversion nanocrystals. We relate changes in the PL spectrum and excited-state lifetimes 
in different solvents and their deuterated analogues to quenching of specific lanthanide levels 
by EVET to molecular vibrations. Similar but weaker changes are induced when we expose 
a film of nanocrystals to a gas environment with different amounts of H2O or D2O vapor. 
Quenching of green- and red-emitting levels of Er3+ can be explained in terms of EVET- 
mediated quenching that involves molecular vibrations with energies resonant with the gap 
between the energy levels of the lanthanide. Quenching of the near-infrared-emitting level is 
more complex and may involve EVET to combination-vibrations or defect-mediated quench-
ing. EVET-mediated quenching holds promise as a mechanism to identify the local chemical 
environment—both for nanocrystals dispersed in a liquid and for nanocrystals exposed to 
gaseous molecules that adsorb onto the nanocrystal surface.

 
6.1 | Introduction

Photoluminescence (PL) from lanthanide dopants in nanocrystals (NCs) is often less 
efficient than from dopants in bulk analogs.148–150,152,176 Energy transfer from an electronically 
excited lanthanide ion to high-energy vibrational modes of molecules at the NC surface or 
in the immediate environment competes with photon emission and therefore lowers the PL 
quantum yield (QY).12,150–155,177–179 This electronic-to-vibrational energy transfer (EVET) is a 
type of Förster resonance energy transfer, which is short-ranged (order of nanometers) and 
requires that the energy gap between emitting levels of the donor excited state matches the 
acceptor mode energy of a nearby molecular vibration.154,177,180–182 EVET is undesired for most 
applications but can be prevented by growing a protective shell of undoped material around 
the doped core.148,151–155,179,183,184 Alternatively, control over EVET rates from different excited 
states of the lanthanide means control over their respective QYs, which is an interesting strat-
egy to tune the spectral distribution of the PL.153 

Previous works have shown that the rate of EVET varies strongly for lanthanide-doped NCs 
dispersed in media with different vibrational energies, such as H2O and D2O (with vibra-
tional energies ℏω of ~3600 cm–1 and ~2600 cm–1, for the O–H and O–D stretching vibra-
tions),177,181,182 or aliphatic and aromatic hydrocarbons (ℏω of ~2900 cm–1 and 3050 cm–1).154 

Interestingly, as the vibrational energies of molecules are fingerprints of their chemical 
identity, the rate of EVET should provide information about the local chemical environment 
of lanthanide-doped NCs.

Here, we investigate the potential of lanthanide-doped NCs to probe nearby molecules with 
different molecular vibrations. We show that the PL spectrum of lanthanide-doped NCs 
changes when the NCs are dispersed in different solvents and their deuterated analogues. The 
PL lifetime exhibits a similar sensitivity, which in some cases can be understood in terms of 
a simple EVET resonance, while a combination of molecule vibrations is likely responsible in 
other cases. A second set of experiments with a dry NC film shows sensitivity to gas-phase 
molecules: EVET to surface-adsorbed gas molecules is sufficiently strong to produce a clear 
response of the NC emission spectrum. Our experiments highlight that lanthanide-doped 
NCs can indirectly probe molecular vibrations with fingerprints in the mid-infrared region 
by giving a response in the visible, in the form of a change in the lanthanide PL spectrum 
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and lifetimes. Our findings pave the way for applications in the fields of e.g. catalysis14 
and biosensing8,11,13, where the PL spectrum of lanthanide-doped NCs can respond to both 
temperature15,185,186 and the diffusion, formation, or conversion of molecules in the NC’s local 
environment.

6.2 | Results and discussion

6.2.1 Photoluminescence of upconversion nanocrystals in different chemical  
environments

We synthesized spherical core-only β-NaYF4:Er3+(2%),Yb3+(18%) NCs with a diameter of 28.5 
± 1.8 nm (Figure 6.1a). The NCs are capped with oleic acid ligands and can be readily dispersed 
in non-polar media. We used these cores to also synthesize silica-coated NaYF4 particles, with 
a shell thickness of 14.2 ± 1.2 nm (Figure 6.1b), which are dispersible in polar solvents. Er3+–
Yb3+ co-doped NCs exhibit near-infrared-to-visible photon upconversion: Yb3+ sensitizer ions 
absorb light at approximately 980 nm and transfer multiple excitations to Er3+ to populate 
visible-emitting energy levels (Figure 6.2a).181,187–189 As an example, the upconversion emission 
spectrum of oleic-acid-coated NCs dispersed in cyclohexane (Figure 6.1c) shows the resulting 
green and red emission lines originating from the 2H11/2 / 4S3/2 and 4F9/2 levels, respectively.

To investigate the impact of solvent molecules on the upconversion PL, we transferred the 
oleic-acid-coated and silica-coated NCs to a range of solvents, as well as to deuterium-sub-
stituted isotopologues of these solvents: H2O, D2O, CH3CH2OH, CH3CH2OD, CD3CD2OD, 
C6H12, C6D12, C6H5CH3, and C6D5CD3. Substitution of hydrogen atoms by the heavier deute-
rium isotope reduces the vibrational energies of the solvent molecules approximately by a 
factor 

√
2. We measured the upconversion PL of the different samples upon excitation with a 

980 nm laser operated at a constant estimated power of 10–1–100 W cm–2 to exclude a power-de-
pendent effect.178,189,190 The relative contributions of green and red PL to the total upconversion 
PL differs substantially for NCs in deuterated and non-deuterated solvents (Figure 6.1d; see 
also Figure 6.9). Differences in the relative contributions of the green and red upconversion PL 
are thus likely a consequence of different rates of EVET due to the shifted vibrational energies 
of the deuterated solvents. It may be counterintuitive that EVET-mediated PL quenching 
occurs at all for NCs with a silica shell, which spatially isolates the luminescent core from the 
surrounding medium. However, silica shells grown via micro-emulsion methods are typically 
(micro-)porous,177,191–193 so that small molecules or ions can penetrate and reach sites close to 
the luminescent core where they are efficient acceptors for EVET.

Figure 6.1 | (a) Transmission electron microscopy images of the oleic-acid-coated 
NaYF4:Er3+(2%),Yb3+(18%) NCs. (b) Same, but for the silica-coated NCs. The cores are the 
regions with highest contrast. (c) Upconversion emission spectrum of the oleic-acid-coated 
NaYF4:Er3+(2%),Yb3+(18%) NCs, dispersed in cyclohexane.
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Figures 6.2a,c show the energies of some relevant transitions in Er3+ that can be bridged by 
EVET (Figure 6.8), and how they match the vibrational absorption spectrum of the various 
normal and deuterated solvents used (Figure 6.2d). Different solvents clearly offer different 
resonances between vibrational modes and Er3+ transitions, and the resulting EVET-mediated 
quenching affects the spectral distribution of the upconversion PL (Figure 6.2b) among the 
red and green emissions. For example, the green contribution of the PL is low in OH-contain-
ing solvents H2O and ethanol compared to their deuterated analogs. The underlying mecha-
nism could be twofold: EVET from the green-emitting levels (4S3/2 and 2H11/2) to OH-vibrations 
quenches the green PL directly, or EVET from the intermediate near-infrared-emitting 4I11/2 
level could quench the green PL indirectly. The latter effect establishes a population of Er3+ 
ions in the 4I13/2 state from which energy-transfer upconversion to the red-emitting 4F9/2 level 
occurs. As upconversion is a complex higher-order process, pinpointing the exact contribu-
tions of the different EVET donor transitions (Figure 6.2c) and vibrational acceptors (Figure 
6.2d) to the observed changes in the PL spectrum is challenging. To identify the dominant 
EVET-mediated quenching pathways, it is important to compare the excited-state dynamics 
of different energy levels when excited resonantly.

Figure 6.3a–d shows the experimentally obtained decay curves of the green-emitting levels 
of our Er3+–Yb3+ co-doped NCs upon resonant excitation. We used the silica-coated NCs 
to measure the decay dynamics in the polar solvents water and ethanol, and the oleic-acid-
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Figure 6.2 | Upconversion luminescence from lanthanide-doped nanocrystals in different 
chemical environments. (a) Upconversion in Yb3+–Er3+ co-doped NCs proceeds by excitation of 
Yb3+ sensitizers and subsequent multi-step energy transfer to Er3+ ions, which emit in the green and 
red. Important quenching processes are indicated by black curvy arrows. (b) Relative contributions 
of the green and red PL in different solvents. Measurements are done in H2O, ethanol, cyclohexane, 
and toluene under continuous-wave illumination at 10–1–100 W cm–2. Light shades of blue, green, 
yellow, and red represent the normal solvents; darker shades represent the deuterated isotopo-
logues D2O, ethanol-d1 (CH3CH2OD), ethanol-d6 (CD3CD2OD), cyclohexane-d12, and toluene-d8. 
(c) Spectra of the electronic transitions in Er3+ that can act as EVET donors (see Methods, Figure 
6.8). (d) Infrared absorption spectra of solvents molecules, reproduced from Refs.194,195. Character-
istic vibrational energies of relevant functional groups are highlighted within the dashed regions. 
Colors are the same as in panel b.
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Figure 6.3 | Quenching of erbium levels in different chemical environments. (a–d) PL decay 
curves of the green-emitting levels in water, ethanol, cyclohexane and toluene are shown in light 
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donor level. (f–j) Same as a–e, but for the red-emitting energy levels. (k–o) Same as a–e, but for 
the near-infrared-emitting energy levels.
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coated NCs for measurements in cyclohexane and toluene. For comparison, we also show 
theoretical predictions of the decay dynamics in the absence of EVET-mediated quenching 
(see Methods; Eqs. 6.3–6.5), based on the NC-cavity model for radiative decay rates157 and a 
shell model for ion-to-ion energy transfer that predicts the rate of cross relaxation.143,144,154,156 
Almost all experimental decay curves of the green-emitting levels closely follow the decay 
dynamics predicted without EVET, including the measurements with NCs dispersed in D2O, 
ethanol-d1, and ethanol-d6, but not in H2O and ethanol (Figure 6.3a–d). This implies that 
EVET is efficient to acceptors with OH-groups but not to their deuterated counterparts, 
which have a lower vibrational energy. This is consistent with the observation that the 4S3/2 → 
4F9/2 donor transition (3000–3400 cm–1), which quenches the green PL, has good overlap with 
the absorption band of O–H stretching vibrations (3100–3700 cm–1) but not with the deuter-
ated analog (2300–2700 cm–1; Figure 6.2c,d).

For the red-emitting 4F9/2 level, cross-relaxation plays no significant role because energy 
transfer to neighbouring erbium ions in the 4I15/2 ground-state level is prevented by a large 
energetic mismatch. The theoretical decay curves based on radiative decay closely follow 
most experimentally obtained decay dynamics (Figure 6.3f–i). However, faster decay rates are 
exhibited by NCs dispersed in H2O, D2O, ethanol, and in particular cyclohexane. This may be 
explained in terms of spectral overlap of the 4F9/2 → 4I9/2 transition (2600–3000 cm–1; Figure 
6.2c), which quenches the red PL, and the vibrational energies of the medium around the NCs. 
Aliphatic C–H stretching vibrations of cyclohexane (2800–3000 cm–1) are resonant with the 
quenching transition and therefore strong EVET acceptors, while C–D vibrations (2100–2300 
cm–1) and aromatic C–H vibrations (3000–3100 cm–1 are not.154 This stresses the importance 
of resonance as a criterion for EVET to occur. Significant EVET from the 4F9/2 → 4I9/2 transi-
tion to O–H stretching vibrations is not expected a priori, as the (broad) infrared absorption 
band measured in liquid phase lies at higher energies (Figure 6.2d). However, O–H and O–D 
stretching vibrations inside or around the silica matrix have mode energies shifted to ~2750–
3500 cm–1 and ~2000–2700 cm–1, respectively, as we will demonstrate later (see Figure 6.7). 
This could facilitate EVET-mediated quenching of the red-emitting level by both O–H and 
O–D vibrations depending on the molecule. For now, we conclude that the 4F9/2 → 4I9/2 EVET 
donor transition can couple to acceptors with aliphatic C–H vibrations, O–H vibrations, and 
O–D stretching vibrations.

Our upconversion NCs also emit in the near-infrared PL, but the origin is complex due to 
energy migration between the Yb3+ 2F5/2 and Er3+ 4I11/2 levels, which both emit around 1000 
nm and both contribute to the decay curve. Surprisingly, all decay curves of the near-in-
frared-emitting levels show dynamics that are substantially faster than the radiative decay 
(Figure 6.3k–n). The strongest quenching is observed for NCs dispersed in H2O and ethanol, 
which is consistent with the spectral overlap between the 4I11/2 → 4I13/2 donor transition of Er3+ 

(at 3500–3800 cm–1) and the O–H stretching vibration (see Figure 6.2c,d). An important 
contribution may however be EVET from the 2F5/2 → 2F7/2 donor transition of Yb3+ (at ~10200 
cm–1) to combination-vibrations (2ν1 + ν3; Ref. 196) of hydroxyl groups, as proposed previ-
ously by other groups.177,197 The EVET rate from the near-infrared-emitting levels is effectively 
enhanced by fast energy migration among and between Er3+ and Yb3+ ions, facilitating trans-
fer of energy to the NC surface followed by quenching. In contrast, energy migration of green- 
and red-emitting levels can only proceed via the sparse sublattice of Er3+ dopants, which 
explains why its EVET-mediated quenching of visible emissions is much weaker. Strong 
quenching by OH vibrations is also understandable in view of the high oscillator strength of 
the O–H stretch vibration.

Another aspect that influences the efficiency of EVET is the density of acceptor vibrations in the 
NC’s immediate environment. At higher acceptor densities, donors can transfer their energy 
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to different acceptors, which favors EVET over radiative decay. This consideration explains 
the difference between strong near-infrared-quenching by water and weaker quenching by 
ethanol (Fig. 6.3k,l): water has a higher density of OH-vibrations than ethanol in the bulk 
liquid and may furthermore penetrate the silica shell more effectively. Similarly, the relatively 
weak quenching observed for silica-coated NCs in deuterated ethanol-d1 and ethanol-d6  
(Fig. 6.3l) compared to oleic-acid coated NCs in toluene and cyclohexane (Fig. 6.3m,n) may be 
attributed to different local densities of CH-vibrations, which are affected by limited penetra-
tion of ethanol into silica shell. Note that this density refers to the number of vibrations per 
unit volume, rather than the number of molecules.

Using the insights into the PL decay dynamics, we can now explain the observed trends 
of the upconversion PL spectrum in different solvents (Figure 6.2d). Hydroxyl groups 
quench the green-emitting levels but not the red-emitting levels. In addition, they quench 
the near-infrared-emitting 4I11/2 level of Er3+, transferring population to the 4I13/2 level from 
which energy-transfer upconversion populates the red-emitting 4F9/2 level. Hence, quench-
ing by OH groups changes the upconversion pathways through which the red-emitting 4F9/2 
level is populated, but does not necessarily reduce the 4F9/2 population. Both effects result in 
a lower relative contribution of green upconversion PL for NCs in media with OH groups 
(e.g. normal water and ethanol). Another important observation is the predominant green 
upconversion PL in normal cyclohexane compared to the lower green contribution in other 
organic solvents. This difference can be attributed to the aliphatic C–H EVET acceptor, which 
strongly quenches the red-emitting level. 

Although we can explain many trends in the PL spectrum and lifetimes (Figure 6.2,6.3) in 
terms of EVET involving a single fundamental molecular vibration that acts as an acceptor, 
quenching of the near-infrared-emitting 4I11/2 level of Er3+ by deuterated water and ethanol, or 
in both isotopologues of cyclohexane and toluene (Figure 6.3k–n) remains complex. Native 
high-energy C–H or O–H vibrations of oleic acid or silica (silanol groups), or native high-en-
ergy lattice vibrations,198,199 which we ignored in our discussion so far, may play a significant 
role as EVET acceptors. Alternatively, complex EVET mechanisms involving combination- 
vibrations of the acceptor may be responsible for quenching in these environments.177,197 

Beyond Er3+, experiments on NaYF4:Ho3+ NCs (Fig. 6.10) show a complex interplay between 
EVET and intrinsic decay dynamics, i.e. radiative decay and cross-relaxation. It is thus diffi-
cult to predict a priori which transitions will experience substantial EVET-mediated quench-
ing. 

6.2.2 Photoluminescence quenching by molecules from a vapor phase

So far, we have demonstrated that the PL from lanthanide dopants is affected by the solvent 
in which NCs are dispersed. Now we extend our study by investigating if PL quenching also 
occurs for EVET acceptors in a gas phase. We measured the upconversion PL of a layer of 
oleic-acid-coated NaYF4:Er3+(2%),Yb3+(18%) NCs, exposed to a flow of nitrogen gas with 
controllable amount of water vapor (see Figure 6.4) and excited at excitation powers of 
approximately 10 W cm–2. At these powers, the green PL contributes between 70 and 74% of 
the total visible upconversion PL, depending on the gas flow (Figure 6.11, 6.12). Figure 6.5a 
shows the changes in the green and red PL intensities of the NCs during a prolonged experi-
ment in which we switch between dry nitrogen flow (yellow shaded areas) and flows contain-
ing D2O (purple) or H2O vapor (blue). The upconversion PL intensity and spectrum of the 
NCs are unaffected by D2O vapor. However, introducing H2O causes a rapid drop of both the 
red and green upconversion PL, by 20–30%. The PL recovers to ~90% of the initial intensity 
within 10 minutes upon switching back to dry nitrogen. After 10 min the PL intensity has not 
yet reached a steady state, implying that further recovery is possible would require more time 
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Figure 6.4 | Setup for detection of water vapor with lanthanide-doped upconversion NCs. A 
drop-casted layer of upconversion NCs is exposed to a constant flow of dry nitrogen carrier gas with 
controllable amounts of water vapor, using mass-flow controllers (MFCs). The sample is excited in 
the infrared and emission in the visible is collected using a microscope objective.

Figure 6.5 | Photoluminescence response of lanthanide-doped upconversion NCs 
to water vapor. (a) Normalized green and red emission intensities of oleic-acid-coated 
NaYF4:Er3+(2%),Yb3+(18%) NCs, measured under dry nitrogen flow (yellow-shaded areas) or in the 
presence of water vapor at a relative humidity p/p0 = 0.17. Blue and purple-shaded areas corre-
spond to a flow of H2O and D2O, respectively. (b) Same as a, but for the contribution of green 
emission to the upconversion PL. (c–d) Same as a–b, but for SiO2-coated NCs.
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(not tested experimentally). Besides a drop in intensity, the relative contributions of green 
and red upconversion PL change by approximately 4–5% upon introducing water vapor to 
the gas flow (Figure 6.5b). This effect is approximately 10 times weaker than the difference of 
40% observed between the experiments with NCs dispersed in liquid H2O and D2O (Figure 
6.2b). The amplitude of the decay curves of the green and red PL drops by 31 and 26%, while 
the apparent decay rates remain approximately unchanged (see Figure 6.6). 

We ascribe the drop of the upconversion PL intensity to EVET dominated by quenching of the 
intermediate near-infrared-emitting 4I11/2 level. This is consistent with a simple rate-equation 
model (Eqs. 6.6–6.8) that describes upconversion as a three-level system (near-infrared, red 
and green), ignoring the effects of cross-relaxation or energy migration. The model predicts 
that the steady-state amplitude of the decay curve depends quadratically on the decay rate of 
the near-infrared-emitting level, and linearly on the red- and green-emitting levels. In this 
framework, quenching of the Yb3+ 2F5/2 and the Er3+ 4I11/2 near-infrared-emitting levels by ~10% 
causes the 20–30% quenching of visible upconversion PL.

Although quenching of the near-infrared-emitting level by water adsorbates is approximately 
10 times weaker than quenching by liquid water (Fig. 2k), the effect is much stronger than 
expected based on the density of molecules that differs by 4–5 orders of magnitude. Assum-
ing that the rate of EVET scales linearly with the local density of OH-acceptors, this implies 
that water molecules from the gas flow accumulate in a small volume around the NC—i.e. 
significant room-temperature adsorption of water molecules on the NC surface causes the 
observed EVET-mediated quenching of upconversion PL. The (partial) recovery of the PL 
upon purging with dry nitrogen implies that room-temperature desorption of adsorbates also 
occurs readily.

The PL from the silica-coated NCs is also quenched upon exposure to a gas flow containing 
water vapor and recovers partially upon switching back to dry nitrogen flow (Figure 6.5c,d). 
The time scale of PL recovery is, however, slower than observed for the oleic-acid-coated 
NCs. This can be attributed to hampered desorption of water molecules due to stabilization 
of adsorbates in the microporous silica structure. Moreover, the silica-coated NCs exhibit 
constant relative contributions of the green and red upconversion PL, in contrast to the 
oleic-acid-coated NCs (compare Figure 6.5b,d). The difference may be a result of different 

“background quenching” induced by the oleic acid ligands and the silica matrix, which may 
influence the contributions of different upconversion pathways and the relative importance 
of any potential water-induced effects. This is reflected by the green contribution to the total 
upconversion PL, which is higher for oleic-acid-coated NCs (73–74% under dry nitrogen 
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flow) compared to silica-coated NCs (70–71%).

We have shown that our NCs respond to water vapor in the atmosphere by a reversible 
spectral response in the form of a change in intensity and the relative contribution of green to 
the upconversion PL. This implies that our NCs can be used and re-used to probe vibrations 
of gaseous EVET acceptors that adsorb and desorb to and from the surface. For a direct proof 
of water adsorption/desorption, we performed attenuated total reflection Fourier-transform 
infrared spectroscopy (ATR-FTIR) on films of NCs under the applied gas flows. The infra-
red absorption spectrum of a layer of oleic-acid-coated NCs features a strong signal around 
2900 cm–1 due to C–H vibrations of the oleic acid capping ligands (Figure 6.7a). Introducing 
(deuterated) water vapor to the flow induces an increasing absorption band corresponding 
to the O–H (O–D) stretching vibration around 2750–3600 cm–1 (2000–2700 cm–1), as is clear 
from the differential absorption spectrum (Figure 6.7b). Increasing the concentration of water 
vapor leads to an upcoming differential absorption signal of the O–H band (Figure 6.7c), 
confirming that water adsorbs onto the surface of the NCs. The approximately linear adsorp-
tion isotherm (Figure 6.14) is characteristic for nonpolar surfaces with weak water–surface 
interactions (type III or V according to the IUPAC classification200) and implies that water 
adsorbates cluster around a few favorable adsorption sites rather than forming a monolayer. 
The absorbance decreases again upon lowering the water concentration in the flow, but 
adsorption/desorption of H2O is not fully reversible. The same behavior is observed for D2O 
adsorption/desorption. Figure 6.7d shows the dynamics of H2O adsorption and desorption: 
upon introducing water vapor, the absorbance signal quickly increases on the time scale of 
minutes. Removing water vapor from the flow again results in a drop of the signal on time 
scales of ~10 minutes, but recovery is far from complete. This indicates that a large fraction 
of water molecules remains in the film of NCs. While the behavior observed in Figure 6.7d 
is qualitatively similar to that in Figure 6.5a, the near-complete recovery of the upconver-
sion PL seems inconsistent with the far-from-complete recovery of the infrared absorbance. 
Hampered desorption from the film of the oleic-acid-coated NCs may be explained in terms 
of strong interaction of water molecules with oleic acid ligands, possibly forming structures 
in which water is stabilized.201–203 Such a strong interaction is implied by the shift of C–H 
stretching absorption lines in the 2800–3000 cm–1 range (Figure 6.7b). It is therefore possible 
that remaining water molecules detected by ATR-FTIR reside in oleic-acid-stabilized struc-
tures and are not localized at the NC surface, rendering them inefficient EVET acceptors that 
do not cause (significant) PL quenching.

The silica-coated NCs feature an absorption band in the 2750–3500 cm–1 range due to native 
silanol Si–O–H vibrations (Figure 6.7e). An absorption band of condensed O–H vibrations 
appears when flowing water vapor over the layer of NCs (see Figure 6.7f). The isotherm 
obtained from the O-H stretching band as a function of applied humidity (Figure 6.7g and 
Figure 6.14) is qualitatively different from the isotherm measured for the hydrophobic oleic-
acid-coated NCs (Figure 6.7c). The most important difference is that the silica shell facil-
itates significant adsorption of water already at a low relative humidity, typical for hydro-
philic microporous materials (compare Fig. 6.7c,g and Fig. 6.14). This results in a type I-b 
adsorption isotherm according to the IUPAC classification200. The rapid initial adsorption of 
water at low pressure corresponds to the filling of the micropores of the hydrophilic porous 
network of the silica shell with water. Desorption of water adsorbates is incomplete, but more 
substantial than for the oleic-acid-coated NCs (compare Figure 6.7h with Figure 6.7d). This 
more substantial release of water adsorbates, however, does not lead to a larger recovery of the 
upconversion PL (compare Figure 6.5a,c). We propose that, despite desorption of most water 
molecules from the silica shell, a significant fraction of water adsorbates remains close to the 
surface of the luminescent cores, possibly kinetically stabilized by slow diffusion through the 
silica pores. These remaining adsorbates likely reside deep within the silica shell—close to 
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Figure 6.7 | Monitoring the adsorption of water vapor with ATR-FTIR spectroscopy. (a) Infra-
red absorption spectra of a layer of oleic-acid-coated NaYF4:Er3+(2%),Yb3+(18%) NCs, under dry N2 

flow (yellow), and under flows of p/p0 = 0.20 H2O (blue) and D2O (purple). (b) Differential infrared 
absorption spectra, relative to the absorption under dry N2 flow. (c) Differential absorbance at 3200 
cm–1 as a function of the relative water pressure p/p0 (H2O). Arrows indicate the adsorption and 
desorption isotherms. (d) Normalized differential absorbance at 3200 cm–1, measured under dry 
nitrogen flow (yellow-shaded areas) or in the presence of water vapor (p/p0 = 0.17; blue-shaded 
area). The sample was purged with D2O vapor before starting the experiment. (e–h) Same as a–d, 
but for SiO2-coated NCs.
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the luminescent NC core—and are thus important quenchers. Instead of purging with dry 
nitrogen gas, a faster method to remove these quenchers for recovery of the upconversion PL 
is to exchange O–H groups with O–D groups, which happens rapidly upon flushing with D2O  
vapor (Figure 6.7f, 6.14).

Optical spectroscopy (Figure 6.4–6.6) and ATR-FTIR spectroscopy (Figure 6.7) are thus 
both capable of tracking adsorption of molecules on the surface of lanthanide-doped NCs. 
However, while the PL of the NCs is affected predominantly by short-range (up to several 
nm) EVET-mediated quenching, ATR-IR spectroscopy also probes vibrations of molecules 
adsorbed in a larger volume, including interparticle voids. When combined, these two 
complementary techniques provide information about quenching induced by surface adsor-
bates. 

6.3 | Discussion

Our experiments are a proof of concept, demonstrating that sensing of molecular vibrations 
based on EVET-mediated quenching of the PL from lanthanide-doped NCs is possible both 
in a liquid phase and in a gas phase. Important parameters that govern the efficiency of EVET 
are (a) the match of the energy gap between the emitting levels of the lanthanide ion and the 
vibrational energy of the EVET acceptor, (b) the oscillator strengths of the electronic donor 
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transition of the lanthanide ion and of the vibrational mode that acts as an acceptor, and (c) 
the density of EVET acceptors in the volume that extends several nanometers from the NC 
surface. While we can describe some EVET-mediated quenching processes in terms of these 
three considerations, (the degree of) quenching by other EVET acceptors remains difficult to 
understand. A reason for this might be that combinations of different vibrations may act as 
EVET acceptors and thereby quench lanthanide levels, as we proposed for quenching of the 
near-infrared-emitting level of Er3+.

Despite these difficulties, we envision that detection and identification of different molecules 
with a variety of functional groups may be possible using NCs doped with different lantha-
nide ions. There is much room for exploration when taking advantage of the wide choice of 
available lanthanide ions, which all feature different energy separations that could match the 
vibrational energy of various molecules with different functional groups. For example, Eu3+ 
may be a promising candidate for detection of carbonyl moieties as the 5D1 → 5D0 relaxation 
transition may couple to the C=O vibration with a mode energy of 1700–1800 cm–1. Another 
example is Ho3+, where EVET from the 5F3 → 5S2 transition to C–D vibrations (~2000 cm–1) 
may alter the shape of the PL spectrum. The sensitivity of lanthanide-doped NCs for the 
detection of molecules can likely be enhanced by using new oleate-based synthesis proce-
dures that avoid the incorporation of hydroxide ions in the NC host lattice.204

We foresee that a molecule-specific response may become possible when exploiting the rich 
surface chemistry and tunable microporosity205–207 of a (functionalized) silica shell that acts 
as a molecular sieve with adjustable sieving and adsorption properties. This would improve 
the selectivity of EVET-based sensing. Molecule-specific sensing is otherwise challenging, as 
different molecules can have the same functional groups (compare H 2O and ethanol; Figure 
6.3) and the spectrally broad lanthanide transitions often overlap with multiple molecular 
vibrations (compare Figures 6.2c,d). Alternatively, combining different lanthanide probes 
with partially overlapping transitions could improve the molecule-specific response.

Our experiments also shed light on the ongoing debate about the peculiar observation of 
reversible thermal enhancement of upconversion PL in lanthanide-doped NCs.208–210 While 
complex quenching mechanisms have been proposed,208,211,212 our results are consistent with 
the simple explanation that thermal enhancement stems from temperature-induced removal 
of water adsorbates that act as EVET acceptors.182,213–215 

6.4 | Conclusions

We have shown that the PL of lanthanide-doped (upconversion) NCs is sensitive to short-
range EVET-mediated quenching by nearby molecular vibrations. The energy level-structure 
of lanthanide ions contributes to a unique PL spectrum, which is altered when different energy 
levels are quenched at different rates. We have demonstrated this effect for NCs in solution 
by measuring the PL decay dynamics in isotopologues of water, ethanol, cyclohexane, and 
toluene. The comparison of isotopologues highlights the sensitivity of the lanthanide PL to 
the vibrational spectrum of the surrounding solvents. In many cases, the quenching strength 
can be rationalized based on the energetic (mis)match of the lanthanide EVET donor and the 
EVET acceptor mode. We have shown that efficient quenching of the PL does not necessarily 
require the NCs to be completely surrounded by a medium of quenching molecules. Instead, 
quenching can already be induced by EVET to molecules adsorbed at the NC surface, such 
as water. Using the concept of EVET, lanthanide-doped NCs have potential as nanosensors, 
detecting vibrational modes in their local environment by giving a response in the form of a 
change in the PL spectrum and lifetimes.
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6.5 | Contributions

Thomas P. van Swieten and Ayla J.H. Dekker synthesized the NaYF4 NCs. Mark Mangnus 
and Thomas P. van Swieten supervised Ayla J.H. Dekker. Bettina Baumgartner performed 
ATR-FTIR experiments. Ayla J.H. Dekker and Mark J.J. Mangnus performed initial optical 
spectroscopy experiments with NCs in different solvents. Vincent R.M. Benning carried 
out the final optical experiments with solvent-dispersed NCs. Mark J.J. Mangnus performed 
optical spectroscopy with NC-films under different gas flows. P. Tim Prins assisted in the 
design and construction of the gas-flow cell. Mark J.J. Mangnus performed the data analysis. 
All co-authors contributed to the interpretation of the data. Freddy T. Rabouw supervised the 
project.

6.6 | Methods
Synthesis of oleic-acid-coated NaYF4:Er3+,Yb3+ NCs

Spherical oleic-acid-coated NaYF4:Er3+(2%),Yb3+(18%) core-only NCs were synthesized using the procedure reported 
in Ref. 185. The NCs were stored in cyclohexane. Part of the NCs was transferred to other nonpolar solvents by 
precipitating with two volume equivalents of ethanol and redispersing in both isotopologues of cyclohexane and 
toluene. The other part of the NCs was used to synthesize silica-capped NCs. All chemicals were used without further 
purification.

Synthesis of NaYF4:Er3+,Yb3+@SiO2 nanoparticles

Silica-coated NaYF4:Er3+(2%),Yb3+(18%) nanoparticles were prepared by silica shell growth around the core-only 
NCs using a micro-emulsion method.185,192 The NCs were stored in ethanol. The NCs were transferred to other polar 
solvents by centrifugation and redispersing. All chemicals were used without further purification.

Photoluminescence measurements

Upconversion PL spectra of solution-dispersed nanoparticles were measured using an Edinburgh Instruments 
FLS920 fluorescence spectrometer equipped with a Hamamatsu R928 photomultiplier tube. Samples were excited 
using a 980 nm laser operated in CW-mode (Coherent OBIS LX, 150 mW). To filter out excitation light in the detec-
tion path, a Thorlabs FESH0900 900-nm short-pass filter was used. For time-resolved PL measurements of dispersed 
NCs, samples were excited by direct pulsed excitation at 515, 650 or 980 nm with an Ekspla NT342B laser, at a repe-
tition rate of 10 Hz. The PL at 536 and 660 nm was first filtered using a 516- and 654-nm long-pass filter, respectively, 
followed by detection using a Triax 550 monochromator and Hamamatsu H7422-02 photomultiplier tube, coupled to 
a PicoQuant TimeHarp 260 photon counting module. The PL at 1000 nm was detected using a Thorlabs FELH1000 
long-pass filter and an avalanche photodiode (APD; Micro Photonics Devices PDM).

Layers of NCs were prepared by drop-casting 50 μL of the NC solution onto a glass coverslip, cleaned using a Diener 
Zepto low-pressure plasma cleaner, operated at 0.2–0.4 mbar and at the maximum power setting. Optical measure-
ments on as-prepared layers of NCs were conducted on a Nikon Ti-U inverted microscope body, on which the 
sample was placed inside an air-tight cell (a Linkam THMS600 microscopy stage with a home-built glass lid to 
enable shorter working distances). Samples were purged with dry nitrogen for at least 30 minutes before starting 
the measurements. The gas flow through the cell was controlled by combining a flow of dry nitrogen gas (250 mL/
min) with a flow (0 or 50 mL/min) of dry nitrogen gas bubbled through deionized H2O or D2O. Flow rates were 
controlled using mass flow controllers. The dry nitrogen gas flow was purified from moist and organic impurities 
using combined SGT-F0205 and SGT-F0103 filter columns. Assuming that the concentration of water vapor in the 
bubbler is governed by the saturation pressure of water (p0 = 31.7 mbar at room temperature; Ref. 216), the partial 
water pressure in the humid water flow with p/p0 = 0.17 equals 5 mbar. 

A 980-nm laser (Coherent OBIS LX, 150 mW), operated in block-pulsed mode with a repetition rate of 250 Hz and a 
50% duty cycle using an Aim-TTi TGA1244 waveform generator, was directed to the sample using a 900-nm short-
pass dichroic mirror (Thorlabs DMSP900R), and defocused with a microscope objective (Nikon CFI S Plan Fluor 
ELWD 60XC) to create a spot with a diameter of ~70 μm. The excitation powers were 5–10 W cm–2. Photolumines-
cence from the sample was collected using the same objective, guided through a 900-nm short-pass filter (Thorlabs 
FESH0900), and directed toward the detectors. Using a 50/50 beam splitter, 50 percent of the PL was focused onto 
the entrance slit of a spectrometer (Andor Kymera 193i) equipped with a reflective diffraction grating (150 lines/
mm, blazed at 500 nm), coupled to an electron-multiplying CCD-camera (Andor iXon Ultra 888) operated at a 
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frame rate of 2 Hz. The other 50 percent was divided among two avalanche photodiode detectors (Micro Photonic 
Devices PDM) that collected the green and red PL using a band-pass filter (Chroma ET535/70m) and a combination 
of short- and long-pass filters (Thorlabs FESH0700/Thorlabs FELH0600). Time-tagged time-resolved data were 
obtained using a quTools quTAG time-to-digital converter, which was connected to both APDs and the laser driver 
and communicated all photon detection events and laser pulses.

ATR-FTIR spectroscopy

The setup used for ATR-FTIR spectroscopy has previously been described in Refs. 217, 218. Attenuated total reflec-
tance (ATR) crystals (20 × 10 × 0.5 mm, 45°) cut from a double side polished Si wafer were used, with a depth of 
penetration dp = 0.52 µm (ν̃  = 1600 cm–1) and effective path length of de∥  = 0.64 µm and de⊥  = 0.32 µm for the two 
polarization directions, yielding a total effective pathlength of (de∥+de⊥ )N/2 = 9.65 µm with N = 20. ATR-FTIR spec-
tra were recorded using a Spectrum Three FTIR spectrometer (Perkin Elmer) equipped with a N2-cooled mercury 
cadmium telluride (MCT) detector. 128 scans (1 spectrum/min) were averaged. The temperature of the cell was kept 
steady at 20 °C. The preparation of layers of NCs was analogous to the sample preparation for optical spectroscopy, 
except that a clean silicon ATR crystal was used as a substrate. The coated ATR crystal was placed inside an air-tight 
cell and the gas flow through the cell was controlled by combining a flow of dry nitrogen gas (Linde, 5.0) with a 
flow of dry nitrogen gas bubbled through deionized H2O or D2O. The total flow was kept constant at 100 mL min–1. 
Samples were again purged with dry nitrogen for at least 30 minutes before starting the measurements. Water vapor 
concentrations were determined by transmission IR spectroscopy in a 10 cm transmission cell with ZnSe windows. 
Concentrations were obtained from the band areas using reference spectra of 1 ppm/m water from the PNNL data-
base.219 The application sequence started with pure N2 flushing for 10 min. Subsequently, the partial pressure was 
increased/decreased and kept for 3 min to reach step to reach equilibrium. 
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Oscillator strengths of electronic relaxations in lanthanides

Following Ref. 220, the oscillator strength of an electric dipole transition from an initial electronic state with quan-
tum numbers S, L and J, ⟨4f,S L J'⟩, to a final state with quantum numbers S', L'  and J', ⟨4f,S' L' J'⟩, can be calculated 
using Judd–Ofelt theory:

 
 
 
where C is a prefactor (1.1 × 1011 cm−1), ξ∗  is the transition barycenter, χ is the local-field factor (see below) and n is the 
refractive index of the medium. Ωλ are the three lattice-specific Judd–Ofelt parameters (4.97 × 10−20, 1.16 × 10−20, and 
2.03 × 10−20 cm−2 for Ω2, Ω4 and Ω6 in β-NaYF4; Ref. 220) and U(λ) are the electric dipole tensor operators. The matrix 
elements ∣ ⟨4f, SLJ∣U(λ)∣4f, S′L′J′⟩ ∣2  are tabulated in Ref. 27.

We used the absorption spectrum of bulk β-NaGdF4 powder (Figure 6.8a) to estimate the transition energies and 
widths. First, we determined the energies of the different levels ξ∗  (see Figure 6.8b–c) and (ignoring crystal-field 
splitting of the 4I15/2 ground state of erbium) approximated spectra of the oscillator strength T of a transition from 
initial state i to final state j as

where ξ is the energy difference from the transition barycenter. Theoretical spectra in Figure 6.2c are based on the 
shape Ti,j(ξ), combined with the calculated values of fED as an amplitude.
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Figure 6.8 | Determining spectra of transition oscillator strengths. (a) Absorption spectrum of 
bulk β-NaGdF4:Er3+(1%) powder. Transitions from the 4I15/2 ground state to several excited states 
are labeled. (b) Zoom-in view of a around the 4I15/2 → 4I13/2 absorption transition. ξ* indicates the 
transition center of gravity. Same as b, but for 4I15/2 → 4I11/2 absorption transition. (d) Spectrum of the 
oscillator strength of the 4I11/2 → 4I13/2 relaxation.
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Intrinsic decay dynamics of lanthanide-doped nanocrystals

For lanthanide dopants in NCs with dimensions smaller than the wavelength of light, the radiative decay rate differs 
depending on the photonic environment according to the NC-cavity model (Eq. 5.6, 5.7, Ref. 157). In Figure 6.3, we 
used the NC-cavity model (Eq. 6.3, 6.4) and literature values of the radiative decay rates (Ref. 154) to calculate theo-
retical decay curves of NCs dispersed in different solvents, where the only decay pathway is radiative.

For the green-emitting levels of erbium, cross-relaxation plays an important role in the decay dynamics.154 The rate 
of cross-relaxation from a central donor ion depends on its local environment in terms of the number of acceptor 
ions and the corresponding donor–acceptor distances (with an r−6-dependence). Due to random occupation of rare-
earth sites by lanthanide ions, an ensemble of Er-doped NCs features a distribution of cross-relaxation rates. Impor-
tantly, donor–acceptor distances are discrete and follow a shell-like structure with nearest neighbors, next-nearest 
neighbors, etc.143,144,154,156 The β-NaYF4 unit cell has two different rare-earth sites: the A-site that is 100% available for 
lanthanide ions, and the B-sites that is 50% occupied by Na ions.173 For a statistical distribution of lanthanide ions, 
there is an analytical expression for the (multi-exponential) contribution of cross-relaxation X(t) to the total decay 
dynamics:154

 
 
 
 
 
The dynamics of cross-relaxation has contributions of erbium donors in A and B sites, with acceptors positioned 
in shells i, with ni rare-earth sites at distances ri and r∗i . Cross-relaxation becomes faster at higher doping concen-
trations ϕ. Theoretical decay curves in Figure 6.3a–d contain contributions of radiative decay (Eqs. 6.3–6.4), Er–Er 
cross-relaxation and Er–Yb cross-relaxation (Eq. 6.5). We used values CEr,Er and CEr,Yb from Ref. 154. Note that the shell 
model for cross-relaxation does not account for energy migration among lanthanide ions and neglects finite-size 
effects. The theoretical curves in Figure 6.3a–d therefore serve as a rough estimation of the intrinsic decay dynamics 
of the green-emitting levels.
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Upconversion emission spectra in different solvents
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Figure 6.9 | Upconversion emission spectra in different solvents. (a) Upconversion emission 
spectra of silica-coated NaYF4:Er3+(2%),Yb3+(18%) NCs dispersed in normal water and deuter-
ated water (light and dark blue spectra, respectively). (b) Same as a, but for silica-coated NCs 
dispersed normal and deuterated isotopologues of ethanol. (c) Same as a, but for oleic-acid-coated 
NaYF4:Er3+(2%),Yb3+(18%) NCs dispersed in normal and deuterated cyclohexane. (d) Same as c, 
but for oleic-acid-coated NCs dispersed in normal and deuterated toluene.
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EVET-mediated quenching in Ho3+-doped NCs
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Figure 6.10 | Quenching of holmium levels in different chemical environments. (a) Transmis-
sion electron microscopy images of the oleic-acid-coated NaYF4:Ho3+(5%) NCs, with a diameter of 
31 ± 3 nm. A ligand-exchange procedure, described in Ref. 221, was performed prior to dispersing 
the NCs in polar solvents. (b) Normalized oscillator strengths and energies of important relaxation 
transitions in Ho3+, calculated using the procedure described above for Er3+.27 Oscillator strengths 
fED of relaxations from the blue-, green- and red-emitting levels are 3.4 × 10−7, 6.2 × 10−7 and 4.9 × 10−9. 
(c) Infrared absorption spectra of solvents molecules, reproduced from Ref. 222. (d–e) PL decay 
curves of the blue-emitting levels in acetone, ethanol, cyclohexanol and cyclohexanone are shown 
in purple, blue, green and yellow. Theoretical predictions for radiative decay in the absence of 
EVET and cross-relaxation are shown as solid lines.186 (f) Schematic of EVET quenching of the 
blue-emitting donor level. Cross-relaxation is indicated by dashed arrows. (g–i) Same as d–f, but 
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for the green-emitting level. (j–l) Same as d–f, but for the red-emitting level. The blue, green and 
red decay curves were obtained by exciting the sample at 447, 535 and 638 nm, and collecting the 
luminescence at 487, 542 and 645 nm.

Power dependence of upconversion luminescence
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Figure 6.11 | Power-dependence of the upconversion emission spectrum. (a) Relative 
contributions of the green and red upconversion emissions from a film of oleic-acid-coated 
NaYF4:Er3+(2%),Yb3+(18%) NCs, as a function of power density. The green and red data points 
correspond to measurements under dry nitrogen flow, and the dashed lines correspond to the same 
measurements under a flow containing H2O vapor at p/p0 = 0.17. Note that the power dependence 
is approximately the same under these two different gas flows. (b) Same as a, but for a film of  
silica-coated NaYF4:Er3+(2%),Yb3+(18%) NCs.

Upconversion emission spectra in different gas flows

Figure 6.12 | Upconversion emission spectra of nanocrystal films under different gas glows. 
(a) Upconversion emission spectrum of NaYF4:Er3+(2%),Yb3+(18%) oleic-acid-coated NCs under a 
flow of dry nitrogen and a flow containing water vapor (p/p0 = 0.17). (b) Same as p/p0 = 0.17, but for 
a film of silica-coated NaYF4:Er3+(2%),Yb3+(18%).
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Lifetimes of the green and red upconversion emissions under different gas flows

We describe upconversion luminescence using a simple three-level system. Excitation of a lanthanide ions in the 
near-infrared with rate kexc builds up a fractional population of ions in an intermediate, near-infrared-emitting level 
nNIR:

Upconversion proceeds by ET from these near-infrared-emitting level, with rate kET. Populations of the green- and 
red-emitting levels nG and nR are

with kR,G  the decay rates of the two levels. The assumption of weak excitation is valid as we estimate kexc ≈ 10−4 ms−1 

(using the absorption cross-section of ytterbium in NaGdF4 1.1 × 10−21 cm2 (Ref. 220) and an excitation power of 10 
W cm–2)—much slower than even the bulk radiative decay rate of ytterbium (0.58 ms−1; Ref 154). Furthermore, we do 
not take into account the NaYF4 crystal structure and ignore the effects of cross-relaxation and energy transfer. We 
fitted the decay curves in Figure 6.6 to the model (Eq. 6.6,6.7), assuming the limit of weak excitation and assuming a 
steady-state population of the green and red-emitting levels after 2 ms of laser excitation. The resulting fit parameters 
are kN2

NIR , kH2O
NIR , kN2

G , kH2O
G , kN2

R  and kH2O
R  of 15.7, 17.4, 7.0, 7.8, 2.5 and 2.6 ms−1.

In the limit of low excitation power (i.e. kexc ≪ kNIR), the steady-state intensity of the green and red emissions  scales as 

dnNIR
dt

= +kexc [1 − nNIR(t)] − kETn2NIR. (6.4)

dnR,G
dt

= +kETn2NIR(t) − kR,GnR,G, (6.5)

ISSRG ∝ kR,Gk2NIR. (6.6)
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Figure 6.13 | Upconversion emission lifetimes under different gas glows. (a) Upconversion 
emission lifetimes of NaYF4:Er3+(2%),Yb3+(18%) oleic-acid-coated NCs, under changing flows of dry 
nitrogen and a flow containing water vapor (p/p0 = 0.17; blue shaded areas for H2O and purple for 
D2O). Lifetimes are obtained by fitting a single exponential to decay curves with an integration time 
of 10 s. (b) Same as a, but normalized to the lifetime under dry nitrogen flow. (c–d) Same as a–b, 
but for a film of silica-coated NaYF4:Er3+(2%),Yb3+(18%) NCs.
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Figure 6.14 | Equilibrium adsorption isotherms of water vapor based on ATR-FTIR spectros-
copy. (a) Differential absorbance at 3200 cm−1 as a function of the relative water pressure p/p0 
(H2O), for a film of oleic-acid-coated NaYF4:Er3+(2%),Yb3+(18%) NCs. Arrows indicate the adsorp-
tion and desorption isotherms. (b) Same as a, but for adsorption/desorption of H2O on a film of 
silica-coated NaYF4:Er3+(2%),Yb3+(18%) NCs. These isotherms were obtained under equilibrium 
conditions after prior exposure to water vapor.



100 | Chapter 6

a

–1.0

0.0

1.0

–1.0

0.0

1.0

–1.0

0.0

1.0

D
iff

er
en

tia
l

ab
so

rb
an

ce
 (n

or
m

.)

Time (s)
400020000

b

D
iff

er
en

tia
l

ab
so

rb
an

ce
 (n

or
m

.)

Time (s)
400020000

c

D
iff

er
en

tia
l

ab
so

rb
an

ce
 (n

or
m

.)

Time (s)
400020000

d

Time (s)
400020000

–1.0

0.0

1.0

D
iff

er
en

tia
l

ab
so

rb
an

ce
 (n

or
m

.) 

Exchange experiments with D2O and H2O vapor

Figure 6.15 | Upconversion emission spectra in different solvents. (a) Normalized differential 
absorbance at 3200 cm−1 (blue data points) and 2270 cm−1 (purple) for a film of oleic-acid-coated 
NaYF4:Er3+(2%),Yb3+(18%) NCs NCs, measured under dry nitrogen flow (yellow-shaded areas) 
or in the presence of H2O vapor (p/p0 = 0.17). The sample was purged with D2O vapor before 
starting the experiment. (b) Same as a, but for the same film under exposure to D2O vapor (p/p0 

= 0.17) and prior purging with H2O vapor. (c–d) Same as a–b, but for a film of silica-coated 
NaYF4:Er3+(2%),Yb3+(18%) NCs.
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We have studied the emission properties of quantum dots and lanthanide-doped nanocrystals 
using a variety of spectroscopic techniques. In this chapter, we summarize the most import-
ant conclusions and discuss opportunities for future research.

 
7.1 | Characterizing and understanding variations and fluctuations of 
single-quantum-dot emission properties

Developing quantum dots (QDs) for applications in future devices is a challenge on several 
frontiers. Control over particle sizes and shapes is a prerequisite to achieve control over the 
optical properties of different types of QDs. However, rational design of next-generation 
QDs requires a deep understanding of photoluminescence mechanisms, as well as competing 
pathways that quench the emission. Whereas the community has achieved an advanced level 
of understanding concerning the photoluminescence mechanism of quantum-dot structures 
based on the workhorse material CdSe, there is a great urge for new types of QDs of different 
compositions. For instance, we need to explore alternative materials with reduced toxicity, 
such as the CuInS2- and InP-based QDs that we studied in Chapters 3, 4.

In Chapter 3, we used single-particle spectroscopy to characterize the peculiar emission 
properties of single CuInS2 QDs. We found that emission line widths of single QDs are of the 
order of 200 meV, much broader than the typical line width of CdSe-based QDs, which are 
approximately 60 meV. We explain large particle-to-particle variations of the emission energy 
in terms of the hole, which localizes on copper-related sites at different positions within the 
nanocrystal. When the hole localizes off-center, attractive Coulomb interactions with the 
delocalized electron are weaker, and the emission energy is higher. Off-center localization of 
the hole also implies that CuInS2 QDs have a dipolar excited state. We explain the observed 
spectral diffusion in terms of the quantum-confined Stark effect, where fluctuations of an 
external electric field cause large fluctuations of the emission energy and lifetime.

In Chapter 4, we studied particle-to-particle variations of emission properties within a batch 
of InP-based QDs. To obtain statistically strong information about batch properties, we devel-
oped multiparticle spectroscopy (MPS) as a high-throughput method to measure (fluctua-
tions of) many single-particle emission spectra simultaneously. The batch of InP-based QDs 
consisted of some emitters with a color purity on par with that of superior CdSe-based QDs. 
However, the particle-to-particle variations were large, and some QDs featured enormous 
time-to-time fluctuations of their emission spectrum. In the framework of the quantum-con-
fined Stark effect, we proposed two different mechanisms that may be responsible for spectral 
diffusion in InP-based QDs. This includes the possibilities of an excited state with a (shell-)
delocalized hole or a dipolar excited state with a localized (trapped) charge carrier.

We have shown that optical spectroscopy at the single-particle level is a vital tool to uncover 
the mechanisms of photoluminescence in new generations of QD structures. However, large 
particle-to-particle variations of emission properties within a batch of nominally identi-
cal QDs remain puzzling. High-resolution electron microscopy and elemental mapping 
are complementary techniques that will likely play an important role to understand struc-
ture-performance relationships. For instance, structural defects imaged by electron micros-
copy may be related to changes in the emission properties as characterized using single-par-
ticle spectroscopy. Rational design of improved QDs may then aim at combating structural 
defects that hamper the photoluminescence efficiency or color purity.

From a technological viewpoint, one may argue that striving for rational design of QD 
structures is a naive and unnecessary quest. Rather than that, synthesis conditions may be 
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optimized in microfluidic continuous-flow reactors,223–226 for instance based on real-time 
information about performance indicators such as the ensemble-scale emission color and 
brightness.227 Tunable synthesis parameters could for instance be the concentration, flow 
rate, and reactivity of precursors, and the temperature on the microfluidic chip (Figure 7.1). 
Although MPS is probably too slow for real-time monitoring of particle-to-particle varia-
tions and time-to-time-fluctuations of the emission properties, it could serve as an important 
characterization technique to find synthesis conditions that yield QDs with uniform emission 
properties—including reduced spectral diffusion and photoluminescence blinking.

7.2 | Lanthanide-doped nanocrystals: the competition between emission 
and energy transfer

Optical transitions in lanthanide-doped phosphors involve a rearrangement of electrons 
among the 4f-orbitals of the lanthanide dopants. Emission energies are well-defined and 
barely affected by the host crystal in which the lanthanides are incorporated. The general 
belief is that, just like in bulk crystals, the emission properties of lanthanide ions in nanocrys-
tals are independent of their local environment. In Chapter 5, we challenged this viewpoint 
by showing that dopant-to-dopant energy transfer is hampered in NCs, which alters the 
photoluminescence output. In Chapter 6, we investigate how a special type of ET—from 
dopant ions to molecular vibrations at the NC surface—quenches the luminescence from 
specific lanthanide levels. Importantly, once a lanthanide ion has acted as a donor for ET, it 
can no longer emit light (of the same color), and vice versa. In other words, ET and radiative 
decay are competing processes. The PL output of the phosphor is thus determined by the 
relative efficiencies of radiative decay and ET.

In co-doped phosphors, a high ET efficiency is often desired, so that the donor ion trans-
fers all energy to acceptors that emit the desired color of light. In Chapter 5, we discussed 
YPO4:Tb3+,Yb3+, where the process of cooperative ET from visible-emitting Tb3+ to near-in-
frared-emitting Yb3+ determines the photoluminescence output. We demonstrated that the 
efficiency of energy transfer is reduced for donor ions close to the surface, which are coordi-
nated by fewer acceptor ions. Interestingly, such finite-size effects can be counteracted by 
suppressing the competitive pathway of radiative decay of the donor ion, effectively increas-
ing the probability of ET to the acceptor.

In Chapter 6, we discussed how electronic-to-vibrational energy transfer (EVET) quenches 
the luminescence from lanthanide-doped NCs. Mediated by EVET, the donor lanthanide ion 

Figure 7.1 | Data-driven optimization of quantum-dot synthesis procedures. Microfluidic 
reactors offer excellent control over synthesis parameters such as precursor concentrations, 
flow rates, and temperature. These synthesis parameters can be optimized rapidly based on 
quantum-dot emission properties measured at the ensemble scale and single-particle level.

Precursor B

Precursor A
QD product

Multiparticle
spectroscopy

Ensemble
characterizationMicrofluidic reactor



106 | Chapter 7

relaxes to a lower level, which affects the shape of the emission spectrum. EVET is efficient 
only in case the lanthanide donor couples efficiently to molecular vibrations, which requires 
proximity and resonance between the electronic donor transition and the energy of the vibra-
tional mode. From the viewpoint of eliminating quenching processes to guarantee a high 
photoluminescence quantum yield, EVET is undesired and is often prevented by growing 
a shell around the NCs, which spatially isolates the lanthanide ions from molecular vibra-
tions that act as EVET acceptors. We proposed instead that EVET may be exploited for the 
purpose of extracting information about the type of molecular vibrations in the local chemi-
cal environment of the NCs. Probing molecule-specific vibrations with lanthanide-doped 
NCs has great promise for applications in catalysis and biosensing, as an indirect method to 
locally track the diffusion, formation, or conversion of molecules.
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Wat zou er overblijven van onze maatschappij, als we afscheid moesten nemen van kunstma-
tige lichtbronnen? Een straat zonder straatverlichting, een kantoor zonder computer, en een 
tiener zonder smartphone. Het spreekt voor zich dat kunstmatige lichtbronnen onmisbaar 
zijn. De consument is veeleisend en vraagt om lichtbronnen met eigenschappen die geschikt 
zijn voor gebruik in verschillende apparaten. Denk bijvoorbeeld aan televisies of smartpho-
nes die heldere en zuivere kleuren moeten laten zien, of de woonkamerlamp die juist warm 
wit licht moet geven. We zijn continu opzoek naar nieuwe soorten lichtgevende materialen, 
om te blijven voldoen aan de uiteenlopende wensen van de consument en om nieuwe techno-
logieën te ontwikkelen, zoals sensoren voor temperatuur of chemicaliën.

 
In dit proefschrift hebben we materialen bestudeerd die licht geven op basis van foto- 
luminescentie. Fotoluminescente materialen zijn in staat om licht van een bepaalde kleur te 
absorberen, om daarna zelf een andere kleur licht uit te zenden. Het doel van ons onderzoek 
is niet alleen om beter te begrijpen hoe fotoluminescentie werkt in deze materialen, maar ook 
om inzicht te krijgen in processen die fotoluminescentie verstoren. We richten ons op twee 
soorten lichtgevende materialen: kwantumstippen en lanthanide-gedoteerde nanokristallen.

Om het vervolg van deze samenvatting goed te begrijpen, is het belangrijk om te beseffen dat 
licht bestaat uit deeltjes, die we fotonen noemen. Een foton draagt een bepaalde hoeveelheid 
energie met zich mee en kan dus ook wel gezien worden als een energiepakketje. De hoeveel-
heid energie in zo’n pakketje is afhankelijk van de kleur licht: een blauw foton heeft meer 
energie dan een groen foton, dat op zijn beurt weer meer energie heeft dan een rood foton.

Nieuwe kwantumstippen: kleurrijk en milieuvriendelijk

Kwantumstippen bestaan slechts uit duizenden atomen, waardoor ze ongeveer duizend tot 
tienduizend keer in de dikte van een menselijke haar passen. In vergelijking met traditio-
nele lichtbronnen zijn kwantumstippen in staat om zuiverdere en helderdere kleuren uit te 
zenden, waardoor ze inmiddels al commercieel gebruikt worden in sommige televisies. Blauw 
licht wordt door kwantumstippen van verschillende groottes omgezet in verschillende andere 
kleuren licht, zoals groen of rood. Zo zijn kwantumstippen van verschillende groottes in staat 
om blauw licht om te zetten in verschillende kleuren, zoals groen en rood. Door de kleuren 
blauw, groen en rood te combineren kunnen we alle kleuren licht maken die het menselijk 
oog kan waarnemen.

Grootte van de kwantumstippen

Licht

Energie van licht neemt
af van blauw naar rood

Wanneer we blauw licht schijnen op 
kleine kwantumstippen, zullen ze bijna 
dezelfde kleur blauw licht uitzenden. 
Grotere kwantumstippen zullen datzelfde 
blauwe licht omzetten in rood licht. Hoe 
groter de kwantumstip, hoe lager de 
energie is van het licht dat wordt 
uitgezonden.

Figuur 1 | Grootte-afhankelijke fotoluminescentiekleur van kwantumstippen.
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De bekendste soort kwantumstippen bestaat uit een rooster van cadmiumatomen (Cd) en 
seleniumatomen (Se). Deze CdSe-gebaseerde kwantumstippen zijn in staat om licht met veel 
energie om te zetten in licht met minder energie. Het gebruik van kwantumstippen op basis van 
cadmium is echter verboden, omdat het giftig is. Onderzoekers houden zich daarom bezig met 
het vinden van alternatieve, milieuvriendelijke bouwstenen voor kwantumstippen. Kwantum-
stippen op basis van koperindiumsulfide (KIS) of indiumfosfide (InP) zijn interessante 
kandidaten, maar vormen op dit moment nog geen gelijkwaardig alternatief. In Hoofdstuk 
3 en Hoofdstuk 4 bestuderen we hun fotoluminescentie.

Om de eigenschappen van KIS- en InP-kwantumstippen beter te begrijpen hebben wij ze 
onder een optische microscoop bekeken. Een verrassende waarneming was dat zowel de 
kleur als de felheid van deze kwantumstippen fluctueert. We hebben bijvoorbeeld gezien dat 
een kwantumstip het ene moment fel oranje licht uitstraalt, maar het andere moment zwak 
rood licht. Schommelingen in kleur en felheid leveren minder zuiver en minder helder licht 
op, wat verklaart waarom de fotoluminescentie afkomstig van KIS- en InP-kwantumstippen 
zoveel minder mooi is dan het licht afkomstig van traditionele CdSe-kwantumstippen. Door 
fluctuaties in kleur en felheid te bestuderen hebben wij inzichten gekregen in het mechanisme 
van fotoluminescentie. Scheikundigen kunnen deze inzichten gebruiken om in de toekomst 
betere kwantumstippen te maken, die continu dezelfde heldere kleur licht uitzenden zonder 
schommelingen in felheid.

Figuur 2 | Experimenten met kwantumstippen. Linksboven: een kwantumstip in beeld gebracht 
met een geavanceerde elektronenmicroscoop van de Universiteit van Antwerpen. De vergroting is 
2,5 miljoen keer. De kwantumstip is ongeveer bolvormig, maar niet helemaal perfect. Rechtsboven: 
kwantumstippen in oplossing die met ultraviolet (UV) licht worden beschenen. Onder: wanneer we 
een enkele kwantumstip filmen met een optische microscoop, zien we dat de eigenschappen in de 
loop van tijd variëren. Zo kan dezelfde kwantumstip het ene moment fel oranje licht uitzenden, en 
het andere moment zwak rood licht. Het tegengaan van deze ongewenste fluctuaties blijft tot op 
heden een uitdaging.
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De fotoluminescentie van lanthaniden wordt bepaald door hun omgeving

Nanokristallen zijn de tweede soort lichtgevende stoffen die we hebben onderzocht. Nano- 
kristallen zijn ongeveer even groot als kwantumstippen, en bestaan ook uit enkele duizen-
den tot tienduizenden atomen. Hun gedrag is echter fundamenteel anders: ze geven van 
zichzelf geen licht, maar doen dit pas wanneer bepaalde onzuiverheden in het kristal worden 
ingebouwd. Scheikundigen kunnen de eigenschappen van nanokristallen bepalen door te 
kiezen welke lichtgevende atomen ze inbouwen. De atomen die wij gebruikt hebben heten 
lanthaniden. Dit zijn scheikundige elementen, waaronder de atoomsoorten erbium, terbium, 
en ytterbium vallen.

In Hoofdstuk 5 hebben we nanokristallen bestudeerd met daarin de lanthanide-elementen 
terbium en ytterbium ingebouwd. Dankzij de combinatie van terbium- en ytterbiumatomen 
gedragen deze nanokristallen zich als kwantumknippers. Kwantumknippers zijn in staat om 
één blauw foton (met veel energie) op te knippen in twee fotonen met ieder de helft van de 
energie. Zo ontstaan twee nabij-infrarode fotonen die net iets minder energie bevatten dan 
rode fotonen. Nabij-infrarood licht kan niet waargenomen worden met het menselijk oog.  
Wij hebben factoren ontdekt die de efficiëntie van kwantumknippen bepalen (zoals de grootte 
van de nanokristallen) en hebben manieren gevonden om kwantumknippers effectiever te 
maken. 

Deze effectievere kwantumknippers zijn veelbelovend om zonlicht efficiënter om te zetten in 
zonne-energie. Zonnecellen kunnen slechts een bepaalde hoeveelheid energie van een foton 
omzetten in nuttige energie voor het opwekken van stroom. Als een foton teveel energie heeft, 
gaat het energieoverschot verloren in de vorm van warmte. Om die reden levert één blauw 
foton net zoveel energie op als één nabij-infrarood foton, ondanks het feit dat een blauw 
foton meer energie met zich mee draagt dan een nabij-infrarood foton. Als we kwantumknip-
pers gebruiken om blauwe fotonen op te knippen in tweemaal zoveel nabij-infrarode fotonen, 
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alle kleuren fotonen. Dat 
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Kwantumknippers gebruiken de 
niet-nuttige energie van een 
blauw foton om twee nabij-infra-
rode fotonen te maken. Dat 
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Niet alle kleuren fotonen zijn 
even effectief: blauwe fotonen 
hebben meer energie dan rode 
of nabij-infrarode fotonen maar 
leveren evenveel stroom op.

Figuur 3 | Kwantumknippers voor efficiëntere zonnecellen. Nanokristallen met de lanthaniden 
terbium en ytterbium zetten blauwe fotonen van zonlicht om in twee keer zoveel nabij-infrarode 
fotonen. Grote (nano)kristallen zijn efficiëntere kwantumknippers dan kleine nanokristallen.
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Figuur 4 | Fotoluminescentie van erbium-houdende sensor-nanokristallen. Links: experiment 
waarbij een laagje met sensor-nanokristallen afwisselend wordt blootgesteld aan watervrije lucht 
(N2), of juist lucht met waterdamp (H2O) daarin. We bekijken onder een microscoop welke kleur licht 
wordt uitgezonden door de sensor-nanokristallen. Rechts: resultaten van het experiment, waarin 
we zien dat de rode en groene luminescentie van erbium afzwakt in felheid in de periodes dat de 
sensor-nanokristallen zijn blootgesteld aan waterdamp, maar weer herstelt als de lucht weer water-
vrij wordt gemaakt.
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kunnen we het zonlicht effectiever gebruiken om zonne-energie mee op te wekken. Er gaat 
dan minder energie verloren als warmte.

In Hoofdstuk 6 hebben we onderzoek gedaan naar nanokristallen waarin een ander lantha-
nide-element is ingebouwd: erbium. Deze nanokristallen gedragen zich heel anders dan de 
eerder genoemde kwantumknippers, die geen erbium bevatten, maar terbium én ytterbium. 
Wij hebben waargenomen dat erbiumatomen een deel van hun energie kunnen afgeven aan 
moleculen in de omgeving. Hierdoor houden de erbiumatomen zelf minder energie over en 
zenden ze ander licht uit. Dit soort energieoverdracht gaat efficiënt als er specifieke molecu-
len in de omgeving van de nanokristallen aanwezig zijn, maar minder goed of helemaal niet 
als de omgeving bestaat uit andere moleculen. Door te kijken naar het licht dat wordt uitge-
zonden zijn we in staat om moleculen te detecteren. Zo werken onze nanokristallen met 
erbium-atomen als sensoren voor moleculen. We kunnen er bijvoorbeeld watermoleculen 
(H2O) in lucht mee opsporen, zoals omschreven in Figuur 4. Het detecteren of opsporen 
van chemicaliën op basis van onze sensor-nanokristallen kan nuttig zijn voor verschillende 
toepassingen, zoals het volgen van een chemische reactie.

Hoe nu verder?

Lichtgevende materialen zijn een onmisbaar onderdeel van ons dagelijks leven, en dat zullen 
ze ook altijd blijven. Het onderzoek uit dit proefschrift helpt ons om fotoluminescentie in 
kwantumstippen en lanthanide-gebaseerde materialen beter te begrijpen. De toekomst zal 
uitwijzen of deze inzichten gebruikt gaan worden om bestaande apparaten te verbeteren, of 
misschien zelfs om verrassende nieuwe technologieën te ontwikkelen.
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