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Chapter I

IntroductionBiology is the study of the complex things in the Universe. Physics is the study of the

simple ones.

Richard Dawkins, 

1941 – present (Evolutionary Biologist)

6



Chapter I

Introduction

76



Introduction

Non-invasive  neuro-stimulation,  and  in  particular  transcranial  magnetic

stimulation TMS, offers a remarkable new world of possibilities for brain research and

diagnostic  and therapeutic  opportunities  for  brain-related health  care.  Yet its  use is

often  surprisingly  cumbersome  and  haphazard,  and  the  opportunities  are  too  often

unexplored, to the detriment of science and health care. This is largely due to the lack

of  understanding  of  the  interaction  between magnetic  fields  and  electrically  active

tissues in the brain and how neuronal signaling is affected as a result. This is the lacuna

that has spurred the research on the basis of this thesis.

Outline

In  this  chapter,  we  provide  a  historical  background  of  bioelectricity  and

neuronal  stimulation  as  we  introduce  the  notion  of  TMS.  Next,  we  outline  the

relevance of TMS for certain clinical aspects of neurological and psychiatric disorders

as well as showcase its excellent potential for exploring the central nervous system

noninvasively,  being  exceptionally  well-suited  for  experiments  on  a  wide  range  of

higher mammals including humans. This is followed by a brief overview of clinical

applications of TMS and some of the limitations of current practices. Importantly, we

propose computer models of how TMS induces brain activation as a useful tool in

resolving some of the uncertainty surrounding the application of  TMS. Finally,  we

provide a clear  definition of  TMS dosimetry and highlight the importance of well-

validated  models.  We adopt  a  multi-modal  imaging  approach  in  our  effort  to  link

physiological response to electric-field calculations, which allows us to experimentally

validate our computer models of TMS induced brain activation. We conclude with a

summary of the thesis chapters that introduce, explore, and validate the use of our

computer-guided TMS dosimetry models, as well as provide several examples of how

we have successfully applied these new technologies.

Electricity and Bio-Electricity

Electricity is known to humankind since ancient times. Records from as early

as Aristotle’s time describe what is known today as static electricity. In about 600 BC,

the Ancient Greeks discovered that rubbing fur on amber (fossilized tree resin) caused

an attraction between the two materials  1. However, unsurprisingly, in that period the

power of electricity was considered divine and thus left to the realm of the gods. It was

not until 1600 AD that the physician William Gilbert used the Latin word “electricus”

to describe the force that certain substances exert when rubbed against each other. A

century later, the first practical scientific device capable of producing static electricity

on demand was demonstrated in 1703 by Francis Houksbee under the supervision of

the head of the British Royal Society, Sir Isaac Newton. About the same time (1729),

another prominent scientist, Stephen Gray, an astronomer, discovered the phenomenon

of static induction and defined two of the fundamental properties of electricity, namely

conductance and resistance. 

It  is noteworthy that the realization of what we now consider bioelectricity

was already present at the time of those initial scientific breakthroughs. In 1776, the

English scientist  Henry Cavendish experimented with torpedo fish,  a  fish from the

family of electric rays, infamous among sailors for its ability to knock down a grown

man  by  inflicting  a  short  burst  of  up  to  200V of  electric  discharge  using  its  ray.

However, it is the Italian physician and physicist Luigi Galvani who is recognized as

the  pioneer  of  bio-electromagnetism,  following  his  experiments  around  1780  with

electrical  stimulation  of  the  nerve  fibers  of  frogs  [1].  He  not  only  was  able  to

demonstrate that discharging electricity along the lower limb of a frog can make it

twitch, but even more remarkably doing so even in the absence of an external energy

source, by simply short two points along two separate frog bodies he could achieve the

same  effect.  Galvani  postulated  that  all  living  things  possess  innate  “animal-

electricity”, an idea that was found preposterous by another prominent Italian scientist

of  that  time,  Alessandro  Volta.  Instead,  Volta  argued,  there  was  a  single  electrical

phenomenon, and the observations of Galvani were due to the differences in the metal

conductance  of  his  electrodes.  Ironically,  each  of  them was  both  right  and  wrong.

While  Volta  had postulated correctly  the singular  nature of  electricity,  the work of

Hodgkin and Huxley proved in 1952 that biological cells operate according to the same

physical principles of electricity and that  it  is indeed intrinsic to all biological life,

hence the term bio-electricity  [2].  Later, Hodgkin and Huxley’s discovery of the ion-

gated channels on virtually any biological cell membrane, was made by experimenting

with the giant axon of the Atlantic squid, 1963 Nobel Prize in medicine.

By now we know for certain that there is only one physical phenomenon of

electricity. However, there is also a clear distinction between electrical phenomena in

man-made electrical circuits and living organisms alike. In contrast to bare wire (metal)

conductance, where negatively charged electrons are responsible for current flow, it is

ions that form the electrochemical gradients in biological tissues (Na+ Sodium and K+

Potassium  create  the  ion-flux  voltage  gradient,  while  Cl-  Chlorine/Chloride  is

responsible  for  homeostasis,  together  giving  rise  to  the  resting  cell  membrane

1   https://www.universetoday.com/82402/who-discovered-electricity/ 
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potential) [2] (see chapter 4). Furthermore, when talking about biological currents on a

macro  level,  we  often  consider  so-called  eddy-currents  that  usually  form  in

geometrically  complex  volume  conductive  media.  Predicting  the  induced-current

density in such media is not straightforward. Biological tissues have non-trivial DPs,

which are also known to be very frequency sensitive.

However, again in contrast with passive cables, the effective neuronal signal

velocity  is  considerably  slower,  since  the  mechanism  of  interneuron  signal

transmission  involves  slower,  chemically  driven  reactions  in  the  synapses  between

neurons instead. Additionally, it depends on the chemical concentrations of complex

molecules, known as neurotransmitters, in the synaptic cleft between the axon of the

sending  neuron  and  the  dendritic  tree  of  the  receiving  neuron,  which  significantly

modulate the rate and magnitude of action potentials in the postsynaptic membrane

[2] (see chapter 5, page 96). Note that synaptic signaling is sometimes bridged by so-

called gap junctions, a form of cytoplasmic continuation that allows to some degree

direct electrical signaling over cells [2] (see chapter 5, pages 94-95).

History of Transcranial Magnetic Stimulation

The common history of the discoveries of electricity and bio-electricity is truly

fascinating. However, an even more remarkable aspect of those historical records is the

evidence of the use of electricity for experimental and therapeutic purposes long before

the modern definition of electricity itself. One such account could be dated as far back

as 46 AD when a Roman physician by the name of Scribonius Largus became known

for  treating  a  common  headache  with  torpedo  fish,  which  had  previously  shown

promising results in the treatment of pain among soldiers. Another curious account of

the use of the same torpedo fish comes from Persian philosopher Avicenna’s Canon of

Medicine (980–1037), in which it is mentioned as a therapy against melancholia and

epilepsy. It was not until the Enlightenment period, however, that interest in electrical

experiments on humans and animals grew more substantially [3] [4]. In the early 18th

century, physicians were using so-called Layden jars for a wide range of conditions

such  as  headaches  and  hysteria  [5].  Invented  by  the  Dutch  scientist  Pieter  van

Musschenbroek from Leiden, the Layden jar was the predecessor of modern batteries,

capable of storing static electricity by means of a wire (electrode) with one end in a jar

and the other attached to a Houksbee’s generator. A serendipitous event involving such

a Leyden jar and the prominent American scientist and politician Benjamin Franklin

led to the discovery that electricity could be applied safely to the cranium. Another

scientist, a Dutch by the name of Jan Ingenhousz, reported similar occurrences, further

mentioning improved mental facilities shortly after the discharge; he speculated on the

possibility to treat “mad men” and epilepsy and consequently proposed clinical trials

[6]. While Galvani was well known for his physiological experiments with frogs, it was

his nephew Giovanni Aldini who experimented with direct current to treat psychiatric

conditions with symptoms similar to those manifested in the condition known today as

schizophrenia [7].

The  first  known  account  of  magnetism,  or  rather  the  effect  of

electromagnetism,  is  considered  the  1820  experiment  carried  out  by  the  Danish

physicist  Hans  Christian  whereby  through  the  switching  on  and  off  of  the  current

running through a wire, he was able to influence the direction of a nearby compass

needle (a static magnet). Doing so he was among the first scholars to demonstrate a

clear connection between electricity and magnetism. Around the same time, in 1838,

the English scientist Michael Faraday demonstrated for the first time the principle of

induction: he wrapped two insulated coils of wire around an iron ring and found that

upon passing a current through one coil, a momentary current was induced in the other

coil; thus he discovered the core physical principle underlying TMS. 

One of the earliest demonstrations of modern physiology, in particular nerve

stimulation, came in 1896 from the remarkable experiments of the French physician

and physicist Jacques-Arsène d'Arsonval wherein changing magnetic fields (induced

by AC currents) were applied to the human body [8]. Yet, it was not until much later,

circa 1965, that interest in neural stimulation by using the principle of pulsed magnetic

fields was revived, by Bickford and Fremming [9]. Using a damped 500 Hz sinusoidal

magnetic  field,  they  demonstrated  muscular  stimulation  in  animals  and  humans.

Almost two decades later, in 1982, Polson and Barker came up with a device capable

of inducing  peripheral  nervous stimulation by applying a  single  short-time varying

magnetic  pulse  near  the  trunk  of  a  nerve  [10].  Four  years  later,  the  device  was

successfully applied to the cranium with a clear physiological motor response of the

hand  [11]. Barker is considered the father of TMS since he demonstrated one very

useful  property  of  magnetic  fields:  they  can  penetrate  the  human  skull  with  little

attenuation and can thus induce inter-cranial stimulation in a non-invasive and safe

manner. Thus the term trans-cranial magnetic stimulation TMS was introduced, and the

device  was  firmly  established  as  the  most  prominent  of  the  noninvasive  brain

stimulation (NIBS) type of devices. 

TMS as referred to in this thesis is not to be confused with other acronyms in

life science/medicine, namely Tension Myositis Syndrome [12].

Clinical  Relevance  of  Transcranial  Magnetic
Stimulation

Although  TMS  was  initially  adopted  primarily  as  an  investigational  and

diagnostic tool, it has made some strides since in the therapeutic treatment of some
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common  mental  disorders  such  as  major  depression.  Around  the  mid-1990s,

researchers  from the  field  of  psychiatry  started  to  experiment  with  repetitive  TMS

(rTMS; repeated TMS discharges at a certain frequency) and thus began to study the

effect of such protocols on patients diagnosed with depression  [13][14]. Experiments

on  rodents  have  also  revealed  biological  (molecular)  effects  of  rTMS  similar  to

antidepressant  [15].  Meanwhile,  numerous  clinical  trials  were  conducted  that

ultimately led in 2008 to the FDA approval of rTMS for the treatment of MDD after a

successful  phase  III  study  (randomized,  sham-controlled,  multi-site)  on  301

medication-free patients with previously reported aversion and/or resistance to general

medication [16].  The same group later  demonstrated in  2010 [17] and 2014 [18] that

the efficacy of left DLPFC rTMS was about ~30-40% of increased remission rate.

Currently,  clinical  paths  for  the  use  of  TMS in  the  case of  depression are

approved  only  after  initial  pharmacological  treatment  has  proved  either  to  be

ineffective or to lead to severe side effects, or – when neither is applicable – due to

other counter-indications. Such cases constitute around 40% of patients suffering from

major depression (MD) who are treated with antidepressant medications.  For those

patients, TMS offers an alternative consisting of daily 30–45-minute rTMS treatment

sessions over the course of 2–3 weeks. The most cited counter indication of TMS is a

personal or family history of epilepsy. However, the same report has demoted the same

LF rTMS protocol when applied on the contra-lesional hemisphere during the chronic

stage following a stroke (months to years after the incident) from class B (probable

efficacy)  to  class  C  (possible  efficacy).  The  effect  of  recovery  was  shown  to  be

heterogeneous, and more subject-specific treatments were recommended [19]. 

Another  very  promising  application  of  TMS is  in  the  recovery  process  of

patients who have recently suffered an ischemic stroke. In the developed world, with

an increasingly aging population, stroke is one of the most common causes of death

[20] together with other cardiovascular complications [21]. In a very recent review of

evidence-based guidance of TMS, post-stroke sub-acute rTMS on the contra-lesional

hemisphere has been promoted to  class A (definite efficacy),  for  its benefits  in  the

recovery of upper motor skills in the post-acute stage following a stroke (days to weeks

after the incident)  [22].  However,  the same report  demoted from class B (probable

efficacy) to class C (possible  efficacy) the same LF rTMS protocol applied on the

contra-lesional hemisphere during the chronic stage of stroke (months to years after the

incident). The effect of recovery has shown to be heterogeneous and more subject-

specific treatments were recommended [23].

The possible therapeutic benefits of TMS are not limited to depression and

stroke but span the wider spectrum of neurological and psychological disorders of the

human central nervous system [24] [25] [26]. With somewhat lower efficacy, TMS has

shown potential  in  the treatment of  psychosis,  PTSD, OCD, autism,  dementia,  and

tinnitus, all still rated at class-B evidence or lower. The benefits of TMS have been

explored for some well-known degenerative diseases too, both as an investigational

tool and as a possible therapeutic intervention. It has been proposed as a method of

elevating deficits in upper motor functions of patients with Parkinson’s disease  [27].

Although the motor deficit  associated with the disease becomes apparent at  a later

stage, degeneration and reorganization have been shown to occur at a much earlier

stage already. With the help of TMS it is possible to discriminate between healthy and

pathological responses, allowing for monitoring as the disease progresses. Also, EMG

responses to TMS on the motor cortex in the form of MEPs have been proposed as a

potential early biomarker of Alzheimer’s disease [28]. 

The possibility to treat, diagnose, or otherwise intervene in such a diverse set

of diseases has been accompanied by a fair share of uncertainty and misuse. Clinical

practitioners keep providing evidence of the efficacy of TMS above and beyond our

level  of  theoretical  understanding  of  the  underlying  causality,  as  shown  through

fundamental neuroscience research and quantitative modeling. Unfortunately, studies

are all too often hard to reproduce and the majority fail rigorous clinical-trial criteria

such as including a well-designed control group, placebo stimulation (sham TMS) and

often  produce a  relatively  large  number of  non-responders (30–40%)  [29].  Current

protocols vary in their choice of target (mechanism of behavior) and type of neuronal

response (inhibition vs. facilitation), for both depression and post-stroke recovery. No

approach fits all cases, and clinicians alongside researchers are in constant search for

more appropriate protocols for administering rTMS that are also more personalized. In

this context, modern imaging combined with cutting-edge computer software can offer

TMS practitioners an advanced tool to better target, control, and evaluate the outcome

of a particular  TMS session.  The additional information and feedback given to the

operator  by  such  computer-aided  individual  TMS  models  should  benefit  patients

considering the large degree of uncertainty associated with the current state of the art

[30] [31]

Clinical Practices

Despite  the  increased  application  of  TMS,  current  practices  could  be  still

considered crude and rudimentary.  A good example is  the current approach toward

finding a suitable stimulation-target region. Frequently, simple methods are chosen to

guide the place of TMS administration, for instance, the shape of the head or the place

where movements can be evoked on the  scalp.  One of  the  most widely  employed

approaches, during the treatment of major depression, is the so-called rule of 5 cm of

positioning the coil on the patient’s Brodmann’s area 46, the dorsolateral prefrontal

cortex (DLPFC), which is simple but not quite accurate, as it is reported to miss the

target one-third of the times  [17][32] and on average to have a modest accuracy of
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guide the place of TMS administration, for instance, the shape of the head or the place
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approaches, during the treatment of major depression, is the so-called rule of 5 cm of

positioning the coil on the patient’s Brodmann’s area 46, the dorsolateral prefrontal

cortex (DLPFC), which is simple but not quite accurate, as it is reported to miss the

target one-third of the times  [17][32] and on average to have a modest accuracy of
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~2cm [33]. To administer TMS on a particular patient, one needs first to establish the

motor  hot  spot,  above the  primary  motor  cortex  (M1),  through visually  confirmed

thumb twitches, and then shift the coil 5cm toward the anterior. For more general and

for whole-head cortical targeting, the 10–20 EEG electrode-placement system has been

suggested. The slightly better heuristic of BeamF3 has been suggested to locate F3 and

F4 position electrode site of 10–20 EEG instead from three skull measurements alone:

head circumference, nasion–inion distance, and left tragus–right tragus distance  [34].

When  compared  to  subject-specific  MRI-based  DLPFC-MNI coordinates,  the  CoG

differences were <1.36cm 95% of the time and <0.65cm 50% of the time. Even more

arbitrary is the only practical guidance for coil orientation after positioning, according

to which, a seemingly arbitrary, 45° orientation relative to the central sulcus wall is

recommended [35].

When compared to subject-specific MRI-based DLPFC-MNI coordinates, the

CoG differences were <1.36cm 95% of the time and <0.65cm 50% of the time. Even

more  arbitrary  is  the  only  practical  guidance  for  coil  orientation  after  positioning,

according to which, a seemingly arbitrary, 45° orientation relative to the central sulcus

wall is recommended [36] [37]. In one longitudinal study with infants, using MRI, the

authors report a clear, highly individual folding of the GM to emerge by the age of 2,

even in twins [37].

One major advancement in the application of TMS was the introduction of

frameless stereotaxic systems [38]. Also known as image guidance or neuronvigation,

it requires MRI T1-weighted anatomical images that allow cortical target identification

and TMS targeting with an overall spatial accuracy of <5 mm or better [39] [38]. It also

supports real-time simultaneous coil-to-head placement and monitoring. Such image

guidance can greatly benefit TMS applications. It has been shown that the number of

participants required for TMS to achieve a statistically significant effect on behavior is

lowered  from  ~47  without  neuronavigation  to  9  with  neuronavigation  using  only

anatomical  MRI scans and 5 when combined with functional MRI (fMRI)  [40].  A

recent  review  has  confirmed  the  superiority  of  fMRI  functional  guidance  when

compared  to  the  center  of  gravity  (CoG)  of  motor  evoked  potentials  (MEP)  coil

guidance and has further confirmed the validity of using probabilistic atlas positions in

cases  where  functional  imaging  is  not  available  [41].  Furthermore,  it  has  been

demonstrated  for  rTMS treatment  of  major  depression,  that  MRI  guidance  of  coil

placement on DLPFC achieves 30-50% more effective treatment as compared to the

classic  non-guided  “5  cm  rule”  coil  placement,  measured  in  terms  of  depression

symptom  reduction  [42][43].  Similar  observations  have  been  made  for  psychosis

treatment [44] [45].

Regardless of the method of navigation, there is the need to conduct a short

session to determine the so-called resting motor threshold (RMT), the TMS intensity

threshold at which involuntary thumb movements or EMG responses start to emerge

[46].  Generally,  RMT  is  considered  a  way  to  control  TMS  dose  for  individual

differences  in  cortical  excitability.  The  experimental  or  therapeutic  stimulation

intensity is then routinely set as a certain percentage of machine output corresponding

to the RMT [46] ; commonly ~ 110-120% of RMT is used for TMS applications. 

There  are  only  two  observable  physiological  responses  to  spTMS

administration. When applied to the motor cortex with an intensity above the RMT, it

results in a clear muscle twitch producing a quantitative MEP, measured with EMG.

While  application  over  the  occipital  lobe  is  known to  produce  reliably  observable

responses in the form of visual phosphenes, this can only be reported subjectively by

the  subject.  Therefore,  RMT  is  usually  the  choice  of  TMS  dose  calibration.  An

important assumption is that such threshold values can be easily translated to other

cortical  sites  that  are  the  target  of  TMS  in  a  treatment,  diagnostic,  or  research

application.  In  support  of  such  a  proposition,  a  study  conducted  on  30  subjects

comparing RMT to resting phosphene threshold RPT has reported a high correlation

between RMT and RPT over subjects and a good match with a linear compensation

factor based only on the distance to the cortex  [47]. The factor predicting RPT from

RMT in the aforementioned study was skull thickness, which is known to be highly

variable in both intersubject and intrasubject. From the same group even emerged a

metric for cross-site threshold determination based on RMT [48]. However, such black-

box approaches are agnostic of the actual induced electric field shaped by the highly

heterogeneously  conductive  brain  with  complex  tissue  boundaries.  That  particular

study was conducted on simple  head models,  in  which  the  influence of  individual

cortical morphology on induced cortical currents was completely ignored.

There are additional, more fundamental issues, with any approach that tries to

translate dosage from one area to another, each with its own anatomical and functional

distinctions. The mechanism of action underlying the mode of probing might differ

significantly. One good example is the acceptance in general that TMS acts excitatory

on the motor cortex while phosphenes are linked to an inhibitory process in the visual

cortex [49]. 

We believe that only more general and physically realistic models of induced

current, taking into account individual head and brain morphology, allow the correct

setting and control of TMS dose.

Computer-Guided Dosimetry and Targeting

It is important to define what we mean by dosimetry in the context of the

computer-guided application of TMS. We refer to dosimetry as the set of variables that

TMS practitioners can influence in a hypothetical parameter space (DoF) that have

shown to be significant factors in the efficacy of stimulation. Examples of such aspects
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are the position of the coil and its orientation relative to anatomical landmarks and

most importantly adjusting the intensity of stimulation as a certain percentage of TMS

machine  output  (MO).  This  is  by  far  not  an  exclusive  list  of  all  configurable

parameters. For instance,devices exist that offer some level of pulse-shape adjustment

(cTMS), however, such devices are rare and still considered largely exotic and almost

exclusively  applied  in  research.  There  are  two  commonly  available  types  of  TMS

devices delivering monophasic and biphasic pulse shapes capable of injecting either

unidirectional or bidirectional currents in the tissue underneath the coil. In general, one

phase of strongly increasing current is followed by a slightly slower decrease in the

opposite direction. We conducted experiments with both types of devices, in which we

looked exclusively at spTMS stimulation. Although rTMS is more relevant clinically,

our  focus is  on investigating  the mechanism of action  underlying induced  currents

directly evoked by a TMS pulse, for which spTMS is preferable. In fact, during an

experimental design, we intentionally try to avoid any LTP and LTD effect associated

with rTMS, transient or long-term plasticity modulation of the cortex [50]. Only when

one truly understands how and where exactly a current is evoked in the brain by a

single pulse from a TMS coil can one begin to describe the effects of rTMS provoking

longer-lasting effects achieved by preferential cortical excitability modulation.

The application of a single-pulse protocol is better suited for the investigation

of isolated responses in the brain and the correlation with predictions based on induced

electrical-field calculations. At the same time, the insights from such predictions are

equally  useful  for  rTMS when  it  comes  to  navigation  and  coil  guidance  with  the

purpose to  inflict  a  change in  neuronal  tissue  at  a  required dose and location.  We

acknowledge, however, the implication of pulse shape and especially in combination

with the direction of the currents for the future development of more effective stimuli

predictions [51] [52], although this is not a topic of investigation in this thesis.

In our opinion, the key advantage computer models could offer for subject-

specific  TMS treatment  is  to  assist  in  coil  orientation.  This  limits  the  degrees  of

freedom when we try to control dosimetry and helps to resolve arguably one of the

most  critical  problems related to  TMS efficiency.  There is  a  substantial  amount  of

evidence to support the notion of induced current direction sensitivity when it comes to

the effectiveness of neuronal stimulation. Such dependence has been demonstrated in-

vivo experimentally on both micro(u)-and macro(mm)-levels.

For  example,  single-cell  and population-recording  studies  of  neurons using

extracellular  electrophysiology  (EEP)  microelectrode  recordings  have  reported

responses dependent on current direction, which were recorded on layer V M1 neurons

of a rodent shortly after a single TMS pulse (0.8–1s epoch)  [53]. Modern functional

neuroimaging evidence on the influence of TMS coil orientation on directly induced

neuronal  activation  is  scarce.  We are  not  aware  of  a  concurrent  TMS/fMRI  study

systematically investigating the effects of coil orientation. There is one PET study in

which this was attempted  [54] :  it  tried to evaluate what directional components of

modeled  E-fields  local  to  the  cortical  explained  PET activation.  The  results  were

somewhat inconclusive. Inward- and outward-pointing E-fields (relative to the cortical

surface) did explain aspects of PET activation better than the strength of the total E-

field did,  but the field’s  degree of  orthogonality  relative to  the cortical  sheet  (in  a

symmetric manner) did not explain PET activation any better than the total E-field (see

chapter 2 for more details).

The evidence from EMG recordings of  muscle responses induced by TMS

through the corticospinal tract suggests that for maximal responses, the direction of

induced currents (in parallel with the coil handle) should be perpendicular to the central

sulcus.  There  is  a  clear  dependence  of  MEP  responses  on  coil  orientation  in

combination with pulse shape  [55] [52] [35] [56]. The evidence from EMG muscle

responses  MEPs induced  by  TMS through the  corticospinal  tract  suggests  that  for

maximal responses, the direction of induced currents (in parallel with the coil handle)

should be perpendicular to the central sulcus. There is a clear dependence of MEP

responses  on  coil  orientation  in  combination  with  pulse  shape  [57].  However,  the

distinction is neither clear nor simplistic, if we look at the empirical evidence from

experimental  human research.  The majority  of  studies have shown some degree of

dependence on the effects of TMS and coil orientation, but details greatly differ. This

implies a more complex interaction between induced current direction and the activity

of  neurons  in  the  cortical  sheet,  possibly  involving  a  complex  interplay  between

inhibitory and excitatory sub-circuits. Additionally, while most studies focus on hand

muscle groups, one study conducted on the foot has revealed less sensitivity to coil

direction [58]. The authors have reported a higher range in the optimal angles found for

the M1 (~60°) compared to that of the foot (~30°) and further statistically outlined the

orthogonal component of the electrical field to be the significant factor in either case. 

In conclusion, the influence of induced current direction with respect to the

underlying neuronal organization on the induced neuronal activation influenced our

adoption of “activation metrics” (see chapter 2). These metrics describe how an evoked

current in the brain can excite neurons in the cortical sheet taking into account what we

know about the overall organization of the cortical sheet. We propose several metrics

on a macroscopic level that can discriminate between tangential and axial components

of the E-field injected on the cortical sheet, instead of simply assessing the region of

maximally induced E-field as most studies do. Additionally, we adopt simpler control

metrics to serve as null hypotheses.

The long-term objective of the macroscopic models proposed in this thesis of

howa TMS coil induces brain activation is to provide valuable feedback to the clinician

in the form of an expected neuronal activation map projected on the outer cortex under

the variable degrees of freedom (such as position, coil angle, and machine power). It

would  allow  the  TMS  operator  to  control  the  induced  current  dose  much  more
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precisely and as such make therapeutic and diagnostic TMS use more reliable. The

possible  benefit  of  such  an  integrated  environment  has  been  suggested  in  the

community before [59] [60].

Electric Field Models

The previous sections elucidated how much uncertainty and crudeness still

surround the application and research of TMS. Computer models for TMS have already

been suggested and attempted by several scholars over the last decades in the hope of

resolving some of the variability and uncertainty involving TMS. Numerical solutions

that approximate the injected electrical currents can provide better control over dose

and targeting and have been suggested as a tool for better TMS guidance.

Initial models of TMS were lacking in detail. They were largely inadequate in

capturing the complex geometry of the human head, due not only to constraints of

computing power but also to the unavailability of advanced imaging.  Before 2000,

approaches  were  limited  to  very  simplistic  concentric  spheres  forming  shells  with

layers capturing only the most dominant tissue types (GM-Skull)  [61][62][63]. Such

models predicting very symmetric field distribution were quickly challenged by early

models  taking  into  account  more  realistic  tissue-boundary  geometry  [64].  In  more

detailed individual head models,  the contribution to  the electric  field magnitude of

charge accumulation on realistic gray-matter tissue interfaces was estimated to be in

the range of 20–35% [65]. It was also found to be in opposition to the initial E-field

evoked by the TMS coil, thereby constraining it, which possibly led to a decrease in the

effective  area  of  stimulation  [66].  The  use  of  accurate  conductivity  values  at  the

boundary of cerebral-spinal fluid (CSF) volumes and the inside of the skull in finite

element modeling (FEM) models were highlighted as an important factor determining

induced  current  distribution  [67].  Computational  FEM  on  brain-shaped  templates

results in up to 10mm difference in induced E-field CoG in relation to varying coil

orientation over M1 [68]. The main reason for this spatial shift is a small space filled

with CSF between the gyral crowns and the skull that caused local maxima in induced

current  through  excessive  accumulation  of  the  secondary  E-field.  The  possible

implication of such small CSF spaces for E-field modeling has been studied in more

detail [69]. The same group claims that the effect of rotating a coil on M1 of <10° steps

has a negligently small spatial effect on the final E-field distribution [70]. 

Even more, elaborate head models using anisotropic conductivity values for

the WM derived from diffusion-weighted imaging (DTI-MRI) have accounted for a

complex microstructure in the form of WM fibers  [71] [72]. The possibility of direct

WM stimulation has been explored in such models and showed to be influenced not

only by intensity but also by the direction of TMS-induced currents on the GM–WM

interface [73] and along a single tract [74] [75]. The strongest effect was found where

currents were orthogonal to the underlying axonal fabric. However, this influence of

WM anisotropy on TMS-evoked currents  is  so  far  purely  theoretical;  no empirical

validation  is  available  at  present.  Furthermore,  one of  the aims of  this  thesis  is  to

understand neuronal activation in the cortical sheet (see chapter 2). Therefore, in the

FEM models adopted here, we opted to model the WM tissue as isotropic conductivity. 

The  benefits  of  subject-specific  E-field  models  derived  from  individual

imaging have been demonstrated in several studies. In the research presented in this

thesis,  we  exclusively  focus  on  anatomically  correct,  subject-specific,  volumetric

conductance models derived from high-resolution MR images. The numerical method

of choice  is  FEM and the  available  literature  provides the values for  the isotropic

conductivity  of  each  major  tissue  type.  In  chapter  2,  we  further  elaborate  on  and

provide  the  theoretical  background  behind  our  individual  FEM  models  of  TMS-

induced currents. we also outline the physical principles underlying TMS and touch on

some  fundamental  neuro-electrical  coupling  models  that  allow  me  to  estimate  the

neuronal  response  to  the fields  predicted by the FEM models.  We propose several

macroscopic metrics dependent on current orientation relative to the orientation of the

outer cortical sheet (GM). We investigate whether the addition of such metrics, on top

of the modeled E-field as predicted by FEM, is a better predictor of neuronal responses

to TMS than the mere magnitude of the evoked E-field, in two empirical validations. 

Model Validation

The  focus  of  the  research  underlying  this  thesis  was  the  construction  of

anatomically  realistic  finite-element-based  head  models  of  conductive  tissues  and

realistic models of TMS coils, as well as implementing macroscopic models of electro-

neuronal couplings in the cortex and validating these models empirically. To this end,

we conducted in-vivo experiments to quantitatively comparethe aforementioned TMS

activation models derived from MRI scans of a group of human volunteers with the

measured elicited physiological responses to TMS in the same group of people. We

exclusively  looked  into  two  already  established  noninvasive  techniques  that  have

shown to be effective and safe to use concurrently with TMS. The first one is motor-

evoked potentials (MEPs), which are the responses to a TMS pulse on the motor cortex

derived  from  electromyographic  (EMG)  measurements  from  surface  electrodes  on

muscles, which are a popular proxy for motor cortical neuronal activation. The second

one,  using  concurrent  TMS-fMRI,  is  observing  the  BOLD  response  to  TMS

stimulation of the motor cortex that arises due to the metabolic needs of the activated

populations  of  neurons.  Both  methods  rely  on  a  proxy  to  indirectly  relate  direct

neuronal firing with the measured physiological response. In chapters 4 and 5, more

details on the validation experiments are provided, and results are presented.
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The benefits of  combining non-invasive imaging with TMS are  well-known

[76]. Modalities, such as EEG and fMRI, may be used to guide TMS in so-called close-

loop protocols. This way, the spatial and temporal parameters determining the potential

TMS efficacy could be dynamically adapted, continuously, or in steps during a session.

At the beginning of a session, it  is already possible to automatically determine the

resting motor threshold (RMT) using EMG, employing MEP criteria of 50 µV peak-to-

peak in at least five of ten consecutive trials (>= 30 repetitions)  [77].  Arguably the

more  intriguing  aspect  of  imaging  is  the  ability  to  validate  to  some  extent  the

predictions from E-field distributions resulting from FEM models.

It is important to note that two distinct approaches exist toward evaluating the

response to TMS via imaging: immediately after application (online effect) and shortly

after a session (offline effect). While the latter could be useful for the investigation of

plasticity-induced (LTP/LTD) lasting effects of rTMS, the former is better suited to

studying the effects of spTMS.

We started the body of work presented in this thesis by evaluating the accuracy

of our models of the B-field induced by the TMS coil by themselves. The uncertainty

that we studied was on the level of detail required to capture the geometrical shape of

the coil windings in order to achieve realistic distribution of the computed fields. We

developed in-house numerical computation algorithms that we verified against B-field

mapping in an MR scanner (see chapter 3).

One of the most common physiological measurements often conducted with

spTMS  is  the  combination  with  EMG.  This  is  no  surprise  since  the  clearest  and

measurable physiological response of TMS is the mechanical control of movements.

TMS is  also  generally  cheap,  easy  to  use,  and  readily  available  from a  variety  of

vendors. However, its effects can span the complete cortico-spinal tract, complicating

interpretation and making the translation less straightforward [78]. It involves complex

inhibition  and  excitation  pathways  from  the  stimulated  cortex  to  the  muscles,

including, for example, loops through the basal ganglia and nodes in the spinal cord.

The decoupling of the different contributions from the cortico-cortical, cortico-spinal,

and cortico-thalamic circuits to the final MEP is challenging. This further limits MEPs

as a means of evaluating the direct effect of TMS on the cortex. We propose tailored

MEP mappings with more variable coil directions rather than coil positions around and

on M1 from fMRI while maintaining a similar magnitude on the hotspot by varying the

TMS power. This novel approach helps to establish the current direction as a prime

factor of variability since the E-field magnitude is maintained roughly the same. 

As a second validation experiment, we use functional MRI concurrently with

TMS (see chapter 5). Functional MRI allows for whole-head recording at a relatively

high,  3mm resolution,  using echo-planar imaging (EPI)  sequences.  The method  we

adopt results in maps of voxels with either a positive (excited) or negative (inhibited)

response. Clear relationships between TMS dosage MO (machine output) to BOLD

signal  responses  have  been  demonstrated  before  [79] [80].  However,  the  extent  to

which TMS-evoked E-fields correlate to TMS-evoked fMRI activation maps is as of

yet unclear. Unlike EMG, the combination of fMRI with TMS is significantly more

challenging. It  requires an elaborate setup, in which several inherited limitations to

combining with magnetic devices need to be addressed first [80] [81]. Only a handful

of research centers have developed such custom solutions, which often require some

collaboration with TMS manufacturers. In chapter 6, we focus on the technical setup

that we developed and used for  the research presented in  this  thesis  and cover the

requirements of and impediments to combining TMS and fMRI in more detail.

Summary

The history of electrical and magnetic stimulation of biological tissues and the

discovery of the pure physical phenomenon of electromagnetism are intertwined. In

particular, experiments involving the non-invasively injection of a current based on the

principle  of  induction eventually  led to  Barker’s  demonstration of  modern TMS in

1982. Although it has gained wide adoption in both clinical and research settings, we

still  lack good control  over dosimetry and a  clear  idea of  the exact  mechanism of

current flow and interaction with neuronal tissue. TMS studies are plagued by issues of

reproducibility  and  suffer  from  large  variability  in  responses  and  outcomes.  We

propose that computer models of induced electric fields and initial implementations of

models describing the interaction between induced currents and neuronal signaling in

the stimulated tissue could help improve the efficacy and further aid the application of

TMS in addition to current state-of-the-art navigation systems.

The body of the work informing this thesis involves a multimodal approach

validating  the  models  that  we  developed  for  TMS-induced  currents  using  in-vivo

experiments. The focus is on comparing the predicted TMS-induced E-field intensity

and spatial distribution from computer numerical models, combined with first models

of  electric  currents  and  their  interaction  with  neurons  in  the  cortical  layers,  with

measurable physiological responses. For this purpose,  we developed a sophisticated

framework capable of producing subject-specific 3D models. 

This thesis not only develops such models but also validates them empirically

in several experiments mainly on human volunteers (and one on rodents), which is an

effort seldom made by other groups, who mainly report modeling results without much

empirical validation. The technical advances that were needed for this empirical work

are also presented (chapter 6).

Finally, we also present the first application of my modeling work, in the form

of a miniature, liquid-cooled, rodent TMS coil, which was constructed based on my
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initial models and is useful in translational TMS research involving the treatment of

stroke (chapter 7).

Thesis outline

The history of electrical and magnetic stimulation of biological tissues and the

discovery of the pure physical phenomenon of electromagnetism are intertwined. In

particular, experiments involving the non-invasively injection of a current based on the

principle  of  induction eventually  led to  Barker’s  demonstration of  modern TMS in

1982. Although it has gained wide adoption in both clinical and research settings, we

still  lack good control  over dosimetry and a  clear  idea of  the exact  mechanism of

current flow and interaction with neuronal tissue. TMS studies are often plagued by

issues concerning reproducibility  and suffer  from large variability  in  responses and

outcomes (chapter 1). We propose that computer models of induced electric fields and

initial implementations of models describing the interaction between induced currents

and neuronal signaling in the stimulated tissue could help improve the efficacy and

further  aid the application of  TMS in addition to current state-of-the-art  navigation

systems.

The  more  technical  details  concerning  theory,  model  construction,  and

methods were cut from the original publications, as presented in chapters 3, 4, 5, 7, and

consolidated  in  one  theoretical  background  chapter  (chapter  2).  The  content  was

extended and a few key aspects were elaborated further in more detail, such as FEM

construction; elector-magnetic theory; underlying neuronal coupling. We took such, a

more unconventional approach, not only to make the rest of the text concise but also

more accessible  than the typical  Ph.D. thesis.  With less  distraction in  the way, we

expect the reader to have a better chance and opportunity to appreciate the contribution

to  the  life  sciences  in  general  and innovative  neuro-stimulation  and  modulation  in

particular.

 The arguably more trivial part of TMS modeling and virtual simulation is that

of the coil,  compared to the human head. Nevertheless, the geometric and numeric

detail required to have an accurate enough E-field calculation was largely unknown.

Therefore,  we  focused  our  initial  effort  on  exploring  exactly  that  question  under

rigorous MR-based experiments on a dummy phantom (chapter 3). This gave us the

much-needed confidence to employ the coil model we developed (in-house) for the rest

of the computer simulation presented in the following chapters (chapters 3, 4, 5, 7).

A central aim of our research was to develop a practical, multi-modal approach

toward validating computational models of TMS using in-vivo experiments. The focus

was on comparing the predicted E-field intensity and spatial distribution, derived from

numerical simulations, to measurable physiological responses. In the process, we had

to suggest some trivial activation metrics to evaluate the potential neuronal response to

externally injected current following a successful administration of single-pulse TMS.

We conducted two small-size studies on healthy human subjects (shared cohort). In one

of  the  studies,  we  decided  to  employ  MEPs  from  EMG  as  the  quantitative

physiological measurement in response to the subtle changes in the direction of the

injected currents (coil orientation) on and around the primary motor cortex M1 (chapter

4). In the other we relied on modern functional MRI to evaluate any proximal (close to

the coil) as well as potentially distant areas of activation (change in BOLD) (chapter 5).

Our  group  contributes  to  the  previously  developed  experimental  setup  of

combining concurrent TMS with MRI was significant with the introduction of very

precise  temporal  control  and  synchronization.  Because  of  this  and  its  relevance  to

chapters 3 and 5 we decided to dedicate a chapter only on the experimental setup by

extending the methodological section of previously published work from our group

(chapter 6). 

Finally, we present another practical application of our modeling work in the

effort to create a miniature rodent TMS coil. We were able to provide an initial coil

design where essential performance parameters were optimized virtually,  before the

construction  of  any  physical  prototypes.  Such  an innovative  rodent  coil  is  proving

useful in translation research involving TMS and post-stroke recovery (chapter 7).

We conclude with the general discussion (chapter 8) where we address some

of  the  limitations  of  our  experiments,  suggest  future  improvements  and  most

importantly reflect on the results. We also look into alternative modalities such as EEG

having the potential to contribute to our understanding of TMS by providing additional

physiological  measurement.  With  special  dedication,  we  cover  the  extension  to

activation metrics we proposed with eventual macro-level ( population-level) synthetic

neuronal  models.  It  is  recommendation for  the  future advancement  of  the  research

presented here. 
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Theoretical Background

In  this  chapter,  we  will  cover  the  theoretical  background  behind  the

computational models we develop and use in the later chapters. Please, keep in mind

that sub-sections of the materials and methods chapters were omitted from the original

publications (chapters 3, 4, 5, and 7). Instead, we present in this chapter a slightly

extended version of the same material with more comprehensive coverage of some key

topics.

We start by looking at what a TMS device is from an engineering point of

view  and  how  we  can  produce  accurate  estimates  of  the  electromagnetic  fields

generated  by  the  TMS  coil.  Then  we  cover  the  challenge  of  the  construction  of

complex volume conductor models of the human head derived from anatomical MRI

images.  Finally,  the  combination  of  the  two constitutes  what  we refer  to  as  Finite

Element Models (FEM) of TMS-induced currents, in the form of an approximation of

the final electric field distribution in the cortex.

Further, knowing the shape and magnitude of injected eddy currents, allows us

to  elaborate  more  on  the  underlying  principle  of  the  neuronal  coupling  with  such

extracellular electric fields which is the foundation of the effect TMS has on neuronal

stimulation. We propose several metrics of ‘activation’ at a macroscopic level that we

use  as  a  local  model  of  neuronal  stimulation,  which  we  employ  later  in  our

experimental work validating the models we propose in this chapter. Ultimately, such

models could be used for proper dose control of TMS administration. This chapter will

be referred to often in the chapters to come that will have fewer methodological details

than the published papers. 

Magnetic Stimulator Unit

A typical TMS device is surprisingly simple from a hardware point of view

(even instructions for home-made (DIY) TMS devices can be found on the internet 2).

A therapeutic  rTMS  (bi-phasic)  setup  consists  of  the  main  unit,  sometimes  with

additional power booster and/or coil cooling units, that is connected to a coil using a

thick about 1.5m long cable. Based on the polarity of the discharged currents through

the coil and consequently the direction of the injected currents we have two major

variants: mono and bi-phasic stimulators, resulting in mono- and biphasic pulse shapes,

2 https://www.instructables.com/id/Transcranial-Magnetic-Stimulation-
TMS-Device/

respectively. The former is commonly used for diagnostic purposes while the latter is

often the pulse shape of choice for treatment purposes. The size and shape of the coil

are  also  important  to  consider.  Although  some  exotic  variants  exist,  the  figure-O

(circular) and figure-8 shaped coils remain the most prevalent ones in clinical settings.

Generally  speaking,  figure-O coils  are  preferred  in  the case of  peripheral  neuronal

stimulation, where a larger target area is covered with less accuracy. In contrast, the

figure-8 shaped coils are the common choice for cortical stimulation as stimulation is

more focused and accuracy higher. In particular, the angled figure-of-8 coil seems to

provide a good design where focality and depth of stimulation are optimal  [1]. See

section 2 (coil modeling) below for further insights in coil design and manufacturing. 

A typical operator would only need to adjust the machine power output (MO

or MPO) expressed as a value between 0 and 100%, of the maximum magnetic field

that a particular combination of device&coil can deliver. A representative device would

be able to deliver a 1700V maximum driving current of about 5000A through a coil of

around 15uH induction that is capable of delivering up to 200V/m secondary electric

field into the human cortex. Such enormous primary currents exist only for a fraction

of a second, (0.2-0.4ms), and even then heat accumulation especially in the case of

repetitive TMS (rTMS) is a concern that needs to be dealt with by appropriate cooling

mechanisms such as mineral oil or air cooling systems. Based on the polarity of the

discharged currents in the coil and the resulting direction of injected secondary currents

there are  two main types of  TMS devices,  mono-phasic  and bi-phasic.  The former

produces a single rising phase of the voltage, generating a unidirectional field, while

the latter has two phases of rising and slightly less powerful falling pulse in opposing

directions  one  after  another,  generating  a  current  in  the  wires  with  2  phases

(approximately sinusoidal in shape). Although variable pulse shape devices exist on the

market (cTMS), they are still  considered primarily valuable for investigational use.

Due  to  its  more  effective  pulse  shape  for  neuronal  interference  [2],  bi-phasic

stimulators  are  the  dominant  choice  for  clinical  treatment,  as  is  the  case  with

depression.  The  mono-phasic  pulse  shape  is  often  employed  for  precise

electrophysiological  mapping  studies  and  is  hence  more  common  for  neurological

diagnostic  use  due  to  the  cleaner  physiological  response  it  evokes,  such  as

electromiographical (EMG) responses in the muscles.
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The inside of the main unit of a typical TMS device reveals a relatively simple

design of an electronic scheme. In Figure 1 you can see a slightly idealized electrical

schematic of a bi-phasic stimulator with only the most relevant components shown. We

can further generalize the schematic in question to a classical CLR electrical circuit,

where the major induction L is coming from the externally connected coil. Then the

internal resistance of all electronics R and the huge capacitance C, usually in the shape

of banks of capacitors. A thyristor with an inductive decoupled (transformer) control

pin is used for triggering the discharge of the capacitors through the main circuit. It is

interesting to note that the second phase of a bi-phasic device is in the form of a reused

power coming from the collapse of the magnetic field of the first pulse and partially

recharges the capacitors before a secondary discharge. The diode, connected in parallel

to the coil, the main purpose is to drive away such reverse currents. 

 

 TMS Coil EM-Fields Modeling

The accuracy of numerical coil field modeling has received relatively little

attention in comparison to FEM aspects  of currents  induced in the head. Modeling

currents  in  the  human  head  includes  full  head  3D  meshing  of  MRI  images  and

especially  the  derivation  of  the  electric  field  to  explore  its  effects  on  the  cortex,

arguably the most intriguing from a life science perspective. This difference in focus is

not surprising considering that the derivation of the primary electric field evoked by a

TMS  coil  depends  on  well-established  electromagnetic  theory  and  common

engineering  principles.  There  are  several  computational  methods  proposed  in  the

literature [3] [4] [5] and they are all straightforward to implement in the form of simple

discrete models. They have shown to be capable of approximating, accurately enough,

the  induced  magnetic  and  electric  fields  induced  by  a  discharging  coil.  One  such

Figure 1: TMS circuit diagram of a biphasic stimulator

common approach involves the piece-wise current integration of small segments along

the wire [6]. These segments form a curve that follows the profile of the general shape

of multiple copper winding. To numerically quantify the magnetic and electric fields

produced by TMS the following discrete forms of the general Biot-Savart equations are

used, for the magnetic field and magnetic vector potential respectively [7] (chapter 6.4)

:

B( r⃗ )=
Iμ0w

4 π ∫
∂ l× r⃗

|⃗r−r⃗0|
3 (B-field)

A ( r⃗ )=
Iμ0w

4 π ∫
∂ l

|⃗r−r⃗0|
(E-field)

allowing us to derive the fields at a point r as a result of current running through a wire

segment  dl at a distance  r - r0 away from it, where r >> dl  and  µ0 is the magnetic

permeability of free space at a distance r from the source. Finally, the w symbol in the

equations is added to aid the numerical tuning by providing a linear weight factor per

line segment to help us calibrate better the spacial distribution of the fields.

To accomplish a complete numerical evaluation following the formulation just

given, we first need to be able to evaluate the current running through the coil at the

moment of discharge. Doing so will in turn require we have a good approximation of

the  geometry  of  the  coil  and  some  strategy  for  integrating  the  current  along  that

geometry.  Splitting a  circle  into sufficient  piece-wise line  segments  and taking the

(infinitesimal) small steps of integration along that segment will ensure we will have an

accurate estimation of the magnitude of the fields. At the same time, the distribution of

the field will be entirely governed by our success in approximating the overall shape of

the magnetic flux produced through the induction of each particular coil. This might

not necessarily follow the shape of the coil case as seen from the outside. Finally, we

need to consider the combination of each integration point along the geometry of the

coil model to each node of our FEM model of the head and solve the before mention

equations to produce complete field distribution in our domain following the principle

of superposition of the magnetic fields.

The method just described is the one adopted for the rest of our research. Key

benefits are the possibility to generalize any shape and geometry while simultaneously

being relatively easy to realize numerically albeit more costly computationally wise

compared to alternatives  [8]. Another method to model the magnetic field of a TMS

coil that we can encounter often in common literature involves the use of magnetic

dipole moments where a  collection of  dipoles is  arranged in rings to  resemble the

general shape of the TMS coil geometry and their moment is taken as proportional to

the current magnitude flowing through the coil windings [5] .
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 TMS Coil EM-Fields Modeling

The accuracy of numerical coil field modeling has received relatively little

attention in comparison to FEM aspects  of currents  induced in the head. Modeling

currents  in  the  human  head  includes  full  head  3D  meshing  of  MRI  images  and

especially  the  derivation  of  the  electric  field  to  explore  its  effects  on  the  cortex,

arguably the most intriguing from a life science perspective. This difference in focus is

not surprising considering that the derivation of the primary electric field evoked by a

TMS  coil  depends  on  well-established  electromagnetic  theory  and  common

engineering  principles.  There  are  several  computational  methods  proposed  in  the

literature [3] [4] [5] and they are all straightforward to implement in the form of simple

discrete models. They have shown to be capable of approximating, accurately enough,

the  induced  magnetic  and  electric  fields  induced  by  a  discharging  coil.  One  such

Figure 1: TMS circuit diagram of a biphasic stimulator
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common approach involves the piece-wise current integration of small segments along

the wire [6]. These segments form a curve that follows the profile of the general shape

of multiple copper winding. To numerically quantify the magnetic and electric fields

produced by TMS the following discrete forms of the general Biot-Savart equations are

used, for the magnetic field and magnetic vector potential respectively [7] (chapter 6.4)

:
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∂ l× r⃗

|⃗r−r⃗0|
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permeability of free space at a distance r from the source. Finally, the w symbol in the

equations is added to aid the numerical tuning by providing a linear weight factor per

line segment to help us calibrate better the spacial distribution of the fields.

To accomplish a complete numerical evaluation following the formulation just

given, we first need to be able to evaluate the current running through the coil at the

moment of discharge. Doing so will in turn require we have a good approximation of

the  geometry  of  the  coil  and  some  strategy  for  integrating  the  current  along  that

geometry.  Splitting a  circle  into sufficient  piece-wise line  segments  and taking the

(infinitesimal) small steps of integration along that segment will ensure we will have an

accurate estimation of the magnitude of the fields. At the same time, the distribution of

the field will be entirely governed by our success in approximating the overall shape of

the magnetic flux produced through the induction of each particular coil. This might

not necessarily follow the shape of the coil case as seen from the outside. Finally, we

need to consider the combination of each integration point along the geometry of the

coil model to each node of our FEM model of the head and solve the before mention

equations to produce complete field distribution in our domain following the principle

of superposition of the magnetic fields.

The method just described is the one adopted for the rest of our research. Key

benefits are the possibility to generalize any shape and geometry while simultaneously

being relatively easy to realize numerically albeit more costly computationally wise

compared to alternatives  [8]. Another method to model the magnetic field of a TMS

coil that we can encounter often in common literature involves the use of magnetic

dipole moments where a  collection of  dipoles is  arranged in rings to  resemble the

general shape of the TMS coil geometry and their moment is taken as proportional to

the current magnitude flowing through the coil windings [5] .
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Although more trivial than modeling induced currents in the head with FEM,

the modeling of a coil is not without challenges. To approximate well enough (<10%

discrepancy  with  measurements)  both  the  field  shape  and  its  magnitude  demands

additional intuition and at least some trial and error. For instance, both the piece-wise

wire approach as well as the multi-dipoles approach heavily rely on current weighting

applied for each stack of windings for the former and the number of dipoles and ring

contribution factors and self-induction for the latter [9] [10]. This in combination with

the fact  that  many studies  have  opted  for  simple single-loop geometries,  to  model

generic TMS coils, motivated us to look into how much geometrical detail and tuning

is required to come up with reliable models. Previous work of Salinas et. al. [11] have

already  demonstrated  the  significance  of  the  coil  geometrical  complexity,  in  scale

applicable to both humans and small rodents. 

We set  out  to  model  TMS coils  with  the  proposed  piece-wise  Biot-Savart

method in varying levels of detail and compared those models with measured incident

fields  evoked by an  actual  TMS coil  inside  an  MRI  scanner,  using  a  novel  phase

mapping approach at low stimulation intensities. The detailed models and empirical

validation of our coil modeling approach are presented in chapter 3 where we validate

the  accuracy  of  our  coil  modeling  approach  that  we  use  for  the  rest  of  the  work

presented  here.  In  summary,  the  coil  model  providing  sufficient  detail  and a  good

match to magnetic field measurements (see chapter 3) was the spiral piece-wise model

of the figure-of-8 coil, which is used in the other modeling chapters 4 and 5. See a coil

wire model below in figure 2.

We further concluded that taking into account the exact spiral profile is not

required  to  model  measured  fields  effectively,  not  surprisingly  considering  the

construction of most coils in the form of tightly winded wires compactly packed in a

ring shape. Instead, our experiments showed the cumulative surface for each coil wing

to be the main contributing factor to accuracy at a distance depth of ~3cm for a coil

with a 5cm wide ring surface.

So far we have only addressed coil modeling in the context of assessing the

field induced by a complete coil in a homogeneous medium, and its potential impact on

brain research studies. However, other studies have focused exclusively on modeling

for better design and engineering of TMS coils  [12]. The work we present later in

chapter  7  is  one  example  of  such  an  attempt  to  influence  the  design  and ultimate

production of several rodent-tailored TMS coils. 

Now we know the shape and magnitude of the B-field of the coils used in our

modeling and validation approach,  we will  continue to establish how such B-fields

induce currents in a human head with complex morphology.

Figure  2:  Several  coil  models  with  progressive
complexity  in  geometry.  Top:  Single  loop  using
outer  radius  with  4mm winter-wing  gap;  Middle:
Spiral  profile  of  9  turns;  Bottom:  Similar  to  the
previous coil  but with added 10 layers  with 1mm
spacing;
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Estimating induced currents in the head: a 
problem formulation

When the magnetic field (B-field) generated by a coil is known, in theory, it is

possible to estimate the induced electric field (E-field) current in a conductive medium

under the coil,  in our case the head. First, we will try to formalize this problem of

induced fields in the head with the appropriate physical laws. 

Theoretically,  the  problem  of  estimating  the  distribution  of  the  electrical

currents  injected  into  the  brain  by  a  TMS  coil  is  in  the  category  of  forward

mathematical models where the source is well-defined and we only need to estimate

the  field  distribution  on  an  accurately  shaped  3D  model  under  realistic  LF  tissue

dielectric properties. An exogenous electric field in biological tissues will introduce

currents with ohmic (resistive) and displacement (capacitive) components. While the

formal emerges from the free movement of charged particles (ions) in the extra-cellular

space in biological tissue (outside the cell plasma membrane), the latter is caused by

the  polarization  of  the  medium itself.  Ionic  double  layers  that  surround  a  cellular

membrane, and even some embedded within macro-molecules, can be seen as paired

charges  that  in  principle  can  be  polarized.  How  easy  that  polarization  can  be  is

governed by the electrical permittivity ε.

We  here  consider  the  magnetic  field  B induced  by  the  TMS coil  and  the

primary electrical field  Ep that is in turn induced in the head by that B-field. Both

electrical  and  magnetic  fields  are  fully  described  by  Maxwell’s  equations  (in

differential form):

∇×Ē=−
∂ B̄

∂ t

Formula 1: Farday's Law

∇×H̄=J̄ +
∂ D̄

∂ t

Formula 2: Amper's Law

∇⋅D̄=ρ
Formula 3: Gauss's law

∇⋅B̄=0
Formula 4: Gauss's Law

where E [volts;V/m] is the induced electric field, B [teslas;T] the magnetic flux density

induced by the coil, while H [amperes;A/m] is the magnetic field, then J [amperes over

area, A/m2] the current density, D [coulombs;C/m2] the dielectric displacement and ρ

[coulombs; C/m3] the electric charge density. Also, we know how the current density

relates to the electric field according to the generalized Ohm’s law, where s represents

the medium conductivity tensor:

J̄=¯̄σ Ē

Formula 5: Ohm's Law

The law of induction simply states that a time-varying magnetic field will introduce an

equivalent electric field in the orthogonal direction. The primary induced electric field

comes as a direct result of the current running through a coil and is considered the

primary  force  behind  neuro-stimulation.  There  is  a  secondary  effect  caused  by the

charge  accumulation  on  the  border  of  domains,  due  to  the  law  of  conservation,

additionally influencing the final E-field. The complete definition of the total induced

electric field is given as the sum of both the primary and secondary electrical fields:

Et=Ep+Es=−
∂ Ā

∂ t
−∇⋅ϕ

Formula  6: Total Induced
Electric Field

where  A is the magnetic vector potential from the coil induction alone and  ff is the

scalar  potential  distribution.  The  divergence  of  the  scalar  potential  produces  the

secondary electric field, which distribution is determined by the electrical properties of

each  tissue  type,  which  constitute  the  conductivity  σ (sigma)  and  the  relative

permittivity ε (epsilon). 

Under quasi-static approximation, the medium could be described as purely

resistive and any capacitive currents that are proportional to ε could be safely ignored,

that  is  no additional  displacement  currents  exist  [7] (chapter  9.2)  that  might cause

phase difference  [13]. The quasi-static assumption is commonly adopted in the field

due to the following observations: relatively low frequency of stimulation (1-10 kHz);

the ratio between the displacement and ohmic current for biological tissue properties

(φ<<1) in the range of ~5kHz ranges σ ~ 1 (CSF) – σ ~ 0.004 (SKULL) and ε ~10^-6

F/m  [14].  This  allows us  to  decouple  the  spatial  and  temporal  components  of  the

electric  field  under  the  low-freq  dielectric  properties  of  the  medium.  As  a  result,

Maxwell’s equations become simpler by eliminating any time-varying component for

H and E allowing us to define the secondary E-field as the divergence of the scalar

potential: Es=−∇⋅ϕ
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Under quasi-static approximation, the medium could be described as purely

resistive and any capacitive currents that are proportional to ε could be safely ignored,

that  is  no additional  displacement  currents  exist  [7] (chapter  9.2)  that  might cause

phase difference  [13]. The quasi-static assumption is commonly adopted in the field

due to the following observations: relatively low frequency of stimulation (1-10 kHz);

the ratio between the displacement and ohmic current for biological tissue properties
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F/m  [14].  This  allows us  to  decouple  the  spatial  and  temporal  components  of  the
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Maxwell’s equations become simpler by eliminating any time-varying component for

H and E allowing us to define the secondary E-field as the divergence of the scalar

potential: Es=−∇⋅ϕ
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It  is  easy to  show that  the divergence of  formula 2 (Amper’s  Law) yields

∇⋅J̄=∇⋅∇×H̄=0 because the divergence of the curl of a vector field is zero.

Keeping in mind that  and combining the general  Ohm’s law with the definition of

electric field steaming from the divergence of the scalar potential leads to the final

equation:

∇⋅( ¯̄σ∇ ϕ)=∇⋅J̄
Formula 7

This gives us the final forward problem definition assuming the Neumann boundary

condition defining the fluid-like flow of current denoted by:

|¯̄σ E|⋅⃗n=0on∂Ω
Formula 8

and the Poisson equation defining the potential field under quasi-static approximation

∇⋅( ¯̄σ∇ ϕ)=I s∈Ω
Formula 9

Although commonly adopted, the quasi-static treatment of the problem is not exclusive

and some authors have raised concerns in the validity of the underlying assumptions

[15] [16]. There is an excellent theoretical treatment of the alternative where the high-

frequency component of TMS is considered as well [17] (chapter 9.10).

Estimating induced currents in the head: 
computer simulation

The  numerical  calculation  of  the  TMS-induced  total  electric  field  in  the

otherwise highly heterogenous medium, that is the human head, is a key part of our

modeling approach. The generation of the subject-specific head mesh together with the

derivation of  the primary electric field of  the coil  were the most challenging steps

undertaken in the process of creating a complete computer simulation.

In  principle,  many physical  phenomena could  be  described  in  the  form of

differential  equations  or  more  often  in  a  system  of  complex  governing  partial

differential  equations  (PDEs).  Electricity  is  no  exception,  the  derivation  of  the

secondary field could be expressed as a linear system of basis equations defined per

element (tetrahedron) of the modeled domain, which we present as an MRI-derived 3D

head mesh.  The  Finite  Element  Model (FEM) method involves  discretization (thus

finite), breaking a complex domain into smaller and simpler geometry with simpler

solutions to solve that, put together globally, yield a final approximate solution of the

entire problem. One caveat is that a direct solution to such a linear system of equations

A⋅x=B , where A and B are fixed square matrices and x is a column vector, the

unknown,  is  usually  not  possible  since  A is  often  not  invertible,  that  is  no  direct

solution exists for x=A−−1⋅B . Instead, we rely on iterative numerical routines to

eventually converge to acceptable accuracy to the guess for the unknown variable. In

our  case,  the  iterative  optimization  algorithm  is  the  bi-conjugate  gradient  decent

method  [18] with the Jacobian matrix per-conditioner (providing the initial  starting

estimate). In more traditional FEM literature,  A is referred to as the stiffness matrix

and is given by fixed property of the material for each element of the mesh and B as

the stress vector (e.g. applied force), since FEM was initially adopted for mechanical

simulations. 

In  our  case,  A is  constructed  using  the  conductivity  values  and  B is  the

primary  electric  field  induced  by  the  TMS  coil.  After  the  derivation  of  the  PDE

(formula  9)  and  its  boundary  conditions  (formula  8),  the  forward  problem can  be

formulated in the following way. Given a certain source configuration, represented by

the right-hand side of (formula 9), compute the potential distribution ϕ in the domain

Ω. At this point, it becomes apparent that for the forward calculations a source model

and a description of the head as a volume conductor is needed. The software suite we

used to conduct the FEM simulations is SCIRun 4.7. At the moment of the writing of

this theses, a SCIRun 5.0 stable is publicly available.

Head Modeling

In  order  to  perform  FEM  modeling  of  currents  in  a  medium,  one  must

somehow compartmentalize the medium in regions of similar conductivity. Generally,

tetrahedrons are used to accomplish this.

The challenge in this compartmentalization is the often complex shape of the

conductive medium in a head. Any higher mammal species but in particular the human

brain possess an astonishingly high level of complexity in both structure and inter-

regional organization. The part of the head most relevant for TMS FEM modeling is

the neo-cortex, which is a narrow sheet of layers of neuronal cell bodies encompassing

the brain en hence located superficially, about 2 to 4 cm below the scalp. The detail to

which we can structurally  model the neocortex it  is  limited by the spatial imaging

resolution,  in  the  case  of  MRI.  Furthermore,  the  factor  impacting  the  numerical

simulations needed for FEM most, is how accurately the surface boundaries between

the gray matter (GM) and cerebral-spinal fluid (CSF) and to a lesser extent between

gray and white  matter  (WM) are  captured  by the  volumetric  description (3D head

mesh) of those tissues as derived from an MRI scan. However, the intricate folding

pattern of the GM presents us with the highly convoluted outer sheet as arguably the
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most significant boundary surface for the FEM head mesh, which makes this separation

of relevant tissues a serious challenge. 

It is paramount that the spatial layout of an MRI volume including air, tissues

in the head such as skin, skull, cerebral spinal fluid (CSF), and gray and white matter

(GM,  WM)  are  described  volumetrically  in  such  a  way  that  they  capture  the

electromagnetic properties (especially electrical conductivity) well. The processing of

an original  MRI image into a volumetric  description of  the space occupied by the

relevant tissue types is performed sequentially in a series of steps that are described

below. 

First,  MRI  images  need  to  be  subdivided  into  regions  of  similar  electrical

properties. This process is generally referred to as image segmentation. For all other

studies presented in this thesis, a T1 weighted MRI scan (TR/TE of 10.0/4.6 ms, a flip

angle of 8°, voxel size of 0.75x0.75x0.8 mm3, scan duration of 11.3 min, 225 slices

with a slice gap of 0 mm ) was obtained at a Philips Achieva 3T MRI scanner for all

participants. This MRI image was converted into the Nifti 1.1 format, and segmented

into air, skin, skull, CSF, GM, and WM using the ‘unified segmentation’ algorithm as

implemented  in  SPM12 with  Bayesian  prior  tissue  maps.  This  generally  results  in

viable segmentation for each major tissue type in the form of a probability map where

voxel values indicate the probability of belonging to a certain tissue class. For each

voxel in the volume, it was then determined what the most likely tissue type was (i.e,

which tissue probability map had the highest value at that location, where the ‘winning’

tissue type had to be at least 0.3 likelihood). For each voxel, an index was saved into a

new  volume  indicating  the  associated  tissue  type  (a  so-called  ‘index  map’).

Subsequently, the index maps were further processed to guarantee a set of requirements

per tissue type. The CSF index values were stored first and dilated by a voxel, such that

no holes were present between GM and CSF that can occur for spurious intensities in

the  MRI  images.  Next,  in  the  same fashion,  the  WM values  are  inserted  into  the

volume. The other tissue indexes were added after that, overwriting previously inserted

voxels. The indexes where: 1 = GM, 2 = WM, 3=CSF, 4 = Skull/Skin, 5=air. Note that

skull and skin were treated as one tissue type, as mainly the inner boundary of the skull

is relevant for current flow in FEM, and the unified segmentation algorithm we use

artificially results in a very convoluted skull/skin boundaries with many archipelagos

of skin tissue types in the skull and vice versa.

We  inspected  the  indexed  image  visually  slice  by  slice  for  every  single

participant  included  in  the  study,  and  occasionally  manually  removed  voxels

erroneously classified as GM deeper inside sulci that ‘clogged’ a sulcus (causing the

GM voxels across a sulcus to ‘connect’).  Such ‘clogging’ would have caused the 2

banks  of  a  sulcus to  artificially  connect in  a  computed  volumetric  mesh,  which is

known to result in spurious currents when used for FEM modeling. See figure 3a for a

visualization of this manual editing process.

In figure 3-b the entire MRI image processing pipeline leading to a 3D meshed

head is depicted and further elaborated upon.

After  the  automatic  segmentation,  indexing,  and  manual  corrections,  index

maps remain that are suitable for deriving parametric volumetric representations (the

3D meshes) describing the tissues that can be used for FEM modeling. 3D meshing is

the process of describing a volume (in this case tissue type) with elementary shapes, in

our case tetrahedrons. To guarantee rather smooth boundaries on the interface between

different compartments, we first adopted an iterative smoothing routine of alternating

Figure 3: On the left (a) : From top to bottom a coronal cut from anatomical T1 weighted
MRI to binary partitioned tissue classification map. On the right (b): Typical steps involved in

image processing pipelines from raw scanner images to final volumetric 3D model.

In figure 3-b the entire MRI image processing pipeline leading to a 3D meshed
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maps remain that are suitable for deriving parametric volumetric representations (the

3D meshes) describing the tissues that can be used for FEM modeling. 3D meshing is

the process of describing a volume (in this case tissue type) with elementary shapes, in

our case tetrahedrons. To guarantee rather smooth boundaries on the interface between

different compartments, we first adopted an iterative smoothing routine of alternating
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inflation-deflation operations in  image space.  Those images were processed by our

meshing algorithm one per tissue type to produce the final FEM mesh using Cleaver2:

A Multi-Material Tetrahedral Meshing Library and Application (Scientific Computing

and  Imaging  Institute  (SCI),  University  of  Utah,  The  USA)

[https://github.com/SCIInstitute/Cleaver2].

In addition, for FEM modeling to work, our meshes must have a smooth flow

and  the  divergence  of  the  field  should  be  close  to  zero.  This  imposes  several

restrictions on the quality of the tissue interfaces in particular and the volumetric 3D

mesh in general. In FEM the error of the numeric solution is strictly governed by the

quality  of  the  mesh  [19].  A good  quality  mesh  will  have  as  smooth  as  possible

boundary interface with no holes or discontinuances, forming a so-called water tight

3D mesh for each compartment, with a distinct homogeneous conductivity. Producing

such meshes can be challenging. Two of the most common causes of degraded meshes

come from merged boundaries,  disappearing  interfaces,  and the  formation  of  holes

between different compartments and the erroneous isolation of disconnected usually

small volume (islands) compartments. The cause for a missing interface is usually due

to aggressive smoothing of the segmented and indexed image, a process used by many

mesh algorithms including  ours.  Using  an aggressive  amount  of  image smoothing,

however, might merge parts of otherwise anatomically distinct structures, such as the

physical separation between CSF and GM near the sulcal walls, a gap that can be as

small as 1mm or less that sometimes remains just under the MR spatial resolution. The

effect  of  such  artificial  merges  on  FEM  simulation  is  the  introduction  of  current

leakage between otherwise separated compartments, leading to spurious results in the

resulting simulated current patterns. This is exactly the reason why we took great care

Figure 4: Two most common artifacts encountered during mesh creation. On
the  left:  small  disconnected  islands  of  misclassified  tissues;  On  the  right:
pealing of thin layers and the creation of sharp discontinues

to  separate  especially  sulcal  walls  through  manual  cleaning  (see  figure  3a  and

description  above).  The  effect  of  distinct  compartments  merging  due  to  excess

smoothing or  low image spatial  resolution causes the partial  omission of  boundary

surface interfaces.

As the accuracy of simulations is closely related to the quality of the mesh and

in particular the well-defined shape for each of its constituent elements, we employed

several metrics to evaluate the quality of the generated tetrahedral elements. Further,

we refined such non-conforming elements by splitting or merging them with adjacent

ones. The most common case of degenerate elements are all vertices too close together

that give almost zero volume; have very sharp or wide angles between edges; wrong

order of vertex indices giving negative volume.

Neuronal Coupling

The above sections elucidate in detail and quantitatively how a TMS device

generates a current through a set of windings forming a coil, how this coil generates a

magnetic field in the head, how this magnetic field in turn generates a current in the

tissues in the head, including in the cortical layers containing most neurons. However,

how the assembly of connected neurons in the cortical layers responds to this locally

induced field is as of yet not discussed.

For reference: the most common figure-of-8 coils provide a relatively focal

(4x2cm2) superficially at a depth of 2 to 4 cm along the central iso-line of the B-field

induced by the TMS coil.  That depth conveniently includes the folded adult human

cortex up to about 1 cm below the dura mater. 

In order to understand the neuronal consequences of an induced current in the

cortical sheet, we need to take a closer look at the organization of different types of

neurons found within the cortical sheet.

The  neuronal  column  is  a  fundamental  principle  of  neuronal  organization

within  the  cortical  sheet  where  the  main  axes  of  neurons  are  oriented  in  small

functional columns perpendicular to the cortical sheet  [20] (Hubel & Wiesel, 1979).

Those main pyramidal neurons  are  found in  many of  the  cortical  layers,  receiving

afferent input from other regions,  sending efferent output to  other  regions,  and are

interconnected horizontally with different types of inter-neurons. See figure 5 below

for an overview.
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to  separate  especially  sulcal  walls  through  manual  cleaning  (see  figure  3a  and

description  above).  The  effect  of  distinct  compartments  merging  due  to  excess

smoothing or  low image spatial  resolution causes the partial  omission of  boundary

surface interfaces.

As the accuracy of simulations is closely related to the quality of the mesh and

in particular the well-defined shape for each of its constituent elements, we employed

several metrics to evaluate the quality of the generated tetrahedral elements. Further,

we refined such non-conforming elements by splitting or merging them with adjacent

ones. The most common case of degenerate elements are all vertices too close together

that give almost zero volume; have very sharp or wide angles between edges; wrong

order of vertex indices giving negative volume.

Neuronal Coupling

The above sections elucidate in detail and quantitatively how a TMS device

generates a current through a set of windings forming a coil, how this coil generates a

magnetic field in the head, how this magnetic field in turn generates a current in the

tissues in the head, including in the cortical layers containing most neurons. However,

how the assembly of connected neurons in the cortical layers responds to this locally

induced field is as of yet not discussed.

For reference: the most common figure-of-8 coils provide a relatively focal

(4x2cm2) superficially at a depth of 2 to 4 cm along the central iso-line of the B-field

induced by the TMS coil.  That depth conveniently includes the folded adult human

cortex up to about 1 cm below the dura mater. 

In order to understand the neuronal consequences of an induced current in the

cortical sheet, we need to take a closer look at the organization of different types of

neurons found within the cortical sheet.

The  neuronal  column  is  a  fundamental  principle  of  neuronal  organization

within  the  cortical  sheet  where  the  main  axes  of  neurons  are  oriented  in  small

functional columns perpendicular to the cortical sheet  [20] (Hubel & Wiesel, 1979).

Those main pyramidal neurons  are  found in  many of  the  cortical  layers,  receiving

afferent input from other regions,  sending efferent output to  other  regions,  and are

interconnected horizontally with different types of inter-neurons. See figure 5 below

for an overview.
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Traditionally in TMS modeling studies, only the magnitude of the E-field, |E|,

has  been  considered  in  the  estimating  of  the  potential  region  of  activation  [10]

[21] which in principle neglects any contribution due to the direction of the injected

currents relative to the neuronal sheet. This also neglects the influence of the type of

pulse shape, mono or bi-phasic, which is known to have a profound effect on TMS-

induced neuronal activation.  More importantly, when only assessing the induced E-

Figure 5: The cortical sheet is depicted below as black tissue (derived from a slice
through an MRI scan segmented into a gray matter map). In the enlarged window, it
is  depicted how the cortical  sheet  consists of  six  layers,  with pyramid cells (P),
inhibitory inter-neurons and granule cells (not shown),  and afferent and efferent
fibers arriving from and connecting to other brain areas. The radial (perpendicular
to the cortical sheet) and tangential component (parallel to the cortical sheet) of a
TMS-induced incident  E-field are shown as red (dark gray in  the print  version)
arrows. For a full explanation, see Section 2.1 of Neggers et. al. 2015.

field  magnitude  one  completely  ignores  the  underlying  micro  structure  and

organization of the human cortex, which also is known to have a profound effect on

how  a  TMS  pulse  generates  neuronal  activation  [22],  [23].  To  take  the  local

morphology of the cortical sheet into account, after experiments with functional PET

imaging in combination with TMS (at the same time) the group of Peter Fox proposed

a current dependent metric where currents orthogonal to the cortical sheet are most

effective, and currents in parallel with the cortical surface much less so[24]–[26]. They

proposed the cosine hypothesis for the relationship between a local electrical field and

neuronal activation, or simply C3, where the neuronal activation from a certain piece of

cortical  tissue is  proportional  to  the cosine of  the angle between the local  induced

electrical field and the normal vector to that same local patch of the cortical sheet. This

metric has been quite influential and could explain several empirical findings related to

the angle of induced currents in the brain and neuronal activation.

Interestingly, the C3 metric already results in a potential contradiction, which

recently spurred a lively debate in the field (for a good summary, see the discussion of

[27]. The strongest induced field is always stronger closer to the coil, which naturally

favors the gyral crown as most likely site of stimulation. Alternatively, the C3 cosine

hypothesis would suggest that despite the lower intensity regions deeper within the

sulcal wall are preferentially targeted as the TMS-evoked currents flow largely parallel

to the scalp, orthogonal to the deeper sulcal walls [24] [26].

Those two hypotheses suggest alternative mechanisms of how the action of

activation is achieved on the macro neuronal level based on our current understanding

of the layered cortical wiring of the human cortical sheet. The first proposes an indirect

pathway from vertically oriented L2/3 cells and L5 PT (pyramidal tract) at the crown

as the most likely network,  which could explain the occurrence of I-waves and D-

waves  through  inter-neuron  connectivity.  The  second  study  proposed  the  “cosine”

hypothesis  suggesting  that  only  cells  along  the  PT  (pyramidal  tract)  pick  up  the

majority of the electrical flux and as result more are the direct source of feed-forward

propagation of events. Such a hypothesis could explain the difference in RMT for PA

and AP injected  currents,  considering PT tracts  along the  long axis  of  the cortical

column but in the opposite directions [28][2][29].

Fox  and  colleagues  claim  empirical  evidence  in  the  observation  of  an

activation preference in the medial surface deeper in a sulcus with PET and supra-

threshold  TMS  [24] or  by  the  ability  to  explain  the  angular  dependency  of  coil

orientation  relative  to  gyral  orientation  [22] [23] [30].  The  same  model  was

demonstrated numerically  (FEM) and supported with functional PET imaging,  as  a

piece of strong evidence for this hypothesis  [25]. However, the cosine model is also

criticized with indirect empirical evidence [27]. Based on FEM models combined with

the  aforementioned  C3  metric  [27],  albeit  through  indirect  evidence  of  comparing

results from a model to previously reported functional imaging studies, Bungert et al
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as the most likely network,  which could explain the occurrence of I-waves and D-
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results from a model to previously reported functional imaging studies, Bungert et al
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have confronted the notion that any prime component of the E-field relative to the

outer cortical layer can be a good estimator alone. 

Finally, one can argue that the cosine model proposed by Fox and colleagues

ignores the fact that many of the main glutamatergic excitatory neurons in the cortical

columns are interconnected horizontally by GABAergic inhibitory interneurons  [31].

This  implies  that  the  TMS-induced  E-field  polarizing  and  hence  inhibiting  such

inhibitory inter-neurons could contribute to  a  maximal release of  inhibition on and

subsequent activation of then dis-inhibited cortical column neurons. This in turn would

predict the opposite of the C3 model, namely activation preferentially in gyral crowns

where E-fields are parallel to the main orientation of inter-neurons, and much less deep

in the sulci. 

The  debate  in  the  TMS  modeling  and  empirical  literature  as  summarized

above demonstrates that it is far from established how a TMS-induced current evokes

activation in  the human cortical  sheet.  Therefore,  in  the next section,  we introduce

several neuronal activation metrics that we developed concerning the aforementioned

alternative  theoretical  considerations,  that  can  compute  a  macroscopic  pattern  of

expected activation on a patch of the cortical surface. Most notably, the role of other

organizational principles of the neuronal sheet, such as the contribution of horizontal

interneurons and the polarity of ascending and descending fibers. This allows us to

further  validate  these  activation  models  and  integrate  them  into  models  for  dose-

response characteristics  of  TMS. The angular  dependence between induced  electric

fields and the underlying neuronal organization is a central point of the investigations

described in this thesis.

Neuronal Activation Metrics

In this section, we set out 5 different models for the coupling between a TMS-

induced E-field and neurons in the cortical sheet. The different views surrounding this

topic have been discussed in the previous section. 

Metric C3. When approximating the cortical surface with a triangular surface

mesh, as depicted in figure 7 per metric, a surface patch with a set of triangles would

experience the total ‘activation’ of the inner product between the surface normal of

each triangle and the total E-field through that triangle (maximal for a local E-filed

aligned with the surface normal), multiplied by the surface of that triangle S, yielding

the term  |→E⋅→n|S , summed over all triangles in a patch. The absolute value is

used because we assume a symmetric interaction for inward and outward E-fields (see

below), due to the bi-phasic stimulator we employ

There is empirical support for this model for the coupling between the induced

E-field  and  neuronal  activation.  It  has  been  established  that  brain  activation,  as

estimated by proxy through measured electromyograms (EMG) as a response to TMS

on the motor cortex (motor evoked potential or MEP), is affected by the direction of

the underlying central sulcus [22]. Currents induced perpendicular to the central sulcus

evoke maximal MEPs, but to evoke MEPs with the same amplitude, a larger current

magnitude  was  needed  for  currents  evoked  parallel  to  the  central  sulcus.  Similar

observations were made for the direction of current relative to major sulci in the visual

cortex  in  terms  of  evoked  phosphene  thresholds  (a  visual  illusion)  [32] Such

observations  led  to  assumptions  that  neuronal  axons  oriented  perpendicular  to  the

cortical sheet, potentially descending tracts, cause the majority of evoked activations

by  TMS,  and  hence  are  stimulated  optimally  with  currents  perpendicularly  to  the

cortical  sheet.  This  has  been  dubbed  the  ‘C3’ metric  for  the  relationship  between

currents  and  neuronal  activation  [24].  See  figure  7C  for  a  graphical  depiction.

However, there also is ample debate about this metric [27], and we hence also adopted

other  potential  metrics  that  might  explain  neuronal  activation  induced  by  a  local

current.

Metric C2. It could also be that local horizontal connections between pyramid

cells in the cortex, through inhibitory interneurons [31], produce most of the activation

induced by local fields. In such a case, currents in parallel to a cortical tissue would

evoke maximal neuronal activation (or suppress it maximally). This metric we dub C2

is also sketched in figure 7b. For C2, a cortical sheet approximated by surface with a

set of triangles would experience the total ‘activation’ of the length of the outer product

between the surface normal of each triangle and the total E-field through that triangle

(maximal for a field perpendicular to the normal), again multiplied by the surface of

that triangle S, yielding the term |→E⊗→n|S , summed over all triangles in a patch.

The absolute value is used because we assume a symmetric interaction for inward and

outward E-fields.

Metric CE. We further adopt the notion that perhaps the mix of neuron types

found in the cortex is too complex for such a simple and crude neuronal metric of

activation, and that the best predictor for activation is simply the magnitude of the local

E-field without taking into account its direction, as is the classic approach in human

TMS E-field modeling (see section 6). We describe this metric as ‘CE’. A surface patch

representing the cortical sheet would for this simple metric contribute |→E|S  per triangle,

where S is the surface of each triangle. This metric is depicted in figure 7a.

Metrics C4 and C5. Note that one could argue that the E-field’s polarity also

should  be  taken  into  account.  For  example,  for  metric  C3,  this  would  mean  that

currents pointing inward from CSF into a sulcus, would evoke a negative (or minimal)

signal, and pointing outwards a maximal signal, which would equate to →E⋅→n S . Note
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cortex  in  terms  of  evoked  phosphene  thresholds  (a  visual  illusion)  [32] Such

observations  led  to  assumptions  that  neuronal  axons  oriented  perpendicular  to  the

cortical sheet, potentially descending tracts, cause the majority of evoked activations

by  TMS,  and  hence  are  stimulated  optimally  with  currents  perpendicularly  to  the

cortical  sheet.  This  has  been  dubbed  the  ‘C3’ metric  for  the  relationship  between

currents  and  neuronal  activation  [24].  See  figure  7C  for  a  graphical  depiction.

However, there also is ample debate about this metric [27], and we hence also adopted

other  potential  metrics  that  might  explain  neuronal  activation  induced  by  a  local

current.

Metric C2. It could also be that local horizontal connections between pyramid

cells in the cortex, through inhibitory interneurons [31], produce most of the activation

induced by local fields. In such a case, currents in parallel to a cortical tissue would

evoke maximal neuronal activation (or suppress it maximally). This metric we dub C2

is also sketched in figure 7b. For C2, a cortical sheet approximated by surface with a

set of triangles would experience the total ‘activation’ of the length of the outer product

between the surface normal of each triangle and the total E-field through that triangle

(maximal for a field perpendicular to the normal), again multiplied by the surface of

that triangle S, yielding the term |→E⊗→n|S , summed over all triangles in a patch.

The absolute value is used because we assume a symmetric interaction for inward and

outward E-fields.

Metric CE. We further adopt the notion that perhaps the mix of neuron types

found in the cortex is too complex for such a simple and crude neuronal metric of

activation, and that the best predictor for activation is simply the magnitude of the local

E-field without taking into account its direction, as is the classic approach in human

TMS E-field modeling (see section 6). We describe this metric as ‘CE’. A surface patch

representing the cortical sheet would for this simple metric contribute |→E|S  per triangle,

where S is the surface of each triangle. This metric is depicted in figure 7a.

Metrics C4 and C5. Note that one could argue that the E-field’s polarity also

should  be  taken  into  account.  For  example,  for  metric  C3,  this  would  mean  that

currents pointing inward from CSF into a sulcus, would evoke a negative (or minimal)

signal, and pointing outwards a maximal signal, which would equate to →E⋅→n S . Note
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that this idea holds true for a monophasic TMS pulse shape, for biphasic pulse shapes

there is a current in opposing directions in short succession per stimulus and the net

contributions probably add up. Therefore we can not distinguish between a symmetric

or  asymmetric  coupling  between  E-field  and  neuronal  sheet  in  our  validation

experiments using biphasic pulse shapes (using concurrent TMS-fMRI, see chapter 5).

Hence  we  assumed  a  symmetric  interaction  and  implement  this  notion  with  the

absolute  value of  the inner product between the E-field and the surface normal,  or

|→E⋅→n|S  for  C3,  and  in  a  similar  fashion  for  C2.  However,  for  validation

experiments using TMS and EMG (MEPs) as described in chapter 4, we consider both

polarities for a C3-like metric, with one metric maximal for inward pointing E-fields

(C4) and one maximal for outward-pointing E-fields (C5).

In summary, the 5 metrics discussed above describing macroscopic models of how a

local  electrical  field  interacts  with  cortical  neuronal  tissues  are  mathematically

described as follows:

Ce=∫
Ω%

|⃗Et|A The E-field magnitude;

C2=∫
Ω%

|⃗Et∘(n⊗Êt)|A Symmetric E-field tangential;

C3=∫
Ω%

|⃗Et∘n|A Symmetric E-field orthogonal; 

C4=∫
Ω%

E⃗t∘n
−1
A Asymmetric E-field orthogonal outward; 

C5=∫
Ω%

E⃗t∘n A Asymmetric E-field orthogonal inward; 

The integral over the domain is simply the sum over each triangle of the isolated tri-

surface patches of our ROIs, where A is its area. In figure 6, the C2, C3, C4, C5, and

CE metrics are depicted, including how to compute them for a triangulated surface

mesh we use to describe the cortex for sake of simplicity. We have used those metrics

to empirically validate our complete models set out in this chapter using concurrent

TMS/fMRI  BOLD measurements  (see  chapter  5)  and  TMS-MEP experiments  (see

chapter 6).

Summary

In this chapter, we have set out our main computational framework to predict

neuronal responses in the brain of an individual as a response to a magnetic field pulse

generated by a given TMS coil. To accomplish this, we first developed a method to

Figure  6:  Conceptual  illustration of  the effect  of  each metric on the final  estimate  of  the
effectiveness of stimulation on a highly idealized folded cortical surface of a human cortex in
2D, for one gyrus in 3 situations. The curved grey lines denote the E-field E evoked by a TMS
stimulus, S is the area of a surface patch, and n is the surface normals. The panels depict the
geometrical relationship between a surface polygon normal n and the estimated E-field, given
for the center of the polygon. (a) metric CE: the activation per surface mesh element equals
the size of the E-field times the area of the surface it passes through, independent from the
current  direction.  (b)  metric  C3:  for  each  surface  element,  the  resulting  activation  is  the
product of the surface area and the size of the vector product of the E-field and surface normal
(size of both vectors times the cosine of the angle between them). This is maximal for a surface
patch along the sulcal wall and minimal for a surface patch on the gyral crown. (c) metric C2:
for teach surface element, the resulting activation is the product of the surface area and the
size of the cross  product of the E-field and surface normal (size of both vectors times the sine
of the angle between them). This is minimal for a surface patch along the sulcal wall and
maximal for a surface patch on the gyral crown. (d) metric C4 and (e) C5 : similar to C3 but
flavoring outward or inward injected E respectively.
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quantitatively derive the magnetic field generated by a set of coil windings constituting

a  given  TMS  coil,  using  piece-wise  Biot-Savart  modeling.  We  then  developed  a

method  to  represent  the  most  relevant  tissue  types  in  the  human  head  in  a  3D

volumetric description (the volume mesh) of the space covered by such tissues in an

individual MRI scan. After that, we adopted a finite element model that allows the

estimation of the current evoked in the head by the modeled TMS coil, taking into

account the individual morphology of each subject’s brain. Finally, we approximated

the macroscopic neuronal activation patterns in  the cortical  sheet  that  would result

from such  a  current,  using  different  considerations  derived  from literature  and  our

ideas, that reflect how neuronal tissue in the cortical sheet is organized. 

Taken together, this complete model allows one to model the B-field generated

by any TMS coil shape, estimate the induced current of such a coil in each head for

which a high-quality  MRI scan is available,  and approximate the induced neuronal

activation according to competing local models of the current-to-neuronal coupling.

This is a powerful generic approach allowing many different applications of dose and

location-controlled TMS.

However, important parts of this computational framework necessarily rely on

assumptions and simplifications. Therefore, in the next chapters of this thesis, we will

experimentally validate this framework on several levels: the magnetic field generated

by the  TMS coil  will  be  measured  with  a  special  setup  in  an  MRI  scanner  using

phantom  objects,  the  induced  activation  will  be  validated  indirectly  using  motor

evoked potentials in the hand muscles, and more directly using concurrent TMS-fMRI.

Importantly, these validations can reveal what assumptions and simplifications

were valid or where we need to reconsider our approach. This will be further elucidated

in the discussion of this thesis in chapter 8.
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Abstract

Despite  TMS wide  adoption,  its  spatial  and  temporal  patterns  of  neuronal

effects are not well understood. Although progress has been made in predicting induced

currents  in  the  brain  using  realistic  finite  element  models  (FEM),  there  is  little

consensus on how a magnetic field of a typical TMS coil should be modeled. Empirical

validation of such models are limited and subject to several limitations.

We evaluate and empirically validate models of a figure-of-eight TMS coil

that  are  commonly  used  in  published  modeling  studies,  of  increasing  complexity:

simple circular coil model; coil with in-plane spiral winding turns; and finally one with

stacked spiral winding turns. We will assess the electric fields induced by all 3 coil

models  in  the  motor  cortex  using  a  computer  FEM model.  Biot-Savart  models  of

discretized wires were used to approximate the 3 coil models of increasing complexity.

We use a tailored MR based phase mapping technique to get a full 3D validation of the

incident magnetic field induced in a cylindrical phantom by our TMS coil. FEM based

simulations  on  a  meshed  3D  brain  model  consisting  of  five  tissues  types  were

performed, using two orthogonal coil orientations.

Substantial differences in the induced currents are observed, both theoretically

and empirically, between highly idealized coils and coils with correctly modeled spiral

winding  turns.  Thickness  of  the  coil  winding  turns  affect  minimally  the  induced

electric field, and it does not influence the predicted activation. 

TMS  coil  models  used  in  FEM  simulations  should  include  in-plane  coil

geometry in order to make reliable predictions of the incident field. Modeling the in-

plane coil geometry is important to correctly simulate the induced electric field and to

correctly make reliable predictions of neuronal activation

Introduction

In neuroscience and medicine,  Transcranial  Magnetic Stimulation (TMS) is

increasingly used to investigate brain function as well as for diagnostic and therapeutic

purposes. During TMS administration a rapid, short-lasting magnetic field is generated

which induces a relatively focal electric field in the cortex. Such externally induced

electric field can cause depolarizations or hyperpolarization of the ion-channels in the

cell  membranes of  cortical  neurons,  leading to  alterations in  neuronal activation or

ultimately in neuronal plasticity. This is exploited in various ways both in research and

in clinical settings to modulate human behavior, to diagnose and to treat conditions

affecting the central nervous system [1].

 
However, the spatial and temporal pattern of the actual effect of a TMS pulse

on the brain tissue is not well understood, let alone the ensuing changes in activity

patterns of ensembles of neurons. The interaction of a rapidly changing magnetic field

with the brain tissue is complex and depends on the exact cortical morphology, realistic

tissue conductivity, and last but not least the exact geometry of the TMS coil and the

current running through it.

The  increasing  adoption  of  TMS  has  recently  inspired  several  groups  to

computationally evaluate the induced electric fields in the human brain [2,3]. A variety

of computational models of TMS induced currents in the brain exists, such as Finite

Element Modeling (FEM), Boundary Element Modeling (BEM) [4,5]  and Impedance

Methods (IM)  [6]. The aforementioned studies focus on how different brain tissues,

anisotropy and shape  influence  the  induced  electric  fields.  However,  there  is  little

consensus on the preferred method how to model the magnetic field of a typical TMS

coil, which serves as an input to the just mentioned numerical methods. Approaches

vary  significantly  from  simple  idealized  coil  models  [3,6] to  detailed  models  of

realistic stacked coil winding turns [2,5]

One quite common approach towards modeling a typical TMS coil is to adopt

simplified geometries in the form of idealized circular shapes (one per 'wing' in case of

figure-of-8  coil).  The  idealized  dipole  models  on  a  single  layer  disk  [7],  elliptic

integration on a perfect circular contour  [3] or piecewise Biot-Savart law integration

over each line segment of a single circular thin wire [8] are just a few examples of such

idealized  coils.  Others  have  experimented  with  more  elaborate  designs  where  the

detailed geometrical properties of the coils are better captured. The Biot-Savart law,

which  provides  the  magnetic  field  around a  straight  wire  piece,  can be applied  in
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principle to any shape of packed coil winding turns. It was applied on a thin wire with

elliptic  geometry  by  [9],  while  [5] [10] additionally  incorporated  wire  width,  wire

height  and  number  of  turns  to  model  even  more  geometrically  realistic  coils.  By

improving the idealized dipole model of [7], a more detailed and better shaped dipole

model was then proposed and adopted by Thielscher and colleagues [11,12] [2].

Although  results  from these  studies  show realistic  currents  patterns  in  the

crowns and lips of the cortical gyri, they often lack direct empirical validation of the

adopted coil models. This makes further predictions of ensuring neuronal activation

rather problematic, since the reported results directly depend on the accuracy of the

magnetic field predictions.

One exception is the work presented by Salinas et. al. [5]. They have not only

looked at  the discrepancy between simplistic  and detailed coil  geometries,  for  four

commercially  available  coils,  but  also  compared  results  against  empirical

measurements. Those measurements were conducted using field pickup coil probes and

an  oscilloscope,  measured  at  a  couple  of  control  points.  Their  results  show  that

differences between simplistic and detailed coil models diminish at distances of 3 cm

or more away from the coil, while the biggest discrepancy of 32% can be observed

close to the coil surface (< 2cm). They concluded that coil model details have a minor

impact  when  TMS is  applied  on  humans,  but  it  might  be  rather  significant  when

applied  on  small  animals.  They  also  highlight  the  need  to  further  determine  and

evaluate the complete electric field.

An alternative approach to modeling a TMS coil is suggested by [13][14]. The

proposed method of measuring, mapping and storing the magnetic vector potential in a

data base circumvents the need of modeling the coil all together. The need of inner

design knowledge for each coil type and manufacturer vanishes too. It can also be used

for validating purposes in place of the MR imaging methods adopted in our study. One

obvious advantage of our method is its non-invasive nature that would be beneficial in

case of future in-vivo experiments with human subjects.

A previously demonstrated,  MR measurements  [15] [16] can be utilized to

reconstruct the TMS magnetic field from the acquired phase maps [17]. Those studies

serve as proof of concept, but lack either a realistic stimulator or/and coil, which is a

major limitation when it comes to validation of TMS coil models (see section Material

and  Methods  →  Theoretical  Background).  We  have  developed  a  novel  setup  to

allowing successful application of both a real TMS stimulator and TMS coil inside a

clinical 3T MR scanner [18].

We consider three distinct models to represent a typical figure-of-8 TMS coil.

We start with the arguably the most often adopted in common literature model, the

single loop of thin wire with the outer most radius for each wing. Then we gradually

introduce  more  geometrical  detail  to  such  an  idealized  model  to  better  match  it’s

geometry to the shape of the physical coil. The second model consist of several spiral

winding turns and the third one has a few stacked layers of the same spiral windings.

We adopt BiotSavart integration to numerically predict the induced magnetic field of

each model and we compare it against MR field measurements. The focus of our study

is not to find the most accurate model for a given TMS coil but rather to assess the

validity of geometric approximation used in published TMS literature, most notably the

very simplistic in our opinion coil, where each wing is modeled using only a single

wire/winding turn.

To  estimate  the  relevance  of  detailed  TMS coil  modeling  for  actual  brain

stimulation , we extrapolate the predictions of the three coil models to the human brain.

In particular, we focus our attention on a small cortical patch in the motor cortex near

M1 (the 'hand knob' area) using FEM. We devise a simple metric to quantify potential

differences  in  prediction  of  cortical  excitation  for  each  of  the  coil  models.  These

simulations should allow one to relate our findings on appropriate TMS coil models to

actual  brain  stimulation  experiments,  as  one  will  have  a  simple  scalar  'activation'

measure per coil model to compare between coil models.

This  exploration  can  offer  guidance  for  realistic  TMS  induced  current

simulations in a human brain that are increasingly suggested to have the potential to

improve TMS treatment planning  [19,20]. Unraveling the influence of the TMS coil

model may help to bring TMS models into clinical practice.

Materials and Methods

In the  sections below we present  the  3 different coil  models  of  increasing

geometric complexity that we investigate, the most detailed being close to an actual

MR safe TMS figure-of-8 coil. Next, we will describe how the Biot-Savart method is

implemented  and  proceed  with  the  empirical  validation  of  the  predicted  fields  by

comparing the simulated against the measured TMS induced magnetic field. Finally we

describe simulations of the electric fields induced by the coil models on a realistic

human brain model. This will allow us to access the impact of each model in a more

realistic context where we look to quantify the potential of neuronal activation.
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We  investigated  three  different  figure-of-8  coil  models  of  increasing

complexity. Coil BSM-811 is the most trivial of all, a single layer with two circular

loops of a single wire with opposite currents running in each. Then coil BSM-819 is a

more elaborated coil, a single layer of nine spiral winding turns per coil wing. Finally,

the most complex coil BSM-879 constitutes of seven layers each having nine spiral

winding turns per coil wing. Here, BSM stands for Biot-Savart-Method and 8 refers to

the general geometric shape of what we refer to as a typical figure-of-8 TMS coil. See

Fig.3A for an overview of the three coil models.

We developed in-house a few additional modules to SCIRun 4.7 (A Scientific

Computing  Problem  Solving  Environment  (  Scientific  Computing  and  Imaging

Institute (SCI), Utah, USA)). The following modules were introduced to generate the

geometry  for  each  model:  Modules→TMS→ModelTMSCoilSimple  for  coil  model

BSM-811;  Modules→TMS→ModelTMSCoilSpiral  for  coil  models  BSM-819  and

BSM-879. The underlying algorithm for both modules is unified, implemented as half

circle generator of points (mesh nodes) in the range 0-π with angular step equal to the

range / #elements (number of segments Table 1) at offset R from the origin. The spiral

shape of BSM-819/879 was realized simply as half-circles with planar (x-axis) offset

of the origin and radius, Rn + dr/2 = Rn+1 and On + dr/2 = On+1 where dr = ( Router - Rinner /

# winding turns) and n is winding index. The amount of current in the wire is provided

explicitly and assigned on each element of the wire mesh (segment) as a scalar value

[+/-]. To compute numerically the induced magnetic fields in accordance to the Biot-

Savart  formulation  (see  eqs  2  and  3)  we introduced  one  final  module  to  SCIRun,

Modules→Math→SolveBiotSavartContour,  when provided  with  a  SCIRun mesh  of

type 'curve-mesh' it iterates over each segment and accumulate the contribution on each

to  the  final  field  in  discrete  steps  interpolated  along n  to  n+1 nodes  (see  Table  1

integration step). It treats negative sign for the current as a hint to reverse the direction

of integration on each segment, causing a flip in interpolation from n+1 to n. This last

addition  conveniently  helps  in  composing  wire  segments  independent  of  topology

(order of segments/nodes in the mesh) thus making the job of the generator-modules

more trivial.

The source code for the additional modules that we developed in-house for 

this study is available online at: 

https://github.com/pip010/scirun4plus/releases/tag/v4.7.2 

DOI:  10.5281/zenodo.160114

Table 1. Geometrical details of the three modeled coils.

Coil Type Segments 
Per 
Wing

Integration
Step

Radius
Innermost
Winding

Radius
Outtermost
Winding

Outer
Interwings
Distance

#Layers #Windin
g turns

BSM-811 92 0.025 mm 44 mm 44 mm 2 mm 1 1

BSM-819 763 0.012 mm 26 mm 44 mm 2 mm 1 9

BSM-879 5341 0.04 mm 26 mm 44 mm 2 mm 7 9

Overview of the three coil models, geometrical dimensions and additional
modeling details.

Theoretical background

The  E-field  produced  by  a  TMS  machine  has  a  primary  and  secondary

component[3].  The  primary  component  E⃗p arise  from  the  TMS  coil  magnetic

vector potential A⃗ , which solely dependent on the coil geometry, inductance and

pulse shape. The secondary component E⃗s  is related to the gradient of the scalar

potential of the volumetric conductive medium  Φ, which contains the portion of the

electric field actually linked to the resistive brain tissues. This latter electric field can

be  related  to  charge  accumulation  at  tissue  boundaries  caused  by  gradients  in  the

electric tissue conductivity. Under the quasi-static approximation the total electric field

E⃗t  induced by TMS is given in eq. 1.

E⃗t=E⃗p+ E⃗ s=−
∂ A⃗
∂ t
−∇Φ (1)

To numerically evaluate the magnetic vector potential we used the Biot-Savart

formulation,  which  gives  the  magnetic  field  distribution  around  a  current  flowing

through a wire segment dl at a distance r-r0 away, where r >> dl .

A ( r⃗ )=
Iμ0w

4 π ∫
∂ l

|⃗r−r⃗0|
(2)

Here w is a scalar weighting factor specific for each coil model (reported in

Table 2) and µ0 is magnetic permeability of free space at a distance r from the source.

The total vector potential field is used as input to our FEM simulation to derive the
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Coil Type Segments  
Per  
Wing 

Integration 
Step 

Radius 
Innermost 
Winding 

Radius 
Outtermost 
Winding 

Outer 
Interwings 
Distance 

#Layers 
 

#Winding 
turns 
 

BSM-811 92 0.025 mm 44 mm 44 mm 2 mm 1 1 

BSM-819 763 0.012 mm 26 mm 44 mm 2 mm 1 9 

BSM-879 5341 0.04 mm 26 mm 44 mm 2 mm 7 9 

 
 
Coil Type Phantom 

Experiment  
(1% MO) 

Human FEM 
Model  

(70% MO) 

Current Distribution 
Factor 

(w) 

BSM-811 25032 [mA] 288.75 E106 [A] * 7 

BSM-819 3576 [mA] 38.5 E106 [A] * 1 

BSM-879 511 [mA] 5.5 E106 [A] / 7 
 
 

Participant 
number Sex Age RMT 

[%MO] Comment 

COG of 
TMS area 

Max 
displacement 

from the COG 
(mm) 

TMS-
MRI of 

M1 X Y Z 

1 F 21 66  -43 23 45 4.4 Yes 
2 M 34 73  -25 18 62 3.3 No 
3 F 25 76 Excluded - - - - - 
4 M 18 58  -29 41 37 6.1 No 
5 F 19 83  -33 25 47 5.2 Yes 
6 F 24 83  -30 33 41 5.0 Yes 
7 M 23 80  -29 28 52 2.1 Yes 
8 F 20 78  -35 25 47 3.6 Yes 
9 F 19 83  -33 22 57 2.9 Yes 
10 F 20 82  -30 14 51 2.5 No 

 

# 
DLPFC VLPFC APFC MPFC PM OFC S1 sgACC SPL Temp 

1 Left          

2 Left Left Left  Left     Right 

3 - - - - - - - - - - 

4  Left   Left      

5 Left Left Left Left Left Bi  Left  Right 

6 Left Left     Left    

7 Left Left Left Left    Left   

8  Left     Left Left   

9 Left Left Left Left Left  Left Left   

10 Left        Left Bi 
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approximate  solution  for  E⃗s in  eq.  1  (see  section  'Human  Brain  Simulation”

subsection 'Finite Element Simulation').

The piecewise Biot-Savart method we adopt to compute the magnetic field of

our coil models is as follows:

B( r⃗ )=
Iμ0w

4 π ∫
∂ l× r⃗

|⃗r−r⃗0|
3 (3)

Equation 3 was used to compute the magnetic field for all three coil models.

Only the magnetic field was considered for validation purpose (see section 'empirical

validation of coil models'. 

The integral in eq. 2 and eq. 3 was approximated via step summation over

discrete line segments, what we refer to as integration step is the uniform length taken

along each segment. In order to eliminate any significant variation due to numerical

computational inaccuracy we performed a tuning procedure to determine the maximal

accepted integration step. The magnetic field is well known anywhere along the mid-

line  passing  through  the  center  of  perfectly  shaped  circular  wire  according  to  the

following analytical formula: 

B⃗=
Iμ0

2√(R2/Z2+R2)3
, where I is the delivered current, R is the radius of

the circular coil, Z is an offset along its central/middle axis. For a single
circular coil of radius 44mm composed of 64 segments we kept the error
within 1% at a distance of 1 cm from its center. The adopted integration step
for each of the three coil models is reported in Table 1.

The TMS stimulator we used in the validation experiments produces a short

0.4 ms bipolar pulse (5 KHz ,0.2 ms per cycle see Fig. 2 A. For 100% MO (machine

output) , the peak current and voltage amounts to 5500 A and 1650 V respectively, as

reported by manufacturer. 

Since  the  readings  of  our  experimental  setup  are  based  on  MR  phase

accumulation images and the result will depend on the reconstruction procedure it is

important  to  clarify  key  aspects  first.  The  recordings  are  MR phase  images  in  the

interval  +/-  π  per  pixel.  Those  raw images  were  then  post-processsed  through

unwrapping algorithm. The resulting phase patterns represent the net (time average

over the TMS pulse) MR phase contribution. In theory,  if  the bipolar TMS current

running in the coil would have the same amplitude and duration for both the current

polarities, the total MR phase contribution would be zero. In practice, however, since

the current running in the TMS coil is a damped bipolar pulse, the phase contribution

given by the first current polarity is not fully compensated by the phase contribution of

the second current polarity, thus leading to a measurable MR signal. In principle, the

same phase contribution can be given by a static DC current running in the TMS coil

for the same duration as the actual bipolar TMS current. We call this DC current as

equivalent TMS current.

To approximate the TMS pulse to its equivalent DC current, we calculated the

time averaged integral of the current shape normalized to 1% MO , see Fig. 1 B. For

each coil model, the obtained values of DC current used to compute both the incident

magnetic field and magnetic vector potential is reported in Table 2. We choose 1% MO

to avoid image artifacts (signal loss due to excessive intra-voxel dephasing) near the

coil during the MRI measurements [18].

Table 2. Coil current values used in simulation.

Coil
Type

Phantom
Experiment 

(1% MO)

Human FEM
Model 

(70% MO)

Current Distribution
Factor

(w)

BSM-

811

25032 [mA] 288.75 E106 [A] * 7

BSM-

819

3576 [mA] 38.5 E106 [A] * 1

BSM-

879

511 [mA] 5.5 E106 [A] / 7

Currents used for each coil model for both empirical phantom experiments
and the human FEM simulation

The  current  distribution  factor  is  a  compensation  factor  to  the  net  current

provided  for  each  model  to  account  for  any  discrepancy  due  to  pure  geometrical

differences between the three coil models. For example coil BSM-819 is considered

closest to the real geometry of the actual physical coil, nine winding turns of thin wire

for each wing,,where the current for coil BSM-811 is 7 times the one for BSM-819,

roughly equal to the ratio in the wire length between the two models. Finally, for coil

BSM-879 the current is split equally among each of the seven layers.
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BSM-879 the current is split equally among each of the seven layers.
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To compute the secondary electric field induced in brain tissues during a TMS

experiment, i.e. the field produced by the charge accumulation at tissue boundaries, the

input to drive the FEM simulations should be the maximum dI/dt. This ratio refers to

the first half frame of the current shape in Fig. 1 B. Considering a typical MO for TMS

experiments of 70%, the maximum dI/dt in our case will be 38.5x106 A/s. This value is

in line with reported in literature values for 100% MO [21,22].

Figure 1. Coil current approximation. 

On the left (Fig 1A) is shown the plot of the electric field of the coil, while on

the right (Fig 1B) it is shown the resulting current profile. The DC approximation in

red (shaded area)  Fig 1B. Both subplots  are  idealized and given for  50% machine

power.

Empirical validation of the coil models

In order to empirically validate the three coil models, we performed MR-based

measurements. First, we introduce the apparatus adopted for the experiment. Then, we

describe the MR acquisition protocol and data processing.

Apparatus

Experimental  measurements  were  conducted  inside  a  3T  MR  scanner

(Achieva, Philips Medical Systems, Best, The Netherlands). For TMS administration,

we used the Magstim Rapid 2 TMS stimulator (MagStim, Whitland, UK) connected to

an MR compatible TMS coil with ceramic casing. For all details of this setup see a

previous  report  from  our  group  [23].  Measurements  were  conducted  on  an  agar

phantom (diameter 12.5 cm, height 20 cm filled with a solution of Agar 20 gr/L and

NaCl 9.5 gr/L: conductivity 1.6 S/m at room temperature of 23° C and frequency 128

MHz). This phantom was placed into a custom built holder that allowed additional

positioning of the TMS coil and MR elliptical surface coils (flex-L and flex-M) for

signal reception.

To  make  the  TMS  coil  visible  in  the  acquired  images,  twelve  additional

markers filled with tap water were fixed on the posterior coil surface.

MRI acquisition and data analysis

For the purpose of TMS magnetic field mapping, a single echo Spin Echo

sequence was performed, using the body coil  in  transmit  and the MR-flex coils  in

receive mode. For this measurement the parameters were: repetition time TR = 1 s,

echo time TE = 20 ms, field of view FOV = 160x160x2 mm3, voxel resolution RES =

1x1x2 mm3.  The relative position  of  the  TMS coil  with  respect  to  the  phantom is

depicted in Fig. 2.

By subtracting two phase images acquired with and without applying TMS

pulses, it is possible to isolate the TMS contribution to the phase accumulation  [18].

Due  to  the  direct  relationship  between  phase  accumulation  and  the  incident  TMS

magnetic  field[15],  it  was  possible  to  retrieve  the  TMS  incident  magnetic  field.

However, these maps reflect only the z-component of the total magnetic field. This is

because, in an MR experiment, only the magnetic field component parallel to the main

static magnetic field B0 is measurable.
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signal reception.
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pulses, it is possible to isolate the TMS contribution to the phase accumulation  [18].
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To reconstruct in simulation the position of the TMS coil with respect to the

phantom, a reference T2 weighted turbo spin echo map of the phantom and the TMS

coil was acquired : TR= 11 s, TE = 80 ms, FOV = 240x240x210 mm3, and RES =

1.5x1.5x3 mm3. Then we used a commercially available stereotactic navigation system

“The Neural Navigator” (www.neuralnavigator.com, by Brain Science Tools BV, The

Netherlands) to co-register the coil position and orientation from MR world space to

simulation world space. The process involves capturing the position of several fluid

capsules affixed on the coil casing, using 3D digitizing hardware. Those positions were

then mapped to the location of the visible capsules in T2 MRI space via point cloud

algorithm [24]. We achieved 1 mm precision for position and up to 4 degree precision

for  orientation.  To  compensate  for  the  thickness  of  the  coil  case,  a  rigid  body

translation of 15 mm was applied as the last step. Further details on the coil position

reconstruction method and precision can be found in an earlier paper of our group

using the same method [23]. 

Figure 2. Experimental and virtual setup. 

On top (Fig 2A) photo of physical phantom; holder; MR flex coils. Fig 2Aa,

top right, the actual TMS figure-of-8 coil with capsules visible in red. On bottom (Fig

2B) is shown a visualization of the phantom T2, coil model BSM-811 as well as a

single slice of MR phase accumulation measurements.

Human Brain Simulation

This study directly validates several models of increasing geometrical detail

and complexity of the figure-of-8 TMS coil using MR techniques. However, to allow

readers  to  interpret  the  differences  between  coil  models  for  their  actual  brain

stimulation experiments, we need to evaluate the electric field evoked by each model

and how it interacts with brain regions of interest. In order to assess the consequences

of TMS coil model detail for use in planning actual brain stimulation, we used a finite

element model (FEM) of the human head. We estimated the electric field flux through

a small region in the motor cortex. Finally, we adopt a crude metric for evoked brain

stimulation, that takes into account individual cortical folding patterns.

This  simulation  is  relevant  for  real  TMS  applications,  as  so  called  motor

evoked  potentials  (MEPs),  an  electromyographic  recording  of  the  motor  cortex

response coming from the thumb muscle shortly after a TMS pulse,  are commonly

measured to asses motor cortical excitability in different forms and shapes. MEPs are

known  to  be  altered  in  several  diseases  affecting  the  central  nervous  system  and

investigated for potential diagnostic use. For an overview see [25]. 

This extrapolation of our findings to the human brain will allow researchers

and  computational  modelers  to  get  an  idea  how  TMS  coil  model  detail  affects

predictions in realistic situations, which in the future could allow for more accurate

dosimetry. Below, we evaluate the simulation of the induced activation for the thumb

area in the human motor cortex (M1).

Human Head Model

We used a 3D tetrahedral mesh of a real human head, that  was previously

reported in literature [26], to explore the expected effect of TMS. The mesh consists of

480,316 nodes and 2,785,034 elements.  Generally the more nodes a  model has the

higher the numerical accuracy is and the more elements a model has the better the

representation  of  the  underlying  structure  is.  The  brain  mesh  is  partitioned  in  5

compartments : Scalp, Skull, CSF (Cerebral Spinal Fluid), GM (Cortical Gray Matter),
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On top (Fig 2A) photo of physical phantom; holder; MR flex coils. Fig 2Aa,

top right, the actual TMS figure-of-8 coil with capsules visible in red. On bottom (Fig

2B) is shown a visualization of the phantom T2, coil model BSM-811 as well as a

single slice of MR phase accumulation measurements.

Human Brain Simulation

This study directly validates several models of increasing geometrical detail

and complexity of the figure-of-8 TMS coil using MR techniques. However, to allow

readers  to  interpret  the  differences  between  coil  models  for  their  actual  brain

stimulation experiments, we need to evaluate the electric field evoked by each model

and how it interacts with brain regions of interest. In order to assess the consequences

of TMS coil model detail for use in planning actual brain stimulation, we used a finite

element model (FEM) of the human head. We estimated the electric field flux through

a small region in the motor cortex. Finally, we adopt a crude metric for evoked brain

stimulation, that takes into account individual cortical folding patterns.

This  simulation  is  relevant  for  real  TMS  applications,  as  so  called  motor

evoked  potentials  (MEPs),  an  electromyographic  recording  of  the  motor  cortex

response coming from the thumb muscle shortly after a TMS pulse,  are commonly

measured to asses motor cortical excitability in different forms and shapes. MEPs are

known  to  be  altered  in  several  diseases  affecting  the  central  nervous  system  and

investigated for potential diagnostic use. For an overview see [25]. 

This extrapolation of our findings to the human brain will allow researchers

and  computational  modelers  to  get  an  idea  how  TMS  coil  model  detail  affects

predictions in realistic situations, which in the future could allow for more accurate

dosimetry. Below, we evaluate the simulation of the induced activation for the thumb

area in the human motor cortex (M1).

Human Head Model

We used a 3D tetrahedral mesh of a real human head, that  was previously

reported in literature [26], to explore the expected effect of TMS. The mesh consists of

480,316 nodes and 2,785,034 elements.  Generally the more nodes a  model has the

higher the numerical accuracy is and the more elements a model has the better the

representation  of  the  underlying  structure  is.  The  brain  mesh  is  partitioned  in  5

compartments : Scalp, Skull, CSF (Cerebral Spinal Fluid), GM (Cortical Gray Matter),

70 71



WM  (Cortical  White  Matter).  The  following  isotropic  conductivity  values  were

adopted for each tissue type: Scalp = 0.5 S/m; Skull = 0.02 S/m; CSF = 1.6 S/m; GM =

0.3 S/m and WM = 0.25 S/m, within average of reported values [21].

The CSF ↔ GM boundary surface is the most significant interface to consider

when trying to evaluate the cortical effects of TMS [27]. The head model we employ

has  a  relatively  high  quality  GM outer  surface  with  well  conforming anatomically

shape, see figure 3.

Figure 3. Volumetric tetrahedral mesh of the human head (FEM)
model. 

On the left (Fig 3A) a mid-coronal slice with well conforming to anatomy

boundaries for each tissue. On the right (Fig 3B) a closer view of 3A, the black sided

rectangle in Fig 3A, where individual pyramidal shapes for each tetrahedron are easy to

discern.

Finite element simulation

The  FEM  calculations  were  carried  out  using  version  4.7  of  SCIRun:  A

Scientific  Computing  Problem  Solving  Environment  (  Scientific  Computing  and

Imaging Institute (SCI), Utah, USA).

We  used  the  SCIRun  Math→SolveLinearSystem  module  with  Jacobi  pre-

conditioner and the gradient bi-conjugate algorithm selected as solver with terminating

residual target error RMS (Root Mean Square) set to 10-4.

Two boundary conditions and one global requirement were imposed: 

• The Neumann's boundary condition  J⃗⋅⃗n=0 so no current leaves
the head; 

• The induced current density is continuous and obey flow property

throughout the domain J⃗ 1⋅n⃗1= J⃗ 2⋅n⃗2

• In the quasi-static limit the divergence of the current density to be
zero ∇⋅⃗J=0

Here  J  denotes  the  current  density  through  a  boundary  element  surface  (triangle)

having a normal n.

The solution of  the FEM solver was the scalar  potentials  distribution.  The

gradient  of  the  scalar  potential  produces  the  secondary  in  accordance  with  Eq.  1.

Summed together with the time varying contribution of the magnetic vector potential it

produces the total electric field Et from Eq. 1.

Cortical Region of Interest (ROI)

To assess 'activation' in the brain resulting from TMS induced currents, we choose a

region of interest (ROI) around M1 in the so called 'hand knob', the area in the motor

cortex  controlling  the  thumb.  This  region  was  manually  drawn  using  MRICron

(http://www.nitrc.org/projects/mricron/).  The  binary  mask  containing  the  ROI  was

fitted from the 1mm isotropic voxel grid onto the polygonal mesh building gray matter

in our tetrahedral head model. Since we decided to focus only on the CSF ↔ GM

boundary interface the procedure results in a small polygonal patch consisting of ~500

triangle faces, spanning an area of ~4.5 cm2. See Fig.7 A for the ROI rendered on top of

the gray matter. The final value of the E-field for each polygon on the patch were

extracted via linear interpolation from the tetrahedral mesh.

We decided to explore two orthogonal orientations of the TMS coil with respect to the

central sulcus around M1, as it is known that MEPs are depending on the direction of

induced current (which roughly runs parallel to the coil handle) with respect to the

underlying central sulcus orientation [28]. An orientation parallel and orthogonal to the

central  sulcus  near  M1  were  chosen  to  maximize  the  effect  of  coil  orientation

(responses  are  expected  to  be  smallest  for  parallel  orientations,  see  [1] for  an

overview). Our motivation for picking two orientation is not to study the effect of coil-

orientation in general but rather to eliminate the coil orientation factor when drawing

conclusions to our results. 
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Two boundary conditions and one global requirement were imposed: 

• The Neumann's boundary condition  J⃗⋅⃗n=0 so no current leaves
the head; 
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the gray matter. The final value of the E-field for each polygon on the patch were

extracted via linear interpolation from the tetrahedral mesh.

We decided to explore two orthogonal orientations of the TMS coil with respect to the

central sulcus around M1, as it is known that MEPs are depending on the direction of

induced current (which roughly runs parallel to the coil handle) with respect to the

underlying central sulcus orientation [28]. An orientation parallel and orthogonal to the

central  sulcus  near  M1  were  chosen  to  maximize  the  effect  of  coil  orientation
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overview). Our motivation for picking two orientation is not to study the effect of coil-

orientation in general but rather to eliminate the coil orientation factor when drawing

conclusions to our results. 

72 73



The geometrical center of the surface of the modeled coils was positioned at
a distance of 2 cm away from the GM surface. Besides visual inspection no
additional aid was used for coil guidance and placement. 

Cortical Evaluation Metric 

We also take into account how the electric field induced by TMS interacts with neurons

in the cortical layers, in a simplified scheme, and compare a metric (see below) of the

resulting net electric field through the 'hand knob' between the two aforementioned

orthogonal coil orientations for the 3 coil models.

As it is generally assumed [1] that pyramidal cells with their axons oriented
orthogonally to the cortical layers are the main responders to TMS induced
currents. We assumed that currents orthogonal to the cortical layers have a
maximal  effect,  and  currents  parallel  to  it  a  minimal  effect  on  an
infinitesimally  small  surface  patch.  We  hence  devised  a  simple  but
physiologically plausible metric to evaluate the difference in potential for
neuronal activation for each of the proposed coil models. 

E⃗c=∑
i=0

M

Si|E⃗t i⋅n⃗i| (4)

The metric given in Eq. 4 accounts for the angle between the total electric field Et and

the normal n on each surface triangle of the patch (M number of triangles) weighted by

its area S. Equation 4 will effectively favor electric field vectors perpendicular to the

gray matter surface rather than parallel ones. Such an approach is motivated by the

anatomical structure of the cortical layers, where axons of pyramidal neurons, running

mostly perpendicular to the pial surface are assumed to pick up most of the induced

current induced in the cortex [1]. Similar metric was proposed previously by Fox and

colleagues  [29],  the  cortical  column  cosine  (C3)  model,  that  claims  to  be  able  to

estimate effective stimulating electric field for TMS [30][31]. However, in addition we

normalize the electric field by the are for each triangle to capture the electric field flux

through the patch.

Importantly, we want to clarify that the purpose of using our formulation of the C3

metric as given in (4) is not to construct the best model for local electric activation of

neuronal tissue by induced E-fields in all possible detail, or to validate such a model.

The  rather  crude  C3 metric  does  not  reflect  details  regarding  electro-physiological

processes  on  the  cell  membrane,  pre-  and  post-synaptic  hyper-  and  depolarization,

inter-  and  intro  cortical  layer  connections  etc.  Work  adequately  modeling  the

interaction of B⃗  and E⃗  fields at this microscopic level is published elsewhere

Rahman et al  [32], for an overview, see De Berker et al  [33].  Still,  there is ample

evidence that metrics like C3 approximate macroscopic TMS evoked activation quite

well at the neuronal level [29–31] as well as at the EMG and behavioral level Kammer

et al [34]. 

Results

MRI field measurements

Figure 4. The three coil models and the empirical results. 

From top to bottom BSM-811, BSM-819 and BSM-879 : Fig. 4A the 3D models of the

three  coils  under  investigation.  Fig.  4B  shows  the  Bz  results,  coming  from  MR

measurements (all slices are the same). Fig. 4C shows the Bz results, coming from

computer simulations. Finally, Fig. 4D gives the AD (absolute difference) metric for

each coil model, between MR measurements (Fig. 4B) and numeric calculations (Fig.
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4C). The slice views (Fig. 4 B, C and D) correspond to the 1mm thick slice depicted in

Fig. 2B .

From  Fig.  4  B  one  can  observe  the  raw  Bz  measurements  from  the  scanner  and

compare it to each of the 3 coil models. Note that Bz refers to the z component of the

full magnetic vector field  B.  In the same image we provide the absolute difference

AD=|Bz

MRI−Bz

FEM| of  the  same  Bz  field,  between  all  coil  models  and  the

reference MRI measurement. For a distance of more than 8 cm away from the coil, the

noise level becomes dominant. This is due to the low 1% machine power we employ

for the empirical experiments.

Even at such low machine power and 1 mm in-plane scan resolution some signal is lost
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Figure 5. Plot of Bz field at distance 4cm away from the coil. 

On top Fig. 5A absolute value of the measured magnetic field in the MRI
and the predicted values for all three coil models. On bottom Fig. 5B The
value of BSM-811 used as a baseline; MRI measures, BSM-819 and BSM-
879 prediction relative to the baseline.

Cortical stimulation

On  the  left  an  overview  image  of  the  coil,  the  cortical  gray  matter  sheet,  semi-

transparent skin rendering. On the right a close-up view (zoom-in) of  the area just

under the coil (M1 moto-cortex gyrus). Fig 6A coil model BSM-811 orthogonal to the

M1 gyrus. Fig 6B coil model BSM-819 orthogonal to the M1 gyrus. Fig 6C coil model

BSM-811 parallel to the M1 gyrus. Fig 6D coil model BSM-819 parallel to the M1

gyrus.

In Fig. 6 the cortical surface and induced E-field is shown for the simple coil BSM-811

and coil  with  realistic  spiral  winding  turns  BSM-819,  for  the  direction  of  induced

current parallel and orthogonal to the central sulcus.

The three models produce visually similar shape and magnitude of the total

electric field Et (eq 1). Only the single circular loop coil has a clear overestimation of

the  peak  area  under  the  coil,  while  the  results  from the  detailed  (spiral  geometry)

models  are  indistinguishable from each other.  Those observation are  in  accordance
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with the results from the empirical experiment conducted on the phantom at distance of

~3cm and evaluated on the Bz field. The discrepancy between the predicted Et field of

(BSM-811) and (BSM-819) in the 'hot-spot' area under the coil is further amplified (15-

20 % Relative Difference) at a distance of ~2cm from the coil, see Et on the cortical

GM surface Fig. 6 and Et on the small ROI patch (M1 hand knob area) Fig. 7. 

More  interestingly,  however,  once  we  carry  Et  to  our  custom  cortical

evaluation metric Ec (eq. 4) we can see a relative difference of around 15% between

the simple and more complex coil geometries in Fig. 7. The relative difference between

BSM-811  and  BSM-819  are  12.8%  and  15.4%  for  the  orthogonal  and  parallel

orientation respectively. The results for BSM-879 are almost identical to the ones for

BSM-819. The observed 15% relative difference between the simplified and the more

complex geometries is consistent among both orientations. The relative difference of

the reported metric  for  the two different orientations is  around 33%, results  are  in

accordance with other studies [19,35].

Figure 6. Total electric field results from FEM. Figure 6. Total electric field results from FEM. 
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Figure 7. Results for the electric field(s) inside our ROI.

On top (Fig 7A) shows the total electric field (Et) and custom electric field

(Ec) metrics on our ROI patch for the simple coil BSM-811 and the spiral coil BSM-

819 for the two primary orientations (parallel and orthogonal to M1 gyrus surface). 

Fig 7A top row (abcd) is showing the total electric field E⃗t  and bottom row (efgh)

is our custom electric field metric E⃗c . On (Fig 7A) left half (abef) is for coil BSM-

811 while the right half (cdgh) is for coil BSM-819. The two orientations are shown

interleaved for  each column of Fig 7A: (ae)  is  orthogonal;  (bf)  is  parallel;  (cg) is

orthogonal;  (dh)  is  parallel.  On  bottom  left  (Fig  7B)  Gray  Matter  Cortex  surface

rendering with ROI patch colored in red. On bottom right (Fig 7C) bar-plot of our

custom electric field metric E⃗c  for all three coils and the two orientations.

Discussion

In this study, we compared simulations to MR measurements of the magnetic

field produced by a realistic figure-of-8 TMS coil using a real TMS stimulator and

pulse shape. Three different coil models with increasing geometric complexity were

considered. The 3 coil models were a simple circular pair of coils consisting of one

winding, a spiraling wire per coil 'wing' with realistic dimensions and a coil model

consisting of spiraling stacked wires to emulate the thickness of the wire packs. We

observed that in the reagion where neurostimulation usually takes place (about 2.5 cm

below the coil center), both spiraling wire coil models best predicted the actual field

(RE < 5%). Instead the single circular wire coil deviated from MR measurements up to

10% RE. The difference in prediction quality between the thin and the stacked spiraling

coil models was negligible.

One of the main challenges we faced was due to intrinsic limitations of the

hardware we used to conduct the empirical work we presented so far. In particular, our

ambition to position the coil as close as possible to the phantom while maintaining

realistic machine power output were in conflict. The strong magnetic field produced

just under the coil focal point causes signal dephasing that results in image loss. The

effect is voxel-size dependent. Therefore, an increase of the imaging resolution can

reduce the extend of the region where signal loss is observed, however at the cost of

significantly longer scan time [18].

Furthermore,  by  using  computational  modeling  we  estimated  what  the  net

induced E-field of these 3 coil models would be on a patch of motor cortex of a typical

brain, corresponding to the 'thumb area',  using two orthogonal coil orientations and

FEM simulations of a detailed volumetric description of brain tissues. The metric to

compute 'neurostimulation' was chosen such that it reflects properties of neurons in the

cortical gray matter sheet: the E-field angle with respect to the cortical surface was

taken into account such that perpendicular fields lead to maximal stimulation. It was

observed that both spiraling coil models had yielded a value of this net field measure

that  was  nearly  identical,  whereas  the  idealized  circular  coil  model  deviated

significantly. Also, realistic effects of TMS coil angle with respect to central sulcus

could be reproduced.

We acknowledge the fact that our approach towards modeling a realistic TMS

coil,  which  is  characterized  by  having  more  complex  geometry,  can  be  further

improved  by  incorporating  more  elaborated  current  distribution  schemes  [7] [12].

Instead, we decided to split equally the current between each winding of the spiral coil
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Discussion
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consisting of spiraling stacked wires to emulate the thickness of the wire packs. We
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Furthermore,  by  using  computational  modeling  we  estimated  what  the  net

induced E-field of these 3 coil models would be on a patch of motor cortex of a typical

brain, corresponding to the 'thumb area',  using two orthogonal coil orientations and

FEM simulations of a detailed volumetric description of brain tissues. The metric to

compute 'neurostimulation' was chosen such that it reflects properties of neurons in the

cortical gray matter sheet: the E-field angle with respect to the cortical surface was

taken into account such that perpendicular fields lead to maximal stimulation. It was

observed that both spiraling coil models had yielded a value of this net field measure

that  was  nearly  identical,  whereas  the  idealized  circular  coil  model  deviated

significantly. Also, realistic effects of TMS coil angle with respect to central sulcus

could be reproduced.

We acknowledge the fact that our approach towards modeling a realistic TMS

coil,  which  is  characterized  by  having  more  complex  geometry,  can  be  further

improved  by  incorporating  more  elaborated  current  distribution  schemes  [7] [12].

Instead, we decided to split equally the current between each winding of the spiral coil
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as well as each layer of the stacked spiral coil. While this had no influence on the

results from our empirical magnetic field measurements it might had underestimated

the focality of these two coils in the reported results from the numerical electric field

calculations. 

Our results help to predict and optimize TMS effects quantitatively, before an

actual stimulus is delivered. Given the increasingly important place of TMS in clinical

practice  [36], such models are needed to accurately deliver TMS induced currents in

the desired brain region at the desired dose. Currently, few guidance exists in how

detailed the computational model of the TMS coil itself needs to be. Our results clearly

demonstrate  that  a significantly different outcome is achieved when increasing coil

detail is taken into account.

The  results  presented  here  are  among  the  very  few  reports  of  empirical

validation of a realistic figure-of-8 coil used for TMS of the human brain. Although the

particular  coil  we investigated  is  specifically  designed  to  withstand  large  magnetic

fields  and  comply  with  MR  safety  protocols,  the  only  substantial  difference  we

observed  from other figure-of-8 coils  reported in  literature were the ceramic filled

casing and the slightly more densely packed wires. Neither of these preclude cross-

comparison of other coils to our empirical field measurements.

Similarly to the work by Salinas and colleagues [5], our analysis of the results

from the magnetic field measurement demonstrated that the coil geometrical details

play  minor  role  at  distances  further  than  3  cm away  from  it.  Unlike  Salinas  and

colleagues, we observed that the surface area of the coil is the dominant geometrical

feature  contributing  to  the  discrepancy  between  simplified  (idealistic)  and  detailed

(realistic) models. Salinas and colleagues, however, suggested that wire height (coil

depth) rather than wire width (winding turns) is the key differentiating factor. This can

be explained by differences in methodology, e.g. our 1x1 mm planar field measurement

versus the sampled regularly 5mm hotspot pickup-coil measurements, or the fact they

evaluate the E-field while we measure B-field only. It has been suggested [5] that the

full electric field, together with secondary effects  [10],  needs to be considered first

before drawing any conclusions in the context of human TMS. We did so using FEM

simulation on a realistic human head model with a coil at a distance of 2cm away from

the GM cortex. The discrepancy between the simple circular coil versus the detailed

spiral coil were exaggerated further by numerical derivation of the complete E-field.

In most previous related TMS studies, when adopting the simplistic circular

loop approach towards modeling a figure-of-8 shaped coil, researchers have opted for a

variant of Eqs 2 and 3 where the current through the coil is weighted N times, where N

is  the  number  of  winding  turns.  Such  an  approach  additionally  contributes  to  the

perceived difference between simplistic  and detailed models.  In  our particular  case

using 9 (for the number of winding turns) instead of 7 (the ratio in wire length) would

have resulted in additional ~23% relative error in approximating the amount of current

running through single circular loop coils.

Peres  and  colleagues  [16] also  attempted  to  map  the  magnetic  field  of  a

realistic  TMS  coil  inside  an  MRI  bore,  as  reported  in  a  conference  proceeding.

Although  that  abstract  shows  that  in  principle  it  is  possible  to  map  the  induced

magnetic field with an MR scanner, they did not compare their measurements with a

model  to  assess  the  validity  of  both  measurements  and  model.  Furthermore,  an

important  limitation  of  their  work  is  that  they  were  not  able,  due  to  technical

limitations  of  their  setup,  to  stimulate  with  the  actual  TMS  stimulator,  but  used

batteries with direct current (DC) instead. It is therefore hard to evaluate how valid

their observations are for estimating the induced field by real TMS coils attached to a

real TMS stimulator. With our approach  [18],it is possible to stimulate the TMS coil

inside a 3T MRI scanner using a real TMS stimulator and a realistic pulse shape, albeit

only at low intensities. Although MR phase mapping of a TMS coil is not entirely new,

using  a  real  stimulator  instead  of  a  battery  or  other  artificial  source,  also  tests

assumptions about the temporal characteristics: the assumption that the net DC current

under our model biphasic pulse shape is equivalent to induced phase difference is also

validated  at  the  same time.  In  theory  discrepancies  could  have  arisen  here  due  to

dynamic pulse shape fluctuations might lead to deviating phases, but obviously this did

not play a big role.

Our results  from the empirical  coil  validation indicated that  at  least  a  coil

geometry  using  spiral  winding  turns  should  be used  to  accurately  approximate  the

induced B-field of a typical TMS coil. However, TMS users generally aim to influence

a specific brain area, mostly limited to a structural feature pf the cortical surface such

as a gyrus or sulcus. For this reason we investigated the effect of TMS on neuronal

activation in the motor cortex as EMG measurements from the associated muscles can

be used to estimate the amount of activation that is fed into the cortico-spinal tract after

a TMS pulse [37]. This way, a TMS user can more easily evaluate the consequences of

coil models for predictions in a specific area of the brain that  is well investigated,

rather than a larger area below the coil. From FEM simulations we observed that the

more  detailed  coils  (the  two  models  taking  into  account  spiraling  wires)  yielded

equivalent  'activation',  whereas  the  idealized  coil  deviated  significantly  with  15%

relative difference. The metric used to approximate 'activation' is based on a simplified

scheme of how the total electric fields interact with pyramid cells in the cortical layers,
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where  the  axons  perpendicular  to  the  cortical  surface  are  activated  maximally  for

aligned electric fields. For an in-depth review motivating such a scheme, see  [1] and

[29]. We assessed the validity of this metric by comparing two coil orientations: one

with a current induced perpendicularly and another one parallel in respect to the pre-

central  sulcus.  We  could  generate  strong  'activations'  for  perpendicular  coil

orientations, and weaker activation for parallel orientations, similar to the findings of

neurophysiological experiments [28] and FEM based neurocomputational studies [35].

This finding provide extra confidence in the metric we employed to evaluate neuronal

activation, whereas we are aware of the limitations of such a simplified scheme that

does not take into account the full complexity of the layers of connected neurons in the

cortex. 

Conclusions

When  modeling  a  typical  figure-of-8  TMS  coil  the  use  of  an  idealized

outermost circular contour for each wing was found to be inadequate to accurately

compute the total electric field, at a distance from the TMS coil relevant for stimulation

of cortical neurons. Instead incorporating realistic wire winding turns resulted in better

match to measurements. Both the predicted spatial distribution and magnitude of the

field were most accurate in the case where we accounted for the surface area occupied

by the spiraling coil wires. To a much lesser extent the wire height and coil thickness

were contributing to the magnetic  field induced by the coil.  The FEM based brain

simulations yielded similar results.

Thus, in order to make accurate predictions for the currents induced by TMS

in the human brain we not only need to use realistic head properties, but also realistic

models  of  the  TMS  coil.  These  models  should  at  least  account  for  the  in-plane

geometry of the coil, such as the spiraling wires of typical figure-of-8 TMS coils. Such

approaches  canimprove  real-time  neuronavigation,  taking  both  individual  tissue

properties and specific TMS coil models into account. This would allow the operator

not only to plan injected current with more spatial detail and in individualized patient

models,  but  also  gain  a  certain  amount  of  control  over  the  injected  current  dose.

Current practices are crude and thus unreliable, such as the determination of the 'motor

threshold' method [38]. Once achieved, TMS treatment efficacy will improve and the

confidence in neurocognitive findings inferred from TMS studies will increase, helping

TMS protocols to become more reliable and with less variability between individuals.
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Abstract

The  adoption  of  transcranial  magnetic  stimulation  (TMS)  has  steadily

increased in research as a tool capable of stimulating, safely and non-invasively, the

central and peripheral nervous systems. Initial clinical applications were limited to the

diagnostic  use  of  TMS  and  readout  signals  such  as  electromyograms  (EMG).

Subsequently, repetitive TMS (rTMS) was appreciated for its therapeutic benefits as

well. However, even after a decade of use of rTMS as an alternative treatment of major

depressive disorder in psychiatry, the mechanism of action is still not well understood.

Computer models predicting the induced electric field distribution in the brain have

been suggested  before  in  the hope to  resolve at  least  some of the uncertainty and

resulting variable treatment response associated with the clinical use of TMS. 

We constructed a finite element model (FEM) of the head using individual

volumetric tissue meshes obtained from an MRI scan and a detailed model of a TMS

coil that together can predict the current induced in the head of a patient at any given

location  with  any  given  coil  position  and  orientation.  We further  designed  several

potential  metrics of how a TMS-induced current induced neuronal activation in the

motor cortex and added this to the model. We validated this model with motor-evoked

potentials (MEPs), EMG responses of the hand muscles after TMS on the motor cortex,

in an experiment on 9 healthy subjects. We adopted a tailored MEP mapping protocol

for model validation, which, unlike traditional grid mappings, varies the TMS machine

output intensity between stimulation locations. We further varied coil orientation on

each point  stimulated to allow exploration of the angular dependency of the model

MEPs. Taken together, this approach covers a wide domain and scope of the modeled

and measured responses, which are optimally suited for model validation.  For each

subject, the motor hotspot was manually determined using individual cortical anatomy

and BOLD fMRI measurements. 

Modeled activation in the motor cortex did not show a good correlation to the

observed magnitude of the observed MEPs, for none of the neuronal activation metrics

adopted.  For  an  asymmetric  activation  metric,  taking  into  account  induced  current

direction with respect to the motor cortex sulcal wall, was marginally better than other

metrics. Generally all activation metrics based on induced currents performed better

than a control metric agnostic of induced electric field magnitude. Our results suggest

that  one  should  take  into  account  components  of  the  injected  currents  and  their

relationship to the morphology of the underlying motor cortex, but the coarse metrics

we used to model the relationship between induced current and neuronal activation

probably did not do justice to  the complex neuronal circuitry of  the cortical sheet.

Furthermore,  it  seemed  MEP magnitudes  in  our  experiment  are  too  variable  over

subsequent stimulations, which could be mitigated by more repetitions per stimulation

location and orientation.

Further  efforts  to  construct  validated  models  predicting  TMS  effects  in

individual patient’s brains should incorporate microcircuits interactions in the cortical

sheet, in addition to induced electrical field models, and take into account the inherent

trial-to-trial variability of MEPs.
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Introduction
TMS is a non-invasive brain stimulation (NIBS) and modulation technique.

Based on the physical principle of electromagnetic induction, it  generates magnetic

fields, that freely penetrate the skull and can inject relatively focal cortical currents

with the  appropriate  coil  design.  TMS is  increasingly used to  treat  diseases  of  the

central  nervous  system,  obtain  diagnosis  after  brain  trauma,  and  investigate  the

organization of the brain [1].

 However, how exactly these currents flow and are shaped by non-isotropically

conducting brain morphology, and subsequently interact  with or  modulate  neuronal

activation, is still an open question. Computer based models predicting TMS-induced

currents and subsequent elicited activation have been an active topic of research for

more than two decades from which significant progress in understanding TMS effects

has been made. 

Due to recent advances in computational science, it is now viable, affordable,

and possible to model the interaction of electric and magnetic fields with human brain

tissue in impressive detail. Initial models of the human cortex were limited to highly

idealized geometrical shapes representing the different conductive tissues in the head,

and the application of finite element modeling of the incident and induced fields to

such  compartments.  For  example,  spherical  models  with  superficially  derived  sub-

layers  for  each  major  tissue  with  realistic  radius  values  to  account  for  each  tissue

thickness have been attempted in the past [2,3]. Later, more sophisticated models were

developed where the highly inhomogeneous and anisotropic properties typical for the

human brain are captured in sufficient detail, thanks in part to advanced MR imaging.

Such models often consist of several separate compartments, segmented automatically

or semi-automatically, from T1-weighted anatomical scans generating maps of major

brain  tissues  such  as  gray  matter  (GM),  white  matter  (WM),  cerebral  spinal  fluid

(CSF),  skull,  and  skin.  To  approximate  the  conductive  properties  of  the  highly

anisotropic white matter, several groups have successfully utilized diffusion-weighted

imaging to introduce anisotropic conductivity per mesh element making such models

even more realistic [4].

However,  despite  such  progress  and  the  further  sophistication  of

computational modeling of inductively induced currents, only a very small number of

such  models  have  been  empirically  validated.  At  present,  it  is  unclear  what

assumptions and simplifications that are unavoidable for any computational model of

conductive properties of live tissue, are valid, and which are not. Hence it is not clear

to what extent predicted neuronal currents can be relied upon for clinical use. For the

incident field or the portion of the electric field induced by the mere geometry of the

coil, a few successful validations have been published that confirmed such models at

least partially, including our group. By using elaborate MRI-compatible TMS setups,

phase  accumulation  models  based on modeled incident  TMS evoked currents  were

validated quite successfully with deviations of only 1–5% in phase accumulation maps

(proportional to incident current magnitude), thus validating this portion of the model

for  total  E-field  induced  in  the  head  successfully  [5].  The  situation  is  much  less

fortunate for the largest part of such individual TMS-induced activation models. The

second part of the total E-field, governed by the inhomogeneity of tissues in the head

causing current accumulation and requiring FEM to model,  seldom gets  empiricaly

validated. A notable exception has been the work of Bungert et a  [6–8] where EMG

and fMRI were used to validate the responses in the muscle or directly in the brain,

respectively. Although some correspondence with measured responses was established,

a  large  portion  of  unexplained  variance  remained.  Only  a  small  portion  of  TMS

modeling studies have looked into validating their results empirically.

Whereas Bungert et al used varying coil orientations to obtain modeled and

measured responses in a varying domain, in their protocols the coil was rotated in small

steps  while  being  fixated on one  location,  and only  shifted  laterally.  Thus  missing

possible more anterior or posterior coil positions that limits the scope and variability of

the  modeled  versus  measured  responses.  Alternatively,  although  not  used  in  FEM

validations to our knowledge, more classic grid mapping studies using a large number

of stimulation locations a rectangular grid in combination with one or a few discreet

coil orientations have been published to explore response maps of the motor cortex [9–

11]. These studies have provided insights into the spatial distribution of TMS-evoked

MEPs  but  were  not  used  for  current  model  validation.  A  disadvantage  of  such

experimental  designs  could  be  overly  long  sessions  due  to  the  number  of  TMS

discharges required, which would result in MEP amplitude habituation (a.k.a. repetition

suppression) [12], making it less suitable for current model validation. 

In this study, we developed multi tissues 3D finite element model (FEM) of

TMS-evoked currents in the brain, based on a detailed coil model and derived from

subject-specific  anatomical  MR images.  To  predict  the  MEP amplitudes  at  several

stimulation  locations,  we propose  several  hypotheses  (activation  ‘metrics’)  on how

such currents can evoke neuronal activation in the cortical sheet. These metrics include

a simple amplitude of the induced current integrated over a certain volume of tissue

and several more sophisticated metrics with angular dependencies of local activation

on  induced  current  direction  (see  paragraphs  below  and  the  methods  section  for

details).  The metrics  are  motivated by the architecture of  the  microcircuitry  in  the

cortical  sheet.  We  also  tested  two  ideas  on  where  in  the  pre-central  gyrus  MEPs

measured at the thumb are primarily evoked: only the posterior wall or the entire gyrus

including  the  premotor  cortex.  To  validate  our  modeling  approach,  we  conducted

experiments with mono-phasic TMS in single pulse mode on the motor cortex (hand

area) in combination with EMG on the thumb and index finger abductor muscle (first

dorsal interosseous) of each subject.

94



least partially, including our group. By using elaborate MRI-compatible TMS setups,
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and several more sophisticated metrics with angular dependencies of local activation

on  induced  current  direction  (see  paragraphs  below  and  the  methods  section  for

details).  The metrics  are  motivated by the architecture of  the  microcircuitry  in  the

cortical  sheet.  We  also  tested  two  ideas  on  where  in  the  pre-central  gyrus  MEPs

measured at the thumb are primarily evoked: only the posterior wall or the entire gyrus

including  the  premotor  cortex.  To  validate  our  modeling  approach,  we  conducted

experiments with mono-phasic TMS in single pulse mode on the motor cortex (hand

area) in combination with EMG on the thumb and index finger abductor muscle (first

dorsal interosseous) of each subject.
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Importantly, we propose a novel more optimal, and comprehensive approach

to probe and map the MEP response from the motor cortex for TMS current modeling

validation. In this study we adopted stimulation locations evoking MEPs in a cross-

shaped  layout,  covering  Central,  Posterior,  Anterior,  Medial  and  Lateral  locations

relative to the hand knob as defined by individual functional fMRI maps of  finger

movements [13], while probing coil orientation in the four major orthogonal directions.

We chose the orientations such that  we could investigate possible current direction

dependent  as  well  as  position  effects,  covering  an  optimal  domain  of  spatial

parameters. 

Many FEM TMS modeling studies produced predicted currents in the shape of

3D maps  [14,15], which is not the same as neuronal activation. As discussed above,

when validating such models with empirical measures such as TMS-evoked fMRI or

MEPs, one needs a metric that reflects neuronal activation as a result of local current

estimates, to bridge the gap between the neuronal or muscle responses to TMS and the

evoked currents in the brain. Commonly, the maximum electrical field magnitude at

each location in a stimulated area is reported in the literature as a proxy for ‘neuronal

activation’ [16]. Others have adopted an activation metric proportional to the direction

of the electric field relative to the folding cortical surface. Most notably the C3 metric

proposed  by  Fox  et  al  [17],  based  on  a  cortical  column model,  where  orthogonal

orientation to the outer GM surface fields is suggested as most effective and as such

most  pronounced  to  the  physiological  effect  of  stimulation.  The  same  model  was

demonstrated numerically (FEM) and supported with functional (H2
15O) PET imaging,

as  evidence  for  this  hypothesis  [18].  Recently,  however,  such  a  simplistic

generalization of neuronal responses to local current patterns was challenged by the

observation that the site of activation is not where we would expect it. Based on FEM

models  combined  with  the  aforementioned  C3  metric  [6],  albeit  through  indirect

evidence of comparing results from a model to previously reported functional imaging

studies, Bungert et al [6] has confronted the notion that any prime component of the E-

field relative to the outer cortical layer can be a good estimator alone. Rather they

proposed  the  relative  standard  deviation  (SD)  of  the  product  across  several  coil

orientations at a fixed site as a biophysical estimate for the potential MEP response.

We, therefore, did not just focus on this single and challenged metric (C3) but

included several potential metrics mimicking the link between local modeled current

patterns and compared the results of our FEM EM simulations against all proposed

metrics. The metrics we developed take into account the electric field amplitude in

combination with its tangential and radial components relative to the targeted cortical

surface.  Finally,  we adopted  an additional  very  simplistic  metric  not depending  on

induced current in any way, but only on a distance from the electric field maximum to a

stimulation point-target, which can serve as a H0-hypothesis. Including such a zero-

hypothesis metric allowed us to test the validity of some naive approaches that are

completely independent of the induced E-fields, rather they rely on simple distance

from coil to target adjustments to estimate the recommended dosimetry [19]. Previous

work by  [20], has already challenged such approaches,  still,  we tried to adequately

account for such field-independent predictors in our comparison.

Finally, validation of TMS-evoked current models with MEPs is an indirect

approach,  even  when  we  manage  to  establish  a  good  metric  for  the  relationship

between induced current models  and local  neuronal activation.  Also, evoked MEPs

further rely on assumptions of how the neuronal activation pattern travels from the

stimulated motor cortex through the cortico-spinal tract and ultimately innervates the

muscles, measured by EMG. We evaluate the numerically produced modeled E-fields

on two regions  of  interest  (ROIs)  around the  hand knob in  the  motor  cortex,  one

representing the anterior wall of the central suclus, and the other covering the entire

precentral gyrus around the hand knob, also including the pre-motor cortex, similar to

Bungert et al [6]. With this, we also tested assumptions about what parts of the tissue in

the motor cortex, in which currents are evoked, contribute to the magnitude of the

signal arriving at the muscle through the cortico-spinal tract.

Materials and Methods

Participants

For this and another study, a total of 11 subjects were recruited. Data from 9

subjects  (4  males  and  5  females)  were  processed  and  analyzed.  The  experimental

procedure was approved by the medical ethical committee of the University Medical

Center Utrecht (UMCU), Utrecht, The Netherlands (protocol 16-469/D). 

All  participants  were included only under written consent and without any

counter-indications to TMS reported (personal and/or family history of epilepsy; not

currently  on any medication).  Also,  all  participants  were  right-handed.  Two of  the

participants dropped out of the study after failing to follow some of the sessions.

# Subject Age Sex RMT

1 SU01 21 F 41

2 SU02 34 M 40

SU03 25 F 39

3 SU04 18 M 34

4 SU05 19 F 40

5 SU06 24 F 38

6 SU07 23 M 40

7 SU08 20 F 41

8 SU09 19 F 42

SU10 20 F 41

9 SU11 46 M 43

Table 1: Participants and Meshing Parameters
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Experimental Setup

MR Image Acquisition

All MR acquisitions were performed with a 3T MR scanner Achieva (Phillips,

The  Netherlands).  Anatomical  T1  weighted  scan  was  acquired  with  a  TR/TE  of

10.015/4.61ms, a flip angle of 8°, voxel size of 0.75x0.75x0.8mm, scan duration of

677s, 225 slices with a slice gap of 0 mm. For fMRI time series  measurements,  a

single-shot EPI sequence was acquired with 250 dynamics, a TR/TE of 2,000/23ms, a

flip angle of 70, a voxel size of 4x4x4 mm, 30 slices with a slice thickness of 3.6mm

and a slice gap of 0.4mm.

Electromyography (EMG)

A Neuro-MEP-4 (Neurosoft, Russia ) EMG device with 4 channels was used,

20 kHz sampling rate with an amplification gain factor of 1000 (up to 60mV). The

software  with  the  device  supplies  impedance  monitoring,  which  we  used  to  keep

impedance low (<10kΩ) in the green zone (green/yellow <25kΩ; yellow/red <40kΩ).

We used surface Ag/AgCl electrodes (FIAB, Italy)  (REF: F3001ECG), which were

placed  over  the  right  hand  first  dorsal  interosseous  (FDI),  abductor  digiti  minimi

(ADM) and extensor carpi radialis (ECR) muscle in a belly-tendon montage and the

ground/reference electrode was attached to the wrist of the left hand. For this study,

only channel-1 (FDI) traces were processed and analyzed. 

Transcranial Magnetic Stimulator (TMS)

The  stimulator  we  used  was  the  Neuro-MS Monophasic  TMS (Neurosoft,

Russia) with a figure-8 flat coil (Reference: FEC-02-100) in a single pulse mode. All

sessions were navigated and EMG MEPs responses were recorded using the Neural

Navigator software in the “motor mapping” variant, version 3.1 (Brain Science Tools

B.V, The Netherlands). All participants were asked to sit  in a relaxed manner on a

normal chair with the palm facing upward resting on a table surface, while the head

was placed on a chin-support frame supplied by Brain Science Tools BV to constrain

head movements.

Extended theoretical background

In chapter 2 we describe the magnetic field evoked by the TMS coil model,

how it evokes an incident E-field in the head, how we segment a T1 weighted MRI

scan  into  5 tissue  types  and construct  a  volumetric  mesh  from those  segments.  In

chapter 2 we also describe the finite element model and induced E-field is provided,

and 5 macroscopic models  of  how an E-field might interact  with cortical  neuronal

tissue to evoke activation. We refer to chapter 2 for all details of the model validated

here,  including  the  neuronal  coupling  and  the  metrics  of  neuronal  activation  we

evaluate later in this chapter.

Activation area ROI

To validate our TMS induced current model with TMS evoked MEPs, we have

to first answer two questions on how exactly TMS induced currents lead to a MEP.

First, we must have assumptions on how currents generate neuronal activations, and,

second, we must define how this  neuronal activation contribute to  a muscle signal

through the  cortico-spinal  tract.  In  this  section,  we explain  how we  construct  two

possible regions of interest around the hand knob whose summed neuronal activation

could contribute to thumb MEP. In the next section, we hypothesize how ‘activation’

could arise in the neuronal circuits contained in the cortical sheet evoked by the TMS-

induced currents.

To obtain the two possible regions of interest (ROIs) in which activation can

be expected to contribute to an MEP, inside SCIRun we thresholded the resulting fMRI

map  until  we  saw  a  clear  representation  in  the  motor  area  controlling  the  hand,

anatomically referred to as the “hand knob” (see table 1 for thresholded values). Two

surface  patches  were  isolated  from  the  pial  surface  (the  outer  gray  matter-CSF

boundary), see figure 2. The extent of each surface was hand-picked to always span the

crown of the precentral gyrus. For the larger ROI-1, the anterior wall of the precentral

gyrus facing the precentral sulcus and encompassing the so called ‘premotor’ cortex is

included as well as the posterior wall of the precentral gyrus, facing the central sulcus.

It  hence  encompasses  the  entire  pre-central  gyrus  around  the  hand  knob.  For  the

smaller ROI-2, only the posterior wall of the pre-centrul gyrus around the hand knob is

included, thus encompassing the classical  primary motor cortex.  See figure 2 for  a

visualization of ROI-1 and ROI-2 of one of the participants.

In the model validation described in the following sections, the performance of

models using either ROI as a ‘MEP generating’ entity  is  compared, in the hope to

observe a better fit for the true MEP generating region of the motor cortex. As MEPs

can  be  evoked  from  the  primary  as  well  as  the  pre-motor cortex,  we  think  it  is

important to test this assumption.

For patch isolation of  ROI-1 and ROI-2,  we developed in-house a  new module to

SCIRun (Modules::MiscField::SelectMeshROI),  which  filters  triangles  based  on  N-

step topological distance from an initial seed element, depicted as a yellow sphere in

figure 2.
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Figure  2:  Demonstration  of  a  completed  navigation  and  cross-mapping  session  with
subject SU06 with screen captures from the navigation software we used. (a) an axial from-
top view of 3D rendered subject head & cortex. A slightly larger version can be found in (b)
and an enlarged centered overview in (c) for all 100 MEPs, and thresholded (>0.1mV)
version of the same data in (d). Each flag represents a stimulus nailed at the center of the
TMS coil iso-field line intersecting with the cortex during each discharge. The rendering of
the M1 area patch for ROI1 is shown in (e) and ROI2 in (f). Seed points for ROI creation
are depicted as yellow spheres. Visualizations are obtained from SCIRun.

Experimental protocol

Functional MRI of voluntary thumb movement

During  fMRI  scanning,  the  participant  was  instructed  to  perform  thumb

movements with the right thumb upon presentation of an auditory cue. The recording

lasted 510 seconds. Thumb movements were measured with ECG electrodes integrated

with the MRI system (effectively using them as EMG), attached to the thumb muscle.

Concurrent TMS-EMG 

For each subject, individual resting motor threshold (RMT) was determined,

starting  from  30%  MO  ramping  up  in  steps  of  5%  until  a  detectable  MEP was

observed,  both visually  and via  NeurosoftMEP software with the criteria  of  having

more than 50mV peak-to-bottom MEP amplitude. Subsequently, intensity was reduced

in steps of 1%, until  we observed a successful MEP in  5 out of 10  trials [21]. Coil

orientation was in AP direction while kept roughly orthogonal to the central motor gyri

for each participant.

We  conducted  MEP mapping  on  predetermined  subject-specific  locations,

organized roughly in a cross fashion. The procedure involved stimulation in a cross

pattern  on  and  around  M1  (see  figure  2).  We  relied  on  an  image-based  neuro-

navigation system to achieve precise cortical targeting, where each coil placement was

possible within 3mm spatial accuracy and with <5mm distance to target as a projection

on the coil central iso-line (Brain Science Tools BV, The Netherlands). It involved 5

stimulation  sites,  one  on  top  of  M1 (which  was  determined  from individual  fMRI

BOLD maximum, see section ) as well as two locations about 1 cm more medial and

lateral along the pre-central sulcus and two locations anterior and posterior from M1.

See  figure  2  for  an  impression.  Each  site  was  stimulated  with  4  orthogonal  coil

orientations, each repeated 5 times, leading to a total of 100 stimuli (5 positions; 4

orientations; 5 repetitions). The TMS machine output was different for the stimulations

directly  on  M1  (110%RMT)  in  contrast  to  the  other  4  peripheral  locations

(120%RMT). This was done in an attempt to roughly match the intensity of the fields

injected on all stimuli sites. This way the chance of supra-threshold minimum intensity

would not bias in favor of the already anatomically predicted the best location. The

orientation of the coil was also picked in a manner that the first orientation always

pointed toward M1 ‘cross intersection’. 

The order of stimuli was picked in a pseudo-random manner for each subject

with a minimum of about 3 seconds inter-stimulus interval (to compensate for potential

repetition suppression effects), around 10 seconds interval when changing between the

5 sites. The order of the four major coil orientations was picked in a similar manner per

site. A typical session duration took around 15-20 minutes excluding preparation time.

Since  our  navigation  system had  an  integration  with  the  software  package

NeurosoftMEP of  the  EMG  manufacturer,  it  is  possible  to  have  a  comprehensive

session export  where each site  of  stimulation and raw MEP trace is  recorded  in  a

human-readable XML format.  There  are  several  important  parameters  exported per

stimulus that are crucial for the correct placement of the coil model in the world space

of our FEM simulations. The final rigid body transformation was derived as follows:

N C
−1
S
−1
F1F2L ,  where (N – navigator matrix, based on a mapping between

navigator and scanner world space; C – navigator coil generative space; S – navigator
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sensor tip offset; F1, F2 and are two flips to compensate for the difference in generative

space between SCIRun and the navigation software where L coil thickness offset in Z+

direction along the coil  iso-line). This was important to fully reconstruct each single

coil position and orientation when running our FEM and activation metric model for

each single stimulus (see section  for details), to obtain modeled MEP estimates.

Analysis

Functional MRI and BOLD response

To obtain a subject-specific thumb area mapped on each participant’s motor

cortex we had to post-process the anatomical T1-weighted MR images (see Section )

and  analyze  the  functional  raw times  MRI-EPI  series  of  a  trivial  voluntary  thumb

movement task (see Section ). For this purpose we used the SPM12 software package

[22], which is a freely available toolset for the commercially available Matlab 2014a

MATLAB 2014a (The MathWorks, Inc., Natick, Massachusetts, USA). We considered

the area corresponding to the thumb movement to be the location with the maximum

BOLD response from the statistical activation map as given by SPM12. The statistical

activation  map  was  constructed  based  on  event-related  generalized  linear  model

(GLM) analysis in a so-called event related analysis, where the thumb movement is

modeled  as  a  delta  function  convolved  with  the  canonical  hemodynamic  response

function (HRF). The timing of the thumb movements (and hence each delta function)

was obtained from the EMG recordings that were acquired during MRI acquisition,

using  custom  Matlab  code.  Two  nuisance  regressors  were  involved  in  the  GLM

analysis:  the  average  BOLD signal  in  the  WM and  the  CSF.  The  final  statistical

probability images were constructed based on a T-statistic with the T-threshold at P <

0.05,  family-wise  error  (FWE)  whole-brain  corrected  [22].  The  maps  of  thumb

movement activation around the hand knob in the pre-central gyrus were used to plan

the stimulation sites around M1 (see section ).

Quantification of MEPs

We evaluated the recorded EMG traces for motor evoked potentials (MEPs)

elicited by single-pulse TMS using a straightforward MATLAB routine assessing MEP

amplitude as the peak-to-bottom signal difference in the interval 20ms after TMS pulse

administration,  where  MEPs  can  be  expected  to  occur.  Our  quantified  MEPs  were

compared to  the amplitudes computed by the NeuroMEP software package used to

acquire the data, those measures are also based on the same peak to bottom criteria, and

found  to  be  nearly  equivalent.  One  of  the  subjects  exhibited  relatively  low  MEP

amplitudes (=< 0.5mV) and the automatic algorithm for onset-peak-bottom detection

as part of the NeuroMEP software package failed to register any. This motivated us to

write our own quantification routine in MATLAB as explained above, to have better

control  and  ease  of  reproducibility  of  this  analysis,  rather  than  the  MEP analysis

provided by the NeuroMEP software.

Descriptive Statistics

For each stimulus administered with TMS, the 6D position of the coil with

respect  to  the  head  was  stored  in  MRI  native  space  coordinates  by  The  Neural

Navigator for later analysis. From this position, the incident field was computed using

piece-wise Biot-Savart as explained above, and then FEM, the activation metrics over

the surface patches around M1 were computed (which should be roughly proportional

to MEP amplitude). This means we had a simulated and real MEP for each stimulus

administered, which could be depicted against each other in a set of 2D points. We

computed the correlation coefficient for each point cloud (that is, per metric and ROI)

and subject.

Finally,  the  correlation  coefficients  were  subjected  to  a  2-way  repeated

measures ANOVA, where we assessed whether one of the metrics and ROIs yielded a

significantly different result compared to the others. If so, subsequent post-hoc tests

were  performed  to  test  which  of  the  combinations  differed  significantly.  The

significance level alpha was set to 0.05. 

Results

Physiological EMG recordings

We first  present  the average  observations  for  the MEPs recorded  from the

cross-shaped stimulation  locations.  In  figure  4a,  a  set  of  sampled  MEPs  from one

responsive position for one subject is presented. In figure 4-b, an overview of average

MEP amplitudes for each location and direction is presented. The most optimal coil

position seemed to be anterior of the motor hot spot (2.48mV) and the lateral of the

motor hot spot (2.0mV) while the most optimal coil orientations were directed medially

and anterior. The combination of M-M and A-A (medial location with medial direction

and  anterior  location  with  anterior  orientation,  respectively)  was  most  effective  in

evoking MEPs.

Simulations

We compared the quantified MEPs from the acquired EMG signals for each

TMS stimulus, the peak to bottom magnitude, to the modeled ‘cMEP’. We calculated
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provided by the NeuroMEP software.

Descriptive Statistics

For each stimulus administered with TMS, the 6D position of the coil with

respect  to  the  head  was  stored  in  MRI  native  space  coordinates  by  The  Neural

Navigator for later analysis. From this position, the incident field was computed using

piece-wise Biot-Savart as explained above, and then FEM, the activation metrics over

the surface patches around M1 were computed (which should be roughly proportional

to MEP amplitude). This means we had a simulated and real MEP for each stimulus

administered, which could be depicted against each other in a set of 2D points. We

computed the correlation coefficient for each point cloud (that is, per metric and ROI)

and subject.

Finally,  the  correlation  coefficients  were  subjected  to  a  2-way  repeated

measures ANOVA, where we assessed whether one of the metrics and ROIs yielded a

significantly different result compared to the others. If so, subsequent post-hoc tests

were  performed  to  test  which  of  the  combinations  differed  significantly.  The

significance level alpha was set to 0.05. 

Results

Physiological EMG recordings

We first  present  the average  observations  for  the MEPs recorded  from the

cross-shaped stimulation  locations.  In  figure  4a,  a  set  of  sampled  MEPs  from one

responsive position for one subject is presented. In figure 4-b, an overview of average

MEP amplitudes for each location and direction is presented. The most optimal coil

position seemed to be anterior of the motor hot spot (2.48mV) and the lateral of the

motor hot spot (2.0mV) while the most optimal coil orientations were directed medially

and anterior. The combination of M-M and A-A (medial location with medial direction

and  anterior  location  with  anterior  orientation,  respectively)  was  most  effective  in

evoking MEPs.

Simulations

We compared the quantified MEPs from the acquired EMG signals for each

TMS stimulus, the peak to bottom magnitude, to the modeled ‘cMEP’. We calculated

based on the suggested activation metrics, the sum/integral over the ROI surface patch

weighted by the area (see section Error: Reference source not found). 

102 103



See figures 4-c and  4-d for the scatter plots of these cMEP x MEP pairwise

comparisons, and the calculated correlation coefficients between those measures for

one subject (SU06). Table 2 below presents the aforementioned correlation coefficients

(CC)  for  all  subjects,  ROIs  and  activation  metrics,  and  their  mean  and  standard

deviations.  Metric  C3  for  ROI  1,  and  C5  for  ROI2  had  the  highest  correlation

coefficient of modeled vs observed MEPs, i.e. the best correspondence (see table 2).
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implying the correlation coefficient was different for ROIs and metrics in general.
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C5 to outperform C0 and CE). C0 and CE are the more ‘banal’ zero-hypotheses that do

not make any assumptions about the current direction or even current amplitude and

are metrics we hoped to outperform. For ROI1, C3 was not significantly different from

C0 or CE (T(8)=0.80;p=0.22 and T(8)=0.14;p=0.45, respectively). For ROI2, C5 was

larger than C0 at trend level (T(8)=1.47;p=0.08) but not from CE (T(8)=1.17;p=0.13,

respectively).  In  summary,  when  taken  together,  the  metrics  and  ROIs  yielded

significantly different predictions, with C3 and C5 outperforming other metrics at first

sight. However, when specifically tested against much more simplistic metrics C0 and

CE, only C5 outperformed the simplest 0-hypothesis C0 at the trend level. 

Although C0 was designed to be a naive ‘distance to target’ metric, it was not
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account field magnitude at the neuronal interface.

There  seems  to  be  a  tendency  toward  better  model  predictions  for  those

metrics  (C4 and C5) taking into account whether injected currents  point inward or

outward from the orientation of the local cortical sheet. At least, from the correlation

coefficients reported in table 2, it is clear that CE and C3 are not forming better than

the metrics C4 and C5 that take into account whether currents were directed inward or

outward. 

In figures 4-c and 4-d the simulated MEP is plotted against the measured MEP

for 2 representative subjects. The same figures are provided for all participants in the

supplementary material.

The correlation coefficient per metric, ROI, and subject is presented in table 2

below, along with their means and standard deviations over subjects

Figure 4: 

(a) Average MEP amplitudes are pooled over all subjects and shown separately for each
position and orientation of the coil, in a schematic cross and directional arrow and circle
graph. The radius of the circles shows the average MEP amplitude per stimulated location.
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0.34 0.11 -0.34 0.60 0.02 0.11 0.00 -0.11 -0.36 0.56 -0.75 0.59

0.02 -0.04 -0.11 0.19 -0.03 -0.02 0.02 0.00 -0.04 0.17 -0.13 0.11
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SD 0.18 0.23 0.30 0.18 0.22 0.19 0.20 0.34 0.37 0.20 0.40 0.24

Table  2: Correlation coefficients for each metric evaluated per cortical ROI patch on each
subject individually.
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The length of the arrows denotes the average MEP amplitude for each coil orientation for
that location (note that for  aesthetic reasons, arrowheads where not plotted when MEP
amplitudes were less than 0.8mV). The stimulated location are detonated as A-anterior, P-
posterior,  M-medial,  L-lateral,  C-central  according  to  convention  and  relative  to  the
central  hypothesized  ideal  hotspot  determined  from  an  individual  fMRI  activation.
Orientations  were  relative  to  the  central  sulcus.  (b)  A  subset  of  MEP traces  for  one
representative subject (SU02), from location A with coil directed in the anterior direction,
pointing away from the cenral sulcus. In this case, all stimuli repetitions caused a clear
MEP response. (c) The scatter plots of modeled vs observed responses for subject (SU01)
on ROI1.(d) The scatter plots of  modeled vs observed responses for subject  (SU01) on
ROI2.

Discussion
We investigated finite  element models  of  currents  in  individual heads,  and

ensuing neuronal activation patterns,  induced by a typical  TMS figure-of-8 coil  by

comparing model results with evoked EMG responses in the thumb of nine healthy

volunteers.  The  lack  of  empirical  validation  in  a  growing  field  of  macroscopic

computational neuromodulation was one of the motivations to pursue this work.

We obtained reasonable explanatory power for some combinations of ROI and

activation metric for about 3 individuals using mainly ROI1 and the C3 metric, and for

5 individuals for the ROI2 and the C5 metric. However, for the group of subjects as a

whole,  the  results  were  not  convincing.  Taking  into  account  more  sophisticated

measures  such  as  coil  details,  individual  head  tissue  characteristics,  and  several

possible  macroscopic  neuronal  activation  metrics,  did  not  systematically  explain

observed evoked responses better than relatively simple metrics such as CE, which

simply reflects local total current magnitude. The main finding was that a FEM model

and an activation metric that accounted for asymmetrically directed current interactions

with the cortical surface (C5) performed best (at trend level) when accumulating over a

larger ROI incorporating the motor cortex (ROI2). For this specific model, we obtained

a moderate  correlation between observed and modeled MEPs.  The  C5 metric  over

ROI2 performed almost equally well as the popular C3 metric over a smaller patch on

the anterior bank of the central sulcus (ROI1), covering only primary motor cortex

representations of the thumb. However, our rather uninformed metric C0, taking into

account only the distance from the stimulated target to the ROI believed to result in

MEPs, performed not much worse than C3, and was only outperformed by C5 over

ROI2 at the trend level. The other rather naive metric CE taking into account current

magnitude  modeled  with  FEM but  not  the  direction  of  the  current  relative  to  the

cortical surface performed equally well to both C3 over ROI1 and C5 over ROI2. The

other metrics performed less well.  Overall,  the metrics taking into account induced

currents in some way (CE, C2, C3, C4, and C5) together performed better than the

uninformed control metric C0, implying that computing currents, in general, are useful.

An important reason for the moderate level of success of combining TMS with

EMG  to  validate  results  from  computational  models  with  observed  MEPs  is  the

notorious  variability  observed  in  subsequently  evoked  MEPs.  To  not  make  our

experiments  overly  long  and  to  not  stress  the  participants  too  much,  we  used  5

repetitions per site where 20 now seems to be the recommended minimum[23]. 

In our scatter plots in figure 4 this is also clearly visible: while for some larger

model-derived responses the individual measured responses tended to increase as well,

there was a substantial number of recordings without responses at all, even for those

stimuli where one would expect a large response. This might be a habituation effect of

repeated TMS stimulation  [12],  or  perhaps  modulation of  motor  responsiveness  by

other uncontrolled processes going on in the brain (state dependent)  [24,25], which

reduced the effectiveness of our validation approach. The aforementioned papers on the

variability of MEPs largely appeared when the current experiments were already well

underway, hence we could not take these recommendations into account. Nevertheless,

simply  increasing  the  number  of  repetitions  might  not  be  sufficient,  as  state-

dependency of MEPs would continue to  happen and reflect  the inherent variability

unrelated to the low number of repetitions, and longer trains of identical stimulus might

occasionally increase habituation effects.

Empirically, the strongest MEPs were not evoked from stimuli on the central

site of the cross pattern of targets we used, focused on M1. Instead, we observed the

strongest responses preferentially anterior to the primary motor cortex. In part,  this

could be explained by the slightly lower intensity applied over the central crossing of

our mapping pattern, which corresponds to the subject’s hotspot.  Similar center-of-

gravity (CoG) anterior  displacements with respect to  the anatomical  primary motor

cortex have been reported in various grid mapping studies before  [9–11,26–28]. This

has implications for the current practice of aiming the coil iso-center, which is assumed

to  be  the  focal  point  of  stimulation  for  TMS,  to  a  target  of  interest.  We  recently

published a thorough study with a 5x5 grid mapping approach, observing the same

phenomenon  [29].  Another  observation  worth  mentioning  is  the  demonstrated

capability of outward injected currents, that is TMS coil pointing away from the target

of  stimulation,  to  produce  strong  responses  systematically.  The  combination  of  a

Medial target and a Lateral to Medial current, and an Anterior and a posterior-anterior

directed current were the two most efficient combinations of site and direction. 

Our approach for empirically evaluating and optimizing TMS current models

is by itself innovative and thorough, in our opinion. Unfortunately, the current data did

not  allow  us  yet  to  unequivocally  select  an  optimal  neuronal  activation  metric  or

cortical  surface  patch  from  which  hand  MEPs  are  supposed  to  be  generated.

Nevertheless, given the above, several improvements can be suggested for future work,

to allow clearer distinction between the predictive value of detailed choices made in

such models. Future studies should first and foremost adopt 20 to 30 repetitions per
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angulation and position of the coil to obtain an assessment of signal strength going into

the  cortico-spinal  tract  to  produce  an  MEP,  thus  averaging  out  the  uncontrolled

variability that plagued our experiments. Even shorter sessions of successive stimuli,

perhaps ten in a row, should be considered to avoid the notorious MEP habituation over

repetitions, interleaved with brief stretching of hand muscles to avoid habituation. In

the  same  light,  a  paradigm  where  location  and  angle  are  altered  for  every  single

stimulus,  perhaps  with  a  robot  arm,  might  further  reduce  uncontrolled  neuronal

processes from becoming a dominant factor. This notion is supported by very recent

work  that  demonstrated  such  randomizations  can  reduce  the  number  of  repetitions

needed [30].

Finally,  the  angle  should  be  varied  in  steps  of  45  degrees  rather  than  90

degrees as  we used,  to  cover the probed domain in  a  bit  more detail.  Steps of  10

degrees are reportedly not changing results significantly [31] and should be considered

the lower bound of angle step size.

With such optimizations of the experimental paradigm, it might be possible to

make informed choices about how evoked currents  induce neuronal activation, and

from  which  part  of  the  motor  system,  and  perhaps  also  allow  for  other  model

optimizations [21,32].

Conclusions
Frameless  stereotaxic  neuronavigation  for  TMS  in  combination  with

computer-aided  dosimetry  has  the  potential  to  further  improve  the  accuracy,

reproducibility and general efficacy of clinical and experimental TMS. Such models

would allow for optimization of the evoked current dose and activation pattern through

adjusting  key  parameters,  such  as  pulse  intensity,  coil  placement, and  orientation.

However, our study challenges the notion that a simple metric based on the induced

electric  field  and  cortical  surface  orientation  can  predict  TMS effects  in  the  brain

effectively given the current experimental approach.

There  is  no  compelling  reason  at  the  moment  to  adopt  simple  metrics  for

neuronal activation as a result of our comparative analysis. The quality of the predicted

motor evoked response was not much better than when using simpler assumptions such

as total evoked current in any given region. For larger regions, there was some benefit

of computing evoked currents over a mere distance-to-the-coil metric. The direction of

the  coil  was  not  found  to  be  a  clear  predictor  of  the  resulting  response  either.

Nevertheless,  our  experiments  demonstrate  that  both  were  capable  to  deliver  clear

MEPs, and that  for  a subset  of  subjects  we could explain a substantial  part  of  the

variance by taking into account the current direction.

Finally, future validation studies using EMG should adopt larger experiments

with  more  repetitions  of  stimulation,  and  attempt  to  reduce  MEP  variability  by

adopting more optimal randomization of stimulus patterns. Current strategies, such as

increasing repetitions, to achieve more robust recordings have the potential to miss

subtle  differences  when  it  comes  to  the  effects  of  coil  orientation.  This  further

contributes to making validation of FEM EM models of TMS-evoked activation using

EMG even more challenging. 
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Abstract

The exact dose and spatial pattern of brain activation induced by transcranial

magnetic stimulation (TMS) are of importance to all applications of TMS, both for

clinical  and investigational  use.  How TMS coils  induce electrical  fields have been

investigated  and  validated  by  several  groups,  but  models  of  how  evoked  currents

interact  with  neuronal  tissue  and  where  activation  is  induced  have  hardly  been

validated empirically.

In chapter 2, we have outlined a detailed model of TMS-induced currents in

the  brain  building  on  our  TMS  coil  models,  taking  into  account  various

electromagnetic  head  tissue  properties  with  finite  element  modeling  and  several

competing  macroscopic  models  of  how  brain  activation  is  achieved  by  the  TMS

induced  electrical  field.  Here,  we  validate  this  model  using  TMS  coil  discharges

administered  to  the  brain  of  6  healthy  volunteers  inside  a  3T MRI  scanner  while

acquiring functional MRI scans at the same time.

We conclude that the mere magnitude of the electric field in the cortical gray

matter  tissue  near  the  stimulation  site  provides  the  best  metric  to  predict  neuronal

activation as measured by BOLD fMRI, whereas models of brain activation taking into

account orientation of E-fields relative to the cortical columns and layers do not (yet)

yield better predictions of neuronal activation induced by TMS.

This report is relevant for neuronavigated TMS approaches attempting to take

into account evoked E-fields and neuronal activation to improve the precision of TMS

administration for clinical and investigational purposes.

Introduction

Transcranial magnetic stimulation, a method generating focused magnetic field

pulses over the scalp that penetrate the head, is increasingly used to non-invasively

investigate brain function, and treat or diagnose conditions affecting the human brain

(Rossini & Rossi, 2007). However, many details regarding the exact effect of TMS-

induced currents on the underlying brain tissue are poorly understood, hampering the

efficient and reliable application of TMS and preventing proper dose control. Hence,

TMS treatment attempts and TMS-based brain research can be unreliable.

This gap in our understanding of TMS has spurred several groups to attempt to

model the electrical fields induced in the brain by the rapidly changing magnetic field

induced by a TMS coil. To this end, realistic models of magnetic fields generated by a

TMS coil were developed and empirically validated (Petrov, Mandija, Sommer, Van

den Berg, & Neggers, 2017; Salinas, Lancaster, & Fox, 2007). Furthermore, the effect

that  the electromagnetic  properties  of  the different tissues in  the head have on the

incident field produced by the TMS coil has now been modeled with finite element

modeling (FEM) or boundary element modeling (BEM), thus taking into account the

conductive  effects  of  tissues  in  the  head(Opitz,  Windhoff,  Heidemann,  Turner,  &

Thielscher,  2011;  Salinas,  Lancaster,  & Fox,  2009;  Thielscher,  Opitz,  & Windhoff,

2011), for an overview see our recent review paper(Neggers, Petrov, Mandija, Sommer,

& van den Berg, 2015). The total electric field injected by TMS inside an actual human

head and brain can hence be assumed to be known to a certain extent.

How  this  E-field  and  ensuing  electrical  currents  in  the  brain  then  evoke

neuronal activation in terms of neuronal depolarization and action potentials is still a

matter of considerable debate. It  is widely accepted that electric potentials oriented

along the main axis of a neuron (from the soma and along the axon), result in the

lowest thresholds for depolarization and action potential generation (Day et al., 1989).

This has led to the formulation of the macroscopic cortical column cosine (C3) model

of neuronal activation by an induced E-field (Fox et al., 2004). The neuronal column is

a fundamental principle of neuronal organization within the cortical sheet where the

main axes of neurons are oriented in small functional columns perpendicular to the

cortical sheet (Hubel & Wiesel, 1979). Hence, it is assumed that E-fields perpendicular

to the cortical sheet (wherever they are deployed) are maximally effective in inducing

neuronal activation. This is described by activation being proportional to the cosine of

the  E-field  and  the  normal  to  the  cortical  surface  at  a  given  location  (i.e.  with

maximally induced activation for E-fields perpendicular to a local patch of cortical

sheet). Therefore, activation is based on cortical orientation relative to the induced field

and not on whether the local cortical surface is in a sulcus or a gyrus. Gyral crowns are

usually oriented in parallel to the scalp and due to the common coil orientation also in

parallel to the majority of the applied E field. This dominant orientation of the gyral
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crowns relative to the applied fields makes the gyral crowns less susceptible to the

TMS E-field. Deeper within a sulcus, the cortical surface is oriented perpendicular to

the scalp and the C3 model predicts more activation here (this effect is of course to be

regarded on top of the strong reduction of induced field strength further away from the

TMS coil, which in turn favors gyral crowns). Some reports claim empirical evidence

for such an activation preference for the medial surface deeper in a sulcus with PET

and  suprathreshold  TMS  (Fox  et  al.,  2004)  or  by  the  ability  to  explain  angular

dependency of coil orientation relative to the gyral orientation (Brasil-Neto et al., 1992;

Kammer,  Vorwerg,  & Herrnberger, 2007; Petrov et  al.,  2017).  However, the cosine

model is also criticized (Bungert,  Antunes, Espenhahn, & Thielscher, 2017). A few

studies observed that, using subthreshold concurrent TMS/fMRI, the gyral crowns are

activated rather than deeper sulci (Takano 2004, Siebner 2001, Bungert 2017 p5092).

Some of the most detailed modeling studies of motor cortex activation(Salvador, Silva,

Basser,  &  Miranda,  2011)  also  do  not  show  a  strong  preference  for  sulcal  wall

activation.

Furthermore, one can argue that the cosine model, despite correctly posing that

E-fields  oriented  along  a  cortical  column  of  neurons  most  likely  activates  those

neurons  most  effectively,  ignores  the  fact  that  many  of  the  main  glutamatergic

excitatory  neurons  in  the  cortical  columns  are  interconnected  horizontally  by

GABAergic  inhibitory  interneurons  (Tremblay,  Lee,  &  Rudy,  2016).  One  could

speculate  that  an  induced  E-field  polarizing  and  hence  inhibiting  such  inhibitory

interneurons could contribute to a maximal release of inhibition on and subsequent

activation of the disinhibited cortical column neurons. This in turn would predict the

opposite of the C3 model, namely activation preferentially in gyral crowns where E-

fields are parallel to the main orientation of interneurons, and much less deep in the

sulci. We refer to this as the C2 hypothetical activation model.

Finally,  it  is  possible  that,  due  to  the  complex  interplay  between  cortical

columns  and  horizontally  oriented  interneurons,  there  is  not  a  clear  preferential

influence of the E-field orientation on the neuronal activation in a patch of the cortical

sheet, which we refer to here as the ‘CE’ model. In the present study, we put these 3

possible models of how the orientation of TMS-induced local E-fields evokes neuronal

activation in the cortical sheet local to the center of the TMS pulse to the test. We use

concurrent  TMS with  fMRI on healthy  volunteers  and a  pipeline  of  computational

modeling of coil E-fields and induced fields in the brain. First, we describe the MRI

image  processing  and  volumetric  parcellation  to  construct  proper  FEM models  of

induced  currents  by  TMS and  detail  the  solving  of  the  FEM equations.  Then  we

proceed to elaborate a formal description and implementation of the 3 possible models

for locally induced neuronal activation as introduced above. Finally, we describe the

empirical concurrent TMS-fMRI technique we developed for this study, the data fMRI

analysis,  and  how  we  appraise  the  overlap  between  empirically  observed  with

computationally derived activation.

Methods

This study contains 2 major sections:

a) constructing a model of a TMS coil and incident evoked E-field, the ensuing induced

E-field as approximated by finite element modeling taking into account 5 tissue types

in  the  head,  and  several  crude  macroscopic  models  of  brain  activation  by  locally

directed E-fields.

b) the empirical validation of the modeled brain activation from the previous section

with a dedicated concurrent TMS/fMRI setup in 6 subjects

The first part of this methods section describes the modeling part in detail, whereas the

2nd part describes the experimental and data analysis approach.

Models of TMS evoked brain activation

In chapter 2 we describe the magnetic field evoked by the TMS coil model,

how it evokes an incident E-field in the head, and how we segment a T1 weighted MRI

scan  into  5 tissue  types  and construct  a  volumetric  mesh  from those  segments.  In

chapter  2  we also describe the finite  element model (FEM) and induced E-field is

provided, and 5 macroscopic models of how an E-field might interact with cortical

neuronal tissue to evoke activation. We refer to chapter 2 for all details of the model

validated here, except for the models of the neuronal coupling as for the experiments

discussed here, some changes apply, which are explained below.

Macroscopic models of brain activation in the cortical
sheet

In chapter 2 we outlined 5 potential mechanisms for interaction between the

evoked E-field and neuronal activation. Note that 2 of those neuronal coupling models

are only relevant for  monophasic  TMS coils  (C4 and C5),  as  they are asymmetric

(respond  differently  for  a  reversed  current)  whereas  the  MR  compatible  coil  and
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stimulator we have available in this experiment has a biphasic pulse shape. This leavs

only 3 macroscopic models for the neuronal coupling to use in the current experiments:

CE,  C2,  and  C3,  as  they  respond  the  same  way  for  reversed  current  directions.

Therefore these 3 models are briefly described again below for clarity. 

Each  ‘metric’  represents  a  macroscopic  model  of  how  the  total  E-field

experienced by a small patch of the cortical sheet acts on pyramid cells within that

patch,  reflecting  knowledge  of  the  microscopic  structure  of  the  cortical  sheet.  Per

metric, we also developed a method to implement such metrics on a surface mesh of

the cortex.  This  allows us to  experimentally  validate  these models  with concurrent

BOLD-fMRI on the same subjects for which the cortical mesh, FEM, and the three

metrics suggested. 

Figure 1 illustrates  each of  the metrics  of  neuronal activation by a  locally

induced E-field: C3 (activation-induced at descending tracts), C2 (activation induced

by  interpyramidal  connections),  and  CE  (strength  of  total  E-field).  Also,  the

approximation of each activation metric by a triangular surface mesh has been depicted

for each metric at several locations on a gyrus.

Figure 1: Illustration of the effect of each metric on the final estimate of the effectiveness
of stimulation on a highly idealized folded cortical surface of a human cortex in 2D, for
one gyrus in 3 situations. The curved grey lines denote the E-field (E) evoked by a TMS
stimulus, S is the area of a surface patch, and n is the surface normals. The panels depict
the geometrical relationship between a surface polygon normal n and the estimated E-field,
given for the center of the polygon.

CE: the activation per surface mesh element equals the size of the E-field times the area of
the surface it passes through, independent from the current direction.

C3: for each surface element, the resulting activation is the product of the surface area and
the size of the vector product of the E-field and surface normal (size of both vectors times
the cosine of the angle between them). This is maximal for a surface patch along the sulcal
wall and minimal for a surface patch on the gyral crown. 

C2: for each surface element, the resulting activation is the product of the surface area and
the size of the cross product of the E-field and surface normal (size of both vectors times
the sine of the angle between them). This is minimal for a surface patch along the sulcal
wall and maximal for a surface patch on the gyral crown.

Below, each metric is briefly described again. A more detailed description and

motivation can be found in chapter 2.

Metric C3. The motivation for this metric is influenced by the fact that neuronal axons

oriented perpendicular  to the cortical  sheet,  potentially descending tracts, cause the

majority  of  evoked  activations  by  TMS,  and  hence  are  stimulated  optimally  with

currents perpendicularly to the cortical sheet. This has been dubbed the ‘C3’ metric for

the relationship between currents and neuronal activation(Fox et al., 2004). See figure

1 for a graphical depiction.

When approximating the cortical surface with a triangular surface mesh, as depicted in

figure 1 per metric, a surface patch with a set of triangles would experience the total

‘activation’ of the inner product between the surface normal of each triangle and the

total E-field through that triangle (maximal for a local E-filed aligned with the surface

normal),  multiplied  by  the  surface  of  that  triangle  S,  yielding  the  term  |→E⋅→n|S
summed over all triangles in a patch. The absolute value is used because we assume a

symmetric interaction for inward and outward E-fields (see below), due to the bi-phasic

stimulator we employ

Metric C2. It could also be that local horizontal connections between pyramid cells in

the cortex, through inhibitory interneurons (Tremblay et al., 2016), produce most of the

activation induced by local fields. In such a case, currents in parallel to a cortical tissue

would evoke maximal neuronal activation (or suppress it maximally). This metric we

dub C2 is also sketched in figure 1.
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Metric CE. Finally, we adopt the notion that perhaps the mix of neuron types found in

the cortex is too complex for such a simple and crude neuronal metric of activation,

and that the best predictor for activation is simply the magnitude of the local E-field

without taking into account its direction. We describe this metric as ‘CE’. A surface

stimulator we have available in this experiment has a biphasic pulse shape. This leavs
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CE,  C2,  and  C3,  as  they  respond  the  same  way  for  reversed  current  directions.

Therefore these 3 models are briefly described again below for clarity. 

Each  ‘metric’  represents  a  macroscopic  model  of  how  the  total  E-field

experienced by a small patch of the cortical sheet acts on pyramid cells within that

patch,  reflecting  knowledge  of  the  microscopic  structure  of  the  cortical  sheet.  Per
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by  interpyramidal  connections),  and  CE  (strength  of  total  E-field).  Also,  the

approximation of each activation metric by a triangular surface mesh has been depicted

for each metric at several locations on a gyrus.

Figure 1: Illustration of the effect of each metric on the final estimate of the effectiveness
of stimulation on a highly idealized folded cortical surface of a human cortex in 2D, for
one gyrus in 3 situations. The curved grey lines denote the E-field (E) evoked by a TMS
stimulus, S is the area of a surface patch, and n is the surface normals. The panels depict
the geometrical relationship between a surface polygon normal n and the estimated E-field,
given for the center of the polygon.

CE: the activation per surface mesh element equals the size of the E-field times the area of
the surface it passes through, independent from the current direction.

C3: for each surface element, the resulting activation is the product of the surface area and
the size of the vector product of the E-field and surface normal (size of both vectors times
the cosine of the angle between them). This is maximal for a surface patch along the sulcal
wall and minimal for a surface patch on the gyral crown. 
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the sine of the angle between them). This is minimal for a surface patch along the sulcal
wall and maximal for a surface patch on the gyral crown.
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summed over all triangles in a patch. The absolute value is used because we assume a

symmetric interaction for inward and outward E-fields (see below), due to the bi-phasic

stimulator we employ

Metric C2. It could also be that local horizontal connections between pyramid cells in

the cortex, through inhibitory interneurons (Tremblay et al., 2016), produce most of the

activation induced by local fields. In such a case, currents in parallel to a cortical tissue

would evoke maximal neuronal activation (or suppress it maximally). This metric we

dub C2 is also sketched in figure 1.

For  C2,  a  cortical  sheet  approximated  by  a  surface  with  a  set  of  triangles  would

experience the total ‘activation’ of the length of the outer product between the surface

normal of each triangle and the total E-field through that triangle (maximal for a field

perpendicular to the normal), again multiplied by the surface of that triangle S, yielding

the term |→E⊗→n|S  summed over all triangles in a patch. The absolute value is

used because we assume a symmetric interaction for inward and outward E-fields (see

below).

Metric CE. Finally, we adopt the notion that perhaps the mix of neuron types found in

the cortex is too complex for such a simple and crude neuronal metric of activation,

and that the best predictor for activation is simply the magnitude of the local E-field

without taking into account its direction. We describe this metric as ‘CE’. A surface
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patch representing the cortical sheet would for this simple metric contribute |→E|S  per

triangle, where S is the surface of each triangle.

Figure 2 depicts how our implementation of these metrics leads to surface-represented

predictions of neuronal activation induced by TMS for an actual surface mesh of the

cortical sheet of one of our participants.

Figure 2: Illustration of the metric computation for one region of the motor cortex. Left
panel: surface rendering of the surface halfway through the gray matter sheet (in between
the pial surface and GM-WM border). Middle panels: visualization of all surface normals
(blue  arrows)  on  a  zoomed-in  section  around  the  hand  knob  (right  subpanel  with
transparent bray matter surface). Right panel: same zoomed in section around the hand
knob, color-coded with the metric C3 for each patch.

Validation  of  modeled  brain  activity  patterns  with
concurrent TMS/fMRI

In 6 healthy individuals, we evoked brain activation with TMS inside a 3T

MRI scanner.  To this  end,  a  dedicated concurrent TMS/fMRI setup was  used.  The

human primary moto-cortex area-M1 was targeted with single-pulse TMS (spTMS) at

2  intensities,  and  the  ensuing  fMRI time series  were  acquired.  It  was  investigated

whether  evoked  BOLD  activation  near  the  stimulation  target  matches  modeled

‘activity’, by using FEM-derived total E-fields based on individual brain morphology

as described in  the previous section and the 3 aforementioned activation ‘metrics’,

confined in the gray matter. It is analyzed which of the metrics results in the best match

with measured fMRI BOLD responses to TMS.

Details of the experiment and comparative analysis are provided below.

Participants

6 healthy individuals (1 m, 5 f, mean age 22.8 yr) were included in this study.

All participants were screened for contraindications against MRI or TMS, and provided

written  informed  consent.  Procedures  were  approved  by  the  Medical  Ethical

Committee (METC) of the UMC Utrecht (protocol number 16-469).

Concurrent TMS/fMRI experimental setup.

This section provides a summary of the dedicated concurrent TMS/fMRI setup

used in this study. Details can be found in 2 of our previous studies where the same

setup was used(de Weijer et al., 2014; Vink et al., 2018).

All  MR sequences were performed in  a  3T MR scanner  (Achieva,  Philips

Healthcare, Best, The Netherlands).

Experimental design

The experiment consisted of a short intake session ((f)MRI -only) and a TMS

session (concurrent TMS-MRI) on a different day.

During the intake session, a normal 8-channel SENSE enabled head coil was

used and subjects were placed in a standard position during head scanning. A 3D T1

weighted anatomical scan was acquired with a TR/TE of 10.0/4.6 ms, a flip angle of 8°,

voxel size of 0.75x0.75x0.8 mm3, scan duration of 677 s, 225 slices with a slice gap of

0  mm. Next,  a  single-shot  echo-planar  imaging  (EPI)  scan  was  acquired  with  250

dynamics, a TR/TE of 2,000.0/23.0 ms, flip angle of 70°, voxel size of 4x4x4 mm3, a

scan duration of 510 s and 30 slices with a slice thickness of 3.6 mm and a slice gap of

0.4 mm. Participants moved the thumb of the right hand after hearing of an auditory

cue. The functional data was analyzed to determine the representation of the thumb

area  in  the  left  M1 as  determined  with  BOLD fMRI.  Preprocessing  and  statistical

analysis  are  described  in  the  data  analysis  section  below.  Also  during  the  intake

session, the resting motor threshold (RMT) was determined by stimulating the primary

motor cortex while increasing the TMS stimulator output until a response in the APB

muscle was visible in 5 out of 10 TMS pulses[26].

The TMS session started with neuronavigation to determine the coil position

overlying the individual participants M1, using The Neural Navigator by Brain Science

Tools  BV,  the  Netherlands  (www.brainsciencetools.com).  Neuronavigation  was
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human primary moto-cortex area-M1 was targeted with single-pulse TMS (spTMS) at

2  intensities,  and  the  ensuing  fMRI time series  were  acquired.  It  was  investigated

whether  evoked  BOLD  activation  near  the  stimulation  target  matches  modeled

‘activity’, by using FEM-derived total E-fields based on individual brain morphology

as described in  the previous section and the 3 aforementioned activation ‘metrics’,

confined in the gray matter. It is analyzed which of the metrics results in the best match

with measured fMRI BOLD responses to TMS.

Details of the experiment and comparative analysis are provided below.
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Participants
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All participants were screened for contraindications against MRI or TMS, and provided

written  informed  consent.  Procedures  were  approved  by  the  Medical  Ethical

Committee (METC) of the UMC Utrecht (protocol number 16-469).

Concurrent TMS/fMRI experimental setup.

This section provides a summary of the dedicated concurrent TMS/fMRI setup

used in this study. Details can be found in 2 of our previous studies where the same

setup was used(de Weijer et al., 2014; Vink et al., 2018).

All  MR sequences were performed in  a  3T MR scanner  (Achieva,  Philips

Healthcare, Best, The Netherlands).

Experimental design

The experiment consisted of a short intake session ((f)MRI -only) and a TMS

session (concurrent TMS-MRI) on a different day.

During the intake session, a normal 8-channel SENSE enabled head coil was

used and subjects were placed in a standard position during head scanning. A 3D T1

weighted anatomical scan was acquired with a TR/TE of 10.0/4.6 ms, a flip angle of 8°,

voxel size of 0.75x0.75x0.8 mm3, scan duration of 677 s, 225 slices with a slice gap of

0  mm. Next,  a  single-shot  echo-planar  imaging  (EPI)  scan  was  acquired  with  250

dynamics, a TR/TE of 2,000.0/23.0 ms, flip angle of 70°, voxel size of 4x4x4 mm3, a

scan duration of 510 s and 30 slices with a slice thickness of 3.6 mm and a slice gap of

0.4 mm. Participants moved the thumb of the right hand after hearing of an auditory

cue. The functional data was analyzed to determine the representation of the thumb

area  in  the  left  M1 as  determined  with  BOLD fMRI.  Preprocessing  and  statistical

analysis  are  described  in  the  data  analysis  section  below.  Also  during  the  intake

session, the resting motor threshold (RMT) was determined by stimulating the primary

motor cortex while increasing the TMS stimulator output until a response in the APB

muscle was visible in 5 out of 10 TMS pulses[26].

The TMS session started with neuronavigation to determine the coil position

overlying the individual participants M1, using The Neural Navigator by Brain Science

Tools  BV,  the  Netherlands  (www.brainsciencetools.com).  Neuronavigation  was
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performed outside the MRI scanner in  a  separate  room, and M1 was marked on a

bathing cap the participants were wearing. The T1 weighted anatomical scan from the

intake session was used for neuronavigation. Based on the 3D brain surface, the M1

target was obtained from the activation map acquired during the intake session and

used as a target during neuronavigation. Thereafter, the participant was placed in the

MRI scanner with the concurrent TMS/MRI setup and underwent a combined TMS-

fMRI  sequence  in  which  single  TMS pulses  were  delivered  to  M1.  Finally,  a  T2-

weighted scan was acquired to retrospectively verify TMS coil placement. For details

on coil position reconstruction from the T2 weighted MRI, see Vink et al (2018) and

De Weijer et al (2013).

After successful TMS coil positioning, two sequences were acquired. First, a

T2-weighted scan with a TR/TE of 13,609.0/80.0 ms, flip angle of 90°, voxel size of

2x2x2  mm3,  scan  duration  of  218  s.  This  was  done  by  attaching  6  custom made

markers (small capsules filled with water) to the back of the TMS coil (Fig. 2B), which

appear  hyper-intense  on  the  T2-weighted  scan  (Fig.  1).  Second,  a  single-shot  EPI

sequence was acquired with 500 dynamics, a TR/TE of 2,000.0/23.0 ms, flip angle of

70°, FOV of 256x119.6x208 mm3, matrix of 64x63, voxel size of 4x4x4 mm3, scan

duration of 1020 s, 30 slices with a slice thickness of 3.6 mm and a slice gap of 0.4

mm. During the EPI sequence, single pulses of TMS with an intensity of 115% RMT

were  interleaved  with  pulses  with  an  intensity  of  60%  RMT.  TMS  pulses  were

delivered with a random interval of 5 to 8 dynamics (10 to 16s) to avoid habituation. It

has been shown that the MRI static magnetic field affects the flow of current through

the TMS coil,  which reduces the TMS magnetic field amplitude[28]. Therefore, we

decided to set the RMT at 115% instead of 110% for suprathreshold stimulation.

fMRI data analysis

fMRI time series data were analyzed using SPM12 and several custom Matlab

scripts, all running in a Matlab R2014a environment (Mathworks Inc., USA).

First,  all  EPI  volumes  were  inspected  to  determine  image  quality  and  to

identify  the  presence  of  potential  artifacts.  This  revealed  small  random deflections

from the baseline signal level in a single slice of a few functional volumes per time

series acquired during the TMS session. A small number of artifacts were present in

most of the time series data, most likely caused by manually changing the TMS device

intensity in between TMS pulses (and hence charging the stimulator capacitors). These

deflections are short (one sample) and can only be observed in the vicinity of the TMS

coil. All slices of the realigned EPI scans were automatically scanned for the presence

of a sharp peak in the average grey matter signal with a custom algorithm to detect

distortions. The distorted slices were then interpolated based on the BOLD signal in the

previous  and  next  slice  with  custom  Matlab  code.  An  average  of  71  slices  were

interpolated per participant, out of a total 30 slices and 500 volumes.

Likely, the removal of the large artifacts due to coil charging does not rule out

smaller fluctuations that might still be present in the data (see results section).

Next, the fMRI and anatomical MRI data were preprocessed. The functional

MRI time series were corrected for head movement using least-square minimization

and rigid body transformations (REF). Next, the time series data was coregistered (not

resliced) to the T1 weighted anatomical scan using a rigid body transformation and a

mutual information registration method from SPM12. The images were then smoothed

with 8mm full-width at half maximum.

Next,  a  GLM approach  was  adopted  to  compute  the  amount  of  activation

observed on average for the 2 intensities of TMS stimulation. The generalized linear

model (GLM) included two events: single pulses of 115% RMT and 60% RMT. The

BOLD response  was  modeled  with  the  canonical  hemodynamic  response  function

(HRF)  and its  first-order  derivative.  Two nuisance  regressors  were  included in  the

analysis: the average BOLD signal in the white matter and the CSF. BOLD signals

were  filtered with a  high  pass  filter  of  80Hz before the  construction  of  the GLM.

Statistical images were constructed based on the contrast between TMS pulses of 115%

RMT and TMS pulses of 60% RMT using a T-statistic with a threshold at P < 0.05,

family-wise error (FWE) corrected [27].

Finally, the activation maps (T-maps and contrasts) were resliced to the lattice

of the T1-weighted anatomical scan for proper comparison with the model values, also

expressed in this lattice (see below).

Note that the above analysis does not include a normalization to MNI space,

the data stays represented in so-called ‘native space’ as they were oriented in the MRI

scanner. This was needed as the coil, FEM, and activation metric modeling described

above had to be performed in native space as well, and it is our goal to compare BOLD

activation  with  models.  As  the  participants  had  to  maintain  a  tilted  head  angle  in

contrast  to  the  normal  posture  to  allow  for  placement  of  the  TMS  coil  (see

‘experimental setup’ above). This native space data is less suitable to display activation

maps graphically as slicing would be under an oblique angle. The activation maps and

anatomical scan were normalized to MNI space using the normalization parameters

from the  unified  segmentation  step  described  in  the  session  on volumetric  meshes

above. This was purely done for visualization purposes of the fMRI BOLD data, all

analyses are performed in native space.
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from the  unified  segmentation  step  described  in  the  session  on volumetric  meshes

above. This was purely done for visualization purposes of the fMRI BOLD data, all

analyses are performed in native space.
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Comparison  of  fMRI  activation  maps  with  modeled
brain surface ‘activation’

fMRI activation maps, analyzed as the GLM regression coefficients (contrast

maps)  reflecting  relative  signal  change induced  by  TMS as  described  above  (high

intensity versus low intensity), need to be compared to the surface triangulation-based

modeled  ‘activation’ maps  described  in  the  previous  section.  The  fMRI  maps  are

expressed  in  a  rectangular  grid  compliant  with  the  Nifti  v1.1  data  specifications

(according  to  the  T1-weighted  anatomical  scan  because  of  the  reslicing,  see  the

previous section), but the modeled ‘activation’ comes as a value per triangle on the

extracted  brain  surface.  Hence,  we need  to  convert  the  modeled  activation  from a

triangular surface representation to a matching rectangular grid. We accomplished this

as follows. While iterating over all triangular faces representing the brain surface and

having an associated model ‘activation’, we computed for each triangle which grid

points in the lattice of the T1 weighted anatomical scan are closer than 1.5mm to the

triangle (shortest orthogonal distance to the triangle). Those lattice points (voxels) were

given the value of the model ‘activation’ associated with that triangle as explained in

the previous section. All voxels not in the vicinity of any triangle are given the value

zero.

This way, we obtain an ‘activation’ map in the same image lattice as the analyzed fMRI

bold activation maps so they can be compared. In this created image, all activation

values are constrained in the gray matter by virtue of the above procedure. An example

of such a model activation map is given in figure 3 below.

Figure 3: ‘Activation’ maps as assessed in the gray matter portion of a coronal slice of a
participant MRI image, in the same rectilinear image lattice for the analyzed fMRI bold
activation maps (right panel) and the C3 metric (left image) that is originally obtained on a
surface mesh, allowing direct comparison. In this created image, all activation values are
constrained in the gray matter by virtue of the processing pipeline discussed in this section.

For  a  proper  comparison,  the  fMRI  activation  maps,  represented  by  the

contrast  between  high  and  low-intensity  stimulation  (difference  between  high and

low ),  are  also  masked  by  the  gray  matter  indexed  map  obtained  from  tissue

segmentation (see the section on ‘Models of TMS evoked brain activation’) such that

voxels  outside  the  gray  matter  are  set  to  0.  This  procedure  assures  the  modeled

‘activation’ can be compared to the measured BOLD activation in a rectangular lattice

(a ‘voxel based’ comparison).

The overlap between the measured BOLD activation map and the modeled

activation (for each metric) forced into a rectangular lattice representation as described

above is  assessed  as  follows.  First,  both  the  BOLD fMRI activation  map  and the

modeled  ‘activation’ map  are  thresholded  at  a  ratio  of  0.3 (30%)of  the  maximum

activation value, where values below the threshold are set to 0 and above the threshold

to  1.  Then,  the  Dice  Sörenssen  coefficient  (DSC)  is  used  to  compute  the  overlap

between the two images. This DSC index originally stems from agriculture, and was

used  to  compare  vegitation  on  fields,  and  has  later  been  adopted  for  comparing

binarized medical tissue images in segmented images, including brain segmentations

(Baselice, Ferraioli, & Pascazio, 2015; Zou et al., 2004). This index is straightforward,

and  computes  the  fraction  of  overlapping  voxels  (3D  image  pixels)  between  2

binarized images X and Y in relation to the total volume of the segmented image, as

follows:

D SC=
2|X∩Y|
|X|+|Y |

This index yields a maximum of 1 when the two images compared are identical, and 0

when they are completely non-overlapping.

DSC’s are computed for the following 3 comparisons:

X= T(high – low );  Y =  T(ACE);

X= T(high – low );  Y =  T(AC3);

X= T(high – low );  Y =  T(AC2);

where high – low is the contrast between high and low TMS-induced BOLD
activation,  ACE is  the model  activation for the CE metric  (total  field)  as
explained in the section on modeling above. T is a thresholding function
where:

T ( x )={0: x≤t

1 : x> t
}

The threshold value t  equals  0.3 x the maximum value of  the map that  is

thresholded.  The DSC is  computed for  voxels  within a spherical  region of  interest

(ROI) around the location of maximum activation in the CE model. This is done to

exclude voxels in regions further away from the motor cortex, that might be activated

Comparison  of  fMRI  activation  maps  with  modeled
brain surface ‘activation’
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voxels  outside  the  gray  matter  are  set  to  0.  This  procedure  assures  the  modeled
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(a ‘voxel based’ comparison).
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through connections or auditory signals due to the fact that the supra-threshold TMS

pulse still evokes a louder clicking sound than the sub-threshold TMS pulse. This way,

the most direct comparison possible is made between directly activated cortical layers

and modeled activation in cortical layers.

Results

TMS induced BOLD activation

For 6 participants, the TMS BOLD activation was analyzed as described in the

methods section. The regression coefficients for high and low TMS machine output

were contrasted and overlayed on the anatomical MRI of each participant. In figure 4,

the fMRI activation for high versus low machine output TMS is presented in a slice

through the motor cortex for 2 participants.

Figure 4:  TMS-induced BOLD activation maps for high versus low machine output TMS
overlayed on the T1 weighted MRI for 2 participants (top panels denote one participant,
bottom panel another participant), in saggital, coronal and axial view (from left to right).

There is an area of activation near the targeted region for most participants.

Targeting was not always successfully maintained while the setup was in the MRI bore,

sometimes regions near but not exactly on the motor cortex were targeted with the

isocenter of the TMS incident field (also see figure 5 with 3D renderings). Activation

in the targeted motor cortex area tends to be in the more superficial parts of the cortical

sheet (the gyral crowns) and not so much in the deeper parts of the sulci.

Also, in the left temporal lobe, there is a larger cluster of activation for some

participants, that extends into non-neuronal tissue outside the brain. We believe this is

an artifact due to the manual alteration of intensity during the experimental session, as

explained in the methods section (‘fmri activation analysis’). In the 3D renderings of

BOLD activation below, it can be seen that these potential artifacts are close to the coil

wing near the temporal lobe, especially when the coil deviated from its ideal position

parallel to the scalp. For this reason, the BOLD activation was only evaluated within a

ROI of 4cm around the maximum model activation (generally near the maximal field

center line of the coil, see methods section), largely excluding this artifact from the

assessment.

Comparison of model and BOLD activation patterns

As described in the methods section, the DSC was computed to compare the

overlap of the model and BOLD activation for each of the 3 metrics. See figure 5a and

5b below for 2 participants, where a cortical rendering is presented of TMS-evoked

BOLD activation  and  modeled  activation  for  the  3  metrics.  In  the  title,  the  DSC

overlap coefficient between measured BOLD and modeled activation is given for each

metric.  The  cortical  renderings  for  all  other  participants  are  provided  in  the

supplementary material.
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5b below for 2 participants, where a cortical rendering is presented of TMS-evoked

BOLD activation  and  modeled  activation  for  the  3  metrics.  In  the  title,  the  DSC

overlap coefficient between measured BOLD and modeled activation is given for each

metric.  The  cortical  renderings  for  all  other  participants  are  provided  in  the

supplementary material.
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Figure 5-a: Cortical renderings of TMS evoked BOLD activation (left panels) and modeled
activation for the CE, C3 and C2 metrices (from left to right). In the title, the DSC overlap
coefficient between measured BOLD and modeled activation is given for each metric. Top
panels  and middle panels  provide a top and middle view of  the entire cortex,  with an
idealized TMS coil rendered at the reconstructed TMS coil position (from the T2 wighted
MRI,  see  methods)  and coil  B-field  isocenter.  The bottom panels  provide  a  zoomed-in
version  of  the  same  data.  The  blue  sphere  was  the  center  of  the  ROI  for  which  the
analytical comparison between observed activation (left panels) and the model activations
(other panels) was computed.

Figure 5-b: Same data as for Figure 5a, but for another participant.

As  it  can  be  seen  from  figure  5,  for  both  subjects  there  is  some  spatial

resemblance between the BOLD activation and especially the activation following the

‘total induced field’ metric CE and the ‘parallel’ activation metric C2 model, that all

show activation primarily in the gyral crown. The C3 metric results in ‘activation’ that

has maximal values somewhat deeper inside the sulci. This pattern of resemblance is

reflected in a lower DSC for the comparison of activation following the C3 metric with

respect to the BOLD activation.

In table 1 below, the DSC coefficients for all 6 participants are given for all 3

metrics.  There  is  a  trend  for  a  lower  DSC for  overlap  between  measured  BOLD

activation  and  modeled  activation  due  to  C3  as  compared  to  the  other  2  metrics

(T=1.722, p=0.058).
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analytical comparison between observed activation (left panels) and the model activations
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resemblance between the BOLD activation and especially the activation following the

‘total induced field’ metric CE and the ‘parallel’ activation metric C2 model, that all

show activation primarily in the gyral crown. The C3 metric results in ‘activation’ that

has maximal values somewhat deeper inside the sulci. This pattern of resemblance is

reflected in a lower DSC for the comparison of activation following the C3 metric with

respect to the BOLD activation.

In table 1 below, the DSC coefficients for all 6 participants are given for all 3

metrics.  There  is  a  trend  for  a  lower  DSC for  overlap  between  measured  BOLD

activation  and  modeled  activation  due  to  C3  as  compared  to  the  other  2  metrics

(T=1.722, p=0.058).
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Figure 5-b: Same data as for Figure 5a, but for another participant.
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(T=1.722, p=0.058).
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DSC CE C3 C2

S1 0.7108 0.5392 0.6487
S2 0.5453 0.4757 0.5634
S3 0.4685 0.4416 0.3245
S4 0.4849 0.4594 0.4303
S5 0.5849 0.4672 0.5211
S6 0.4482 0.4083 0.4064

Discussion

We managed to successfully stimulate 6 participants with TMS on or near the

motor cortex while acquiring BOLD fMRI data. Observed BOLD activation tends to be

primarily  focused around the  more  superficial  parts  of  the  cortical  sheet,  the gyral

crowns.

After segmentation and volume meshing of the anatomical T1 weighted MRI

scan,  calculation  of  the  incident  field  of  the  TMS coil,  and estimation  of  a  Finite

Element Model, we obtained a realistic individual total induced field pattern for the

same 6 participants.  We applied 3 putative models  of  induced E-field <> neuronal

activation  following different  assumptions on cell  types that  are  sensitive  to  TMS-

induced fields:  the  well-known C3  cosine  model  assuming neurons  oriented  along

cortical  columns  perpendicular  to  the  cortical  field  attribute  the  majority  of  the

activation, an alternative model C2 where horizontally directed interneurons contribute

most to the activation or a simpler model CE where the magnitude of the total induced

E-field activates neurons, irrespective of the direction of the induced E-field.

When directly comparing the observed activation with modeled activation in

the cortical sheet, the most overlap was found for the CE model where no directional

preference was observed. A lower overlap was found for the C2 metric of neuronal

activation, and the worst-performing metric was the well-known C3 metric based on

cortical column orientation.

When inspecting the measured BOLD activation and the modeled activation

patterns on the cortical surface, as depicted in figure 5, the above finding seems to be

largely explained by the fact that the BOLD observation is constrained to the more

superficial part of the gyral crowns, rather than deeper in the sulci. Both the CE and C2

models predict more superficial ‘activation’, and hence show the most overlap with the

measured BOLD activation. The CE and C2 models did not differ substantially from

each other.

These findings seem to match the findings of (Bungert et al., 2017; Opitz et

al.,  2011,  2011)  best.  Their  brain  modeling  results  also  exhibited  the  strongest

superficial rather than sulcal induced currents, which they attributed not only to the

incident field strength decaying rapidly below the coil surface, but also the resistance

caused by the narrow passages between the gyral crowns and the inner side of the dura

mater that constrains the flow of cerebral spinal fluid. It has to be noted here that in the

aforementioned  studies,  induced  currents  were  assessed  directly,  and  not  through

macroscopic neuronal activation metrics as attempted here. Although Bungert et al did

not directly compare their modeling results to functional MRI activation in the same

subjects as the present study attempted, they did analyze functional MRI literature on

motor activation and concluded from that literature that indeed fMRI activation tends

to be more superficial than deeper within the sulci for motor-related paradigms. The

assessment by as somewhat hampered by the necessity to use MNI space averages and

infer  sulcal  activation  maps  from  such  reported  coordinates,  which  can  be  quite

different from native space non-normalized brain space, the results point in the same

direction as the present study that did compare modeling work with activation directly

in 6 participants.

The present study had several important limitations that need to be discussed.

First, the BOLD fMRI experiments were, for some subjects, plagued by artifacts that

seemed  related  to  the  manual  alterations  of  TMS  machine  output  during  the

experiment. We were able to remove the larger spikes but some more subtle activation

that correlated with the super versus subthreshold stimulation paradigm adopted here,

was still  present in  the activation contrast as  can be seen in figure 5. This  artifact

mainly occurred near the temporal lobe directly below one coil wing. For the BOLD

and model activation overlap assessment,  we focused  on activation near  the motor

cortex using a spherical region of interest approach to exclude the artifact from our

results.

Second,  for  computational  reasons,  we  merged  the  skin  and  skull  tissue

segments. This greatly simplified the volumetric meshing of those tissue volumes as

the boundary between them was noisy in our data, and unsuitable for FEM. We might,

however, have overestimated the secondary currents as modeled by FEM (right-most

expression in equation [1]) as a result.

Third, the overlap assessment of BOLD with modeled ‘activation’ by the DSC

value  is  probably  simplistic,  for  several  reasons.  The  first  reason  is  that  BOLD

activation evoked by TMS reflects the full pattern of neuronal activation, both local to

the TMS evoked maximal field, as well as local and distal responses to such neuronal

activation through connections, through secondary activations caused by TMS such as

auditory or somatosensory signals (even though we contrasted high vs low-intensity

TMS  there  still  is  a  difference  between  both  conditions),  and  possibly  through

reafferent activation from evoked muscle activation due to suprathreshold stimulation.

The modeled activation on the other hand only reflects directly activated cortical tissue,

and  completely  disregards  activation  through  local  and  distal  connections.
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Nevertheless, one can safely assume that also the BOLD activation at least reflects the

same type of direct neuronal activation as the modeled direct activation, and hence

shows a larger degree of overlap for correctly modeled activation.

In  conclusion,  the  present  study  observed  that  at  the  moment  total  TMS-

evoked  electric  field  assessments  as  modeled  by  FEM  are  sufficient  to  describe

neuronal activation that occurs mainly in the gyral crowns, for both BOLD fMRI and

modeled  activation.  Activation  preference  for  currents  running  in  parallel  with  the

cortical  surface  performed  equally  well,  but  the  well-known C3  metric  where  the

orientation of cortical columns perpendicular to the gyral wall is supposed to explain

the largest part of TMS-evoked activation (Fox et al., 2004), performed worst of all 3

activation models tested. Further research with higher resolution imaging techniques

should be able to better discriminate between total electric field and currents parallel to

the cortical sheet, or more detailed cortical layer models.
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Abstract

Repetitive  transcranial  magnetic  stimulation  (rTMS)  has  been  applied

increasingly to  treat  severe mental  disorders  over the last  2 decades.  For example,

rTMS applied over the left dorsolateral prefrontal cortex (DLPFC) provides a safe and

effective  treatment  for  selected  patients  with  treatment-resistant  major  depressive

disorder (MDD). Little is known, however, about the mechanisms of action of TMS in

the brain, which might lead to the unreliable outcome often observed. 

To better understand the mechanism of action of TMS, we devised a new setup

capable of studying the effects of TMS in-vivo using TMS concurrently with functional

MRI. This setup overcomes several technical hurdles present in discharging a TMS coil

inside a 3T MRI environment, such as mechanical forces acting on the coil and mounts

to  the  MRI bed,  the  exact  timing  of  TMS with  respect  to  MRI  readout  gradients,

leaking of currents to the MR bore from a charging TMS device, and the challenge of

placing  the  coil  to  frontal  and lateral  sites  and monitoring its  position.  This  paper

describes  the  setup  in  detail  and  elaborates  on  how  the  specific  challenges  are

overcome.

To test the feasibility of the approach, we applied single-pulse TMS to the left

DLPFC in 10 healthy participants using this unique TMS-fMRI set-up, in which we

could record the direct effects of TMS in the brain. 

Stimulation of the DLPFC triggered activity in a number of connected brain

regions,  including  the  subgenual  anterior  cingulate  cortex  (sgACC)  in  4  out  of  9

participants. The sgACC is of particular interest because regulating the activity in this

region has shown to relief some patients with depression symptoms. 

We  conclude  that  this  improved  concurrent  fMRI-TMS  method  allows

investigations into the neural mechanisms behind putative TMS treatment effects, and

can elucidate the relevant pathways. Several future improvements are proposed based

on the current study.

Introduction

Major depressive disorder (MDD) is a complex disorder characterized by a

depressed mood and/or loss of interest or pleasure in (almost) all activities(American

Psychiatric  Association,  Association,  others,  &  American  Psychiatric  Association,

2013).  It  affects  4.7% of the global population and is  the second leading cause of

disability worldwide [1] [2]. 

MDD  is  currently  treated  by  means  of  antidepressant  medication,

psychotherapy  (often  behavioral  therapy),  or  some  combination  of  these  two.

Treatment-resistant  patients  are  treated  with  electro-convulsive  therapy  or,  in  rare

cases, with deep brain stimulation. 

rTMS is a targeted non-invasive brain stimulation method, with only mild side

effects and has proven to be effective in the treatment of MDD [3], and has recently

obtained FDA approval for its application in MDD [4].

TMS is a means of using electromagnetic induction to stimulate a brain region.

Repetitive delivery of TMS pulses (rTMS) to a brain region modulates the excitability

of the stimulated cortical area, inducing changes in neural plasticity [5] (Allen, Pasley,

Duong,  &  Freeman,  2007).  These  neuroplastic  changes  outlast  the  duration  of

stimulation and are believed to be induced through long-term potentiation/depression

mechanisms  [6]. High (> 5 Hz) or low (< 5 Hz) frequency stimulation results in a

lasting increase or decrease in excitability, respectively [7][8]. Stimulation is applied to

a focal region in the brain, but the effects of TMS are not limited to the stimulated

brain region but can spread to other cortical areas [9] [10][11]. 

Although already applied clinically, little is known about the mechanism of

action  of  high-frequency  stimulation  of  the  DLPFC.  Over  the  last  decades,

neuroimaging  studies  have  investigated  the  depressed  brain  intensively  and  several

neuroanatomical regions have been found to exhibit abnormal activity in patients with

MDD,  with  the  subgenual  anterior  cingulate  cortex  (sgACC)  attracting  the  most

attention.  Neuroimaging  studies  have shown that  baseline  metabolic  activity  in  the

sgACC  is  increased  in  patients  with  MDD  and  that  normalization  of  the  sgACC

activity  correlates  with  relief  of  depressive  symptoms  [12][13][14][15].  It  is

hypothesized that rTMS of the DLPFC induces an antidepressant effect through direct

or  indirect  neuromodulation  of  the  abnormal  activity  in  the  sgACC  [16].  MRI

functional connectivity studies show that treatment outcome positively correlates with

functional connectivity strength between the sgACC and the DLPFC, providing some

evidence  for  this  hypothesis  [16] [17].  However,  the  evidence  is  limited  and  a

relationship  between  resting  state  functional  connectivity  and  the  propagation  of

activity evoked by TMS has not been established yet.
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Therefore, we designed an improved method that can be used to investigate

the propagation pattern of TMS-induced activity after stimulation of the left DLPFC

and other target regions relevant for TMS treatment. Because TMS effects are strongly

affected by TMS coil placement (with respect to individual brain morphology), we also

investigated the effect of TMS coil placement on propagation patterns of TMS-induced

activity [18] [19]. 

Other  research  groups,  Bohning  et.  al.  ,  have  preceded  us  in  exploring

concurrent  TMS/fMRI.  Some  of  the  first  approaches  by  [20],  [21] with  an  open

birdcage MR receive coil and echo-planar imaging sequences demonstrated for the first

time that this technique was feasible. Later improvements by other groups included the

prevention of currents from the recharging TMS stimulator (after a TMS pulse) and

other  high-frequency noise from outside  the  MRI room to  leak into  the  MR bore,

potentially  heavily distorting  imaging quality  [22] [23],  improvements  of  the pulse

sequence and shimming techniques used  [23], improved coil placement and location

monitoring [24], and several more. The improved setup presented here builds upon a

previous paper from our group where a new open coil array was used allowing medical

as well as lateral coil placement, as more space is available to maneuver the TMS coil

while still recording whole-brain EPI images, introducing this particular approach [9].

The present study adds an improved pulse sequence and improved synchronization of

TMS pulse timing with respect  to  the  MRI readout gradients  using a  custom-built

dedicated electronics unit, which facilitates image stability and allows specific phase

mapping applications described elsewhere [25].

To  test  the  feasibility  and  performance  of  this  improved  setup  for  the

investigation of treatment-relevant TMS effects in the brain, we applied single pulses

of  TMS  to  the  left  DLPFC  during  a  functional  MRI  recording  in  10  healthy

participants.  To  assess  the  performance  of  the  current  setup  compared  to  previous

work, and to investigate the ability to investigate a well-known brain network, we also

investigated stimulation of the thumb motor area M1, which has been studied in the

majority of aforementioned studies.

We assessed whole brain network activity evoked by comparing TMS pulses at

an intensity above the motor threshold with pulses below the motor threshold. We also

carefully  monitored  TMS coil  location  relative  to  DLPFC to  assess  the  effects  of

variability in coil location on evoked activation. 

(The material and methods section is further extended to cover in detail the

custom  in-house  developed  electronics  (sync  box),  allowing  for  precise  temporal

decoupling/synchronization of MR with TMS. You are reading an adaptation of the

original text with additional emphasis on the setup employed in the study.)

Materials and methods

Participants

The experimental procedure was approved by the medical ethics committee of

the  University  Medical  Center  Utrecht  (UMCU),  Utrecht,  The  Netherlands.  All

participants provided written informed consent and were screened for MRI and TMS

exclusion criteria. MRI data were acquired from 10 right-handed participants (Table I).

One participant had to  be excluded due to  unavailability for the follow-up session.

During  the  experimental  procedure,  we  strictly  adhered  to  the  guidelines  and

recommendations  for  TMS  endorsed  by  the  International  Federation  for  Clinical

Neurophysiology [26]. 

Table I. Participant details. The MNI coordinates of the normalized center of gravity 
(COG) of the TMS area are shown for each participant. The TMS area is based on initial 
TMS coil placement and corrected for subsequent head motion during image acquisition. 
The maximum displacement of the TMS target from the center of gravity reflects the effect 
of head movement on the displacement of the TMS coil isocenter. 

Participa
nt

number
Sex Age

RMT
[%MO]

Comment
COG of TMS area Max displacement

from the COG
(mm)

TMS-MRI of

X Y Z

1 F 21 66 -43 23 45 4.4

2 M 34 73 -25 18 62 3.3

3 F 25 76 Excluded - - - -

4 M 18 58 -29 41 37 6.1

5 F 19 83 -33 25 47 5.2

6 F 24 83 -30 33 41 5.0

7 M 23 80 -29 28 52 2.1

8 F 20 78 -35 25 47 3.6

9 F 19 83 -33 22 57 2.9

10 F 20 82 -30 14 51 2.5

Experimental Setup

Our concurrent  TMS-fMRI setup  has  previously  been used to  successfully

detect TMS-induced activity in the motor network in response to TMS pulses delivered

to the primary motor cortex (M1) of healthy participants [9]. The main changes are the

improved synchronization of the TMS pulse administration with MR readout gradients,

and the pulse sequence.
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Coil Type Segments  
Per  
Wing 

Integration 
Step 

Radius 
Innermost 
Winding 

Radius 
Outtermost 
Winding 

Outer 
Interwings 
Distance 

#Layers 
 

#Winding 
turns 
 

BSM-811 92 0.025 mm 44 mm 44 mm 2 mm 1 1 

BSM-819 763 0.012 mm 26 mm 44 mm 2 mm 1 9 

BSM-879 5341 0.04 mm 26 mm 44 mm 2 mm 7 9 

 
 
Coil Type Phantom 

Experiment  
(1% MO) 

Human FEM 
Model  

(70% MO) 

Current Distribution 
Factor 

(w) 

BSM-811 25032 [mA] 288.75 E106 [A] * 7 

BSM-819 3576 [mA] 38.5 E106 [A] * 1 

BSM-879 511 [mA] 5.5 E106 [A] / 7 
 
 

Participant 
number Sex Age RMT 

[%MO] Comment 

COG of 
TMS area 

Max 
displacement 

from the COG 
(mm) 

TMS-
MRI of 

M1 X Y Z 

1 F 21 66  -43 23 45 4.4 Yes 
2 M 34 73  -25 18 62 3.3 No 
3 F 25 76 Excluded - - - - - 
4 M 18 58  -29 41 37 6.1 No 
5 F 19 83  -33 25 47 5.2 Yes 
6 F 24 83  -30 33 41 5.0 Yes 
7 M 23 80  -29 28 52 2.1 Yes 
8 F 20 78  -35 25 47 3.6 Yes 
9 F 19 83  -33 22 57 2.9 Yes 
10 F 20 82  -30 14 51 2.5 No 

 

# 
DLPFC VLPFC APFC MPFC PM OFC S1 sgACC SPL Temp 

1 Left          

2 Left Left Left  Left     Right 

3 - - - - - - - - - - 

4  Left   Left      

5 Left Left Left Left Left Bi  Left  Right 

6 Left Left     Left    

7 Left Left Left Left    Left   

8  Left     Left Left   

9 Left Left Left Left Left  Left Left   

10 Left        Left Bi 
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Overview

The setup we devised consists of a relay box preventing leakage currents from

the stimulator from distorting the MRI image acquisition, consisted of MR compatible

TMS coil, a safety box, a 3T MRI scanner, and finally a connected synchronization box

to operate and synchronize the relay box and the TMS device with MRI acquisition

Figure 1 below presents an overview of the entire setup where arrows denote

the  flow  of  connectivity  between  each  component.  There  were  two  key  control

pathways  responsible  for  controlling  the  relay  box  CS2  and  triggering  the  TMS

machine CS1.

Figure 1: The integrated transcranial magnetic stimulation (TMS) MRI setup: A, 3 T MR‐ ‐

scanner (Achieva, Philips, Best, the Netherlands); B, control box; C, safety box; D, TMS
stimulator  (Magstim  Rapid2,  Whitland,  Carmarthenshire,  UK);  E,  filter  box  (Magstim
Rapid2);  F,  MR compatible  TMS coil  (Magstim Rapid2);  X ray  images  were  obtained‐ ‐

using a C arm (BV29, Philips) Adaptation from original published work of Mandija et. al.‐

Figure1 [25]

TMS stimulator and MR-compatible coil

A bi-phasic Magstim Rapid2 magnetic stimulator and an MR-compatible TMS

coil  were used.  We measured the  pulse  shape with  an oscilloscope,  the results  are

displayed in Figure 2-A. Multiple measurements were conducted starting from 1% to

17% using a circular (2cm) pick-up coil at 3cm from coil iso-center. In Figure 2b you

can see an X-ray of the coil where the wiring is visible. 

Figure 2: On the left (a) screen export form the oscilloscope device, plotting the induced
voltage in a pick-up coil 3cm from coil surface iso-center using 17% TMS MO. On the
right (b) the bottom and side-way X-ray scan

RF filter box with leakage relay

The TMS filter box manufactured by Magstim Inc., UK was used between the

TMS stimulator and the MR-compatible TMS coil, mounted on and earthed with the

waveguide tube in the wall of the MRI room. It operates a relay that is closed only

during the TMS pulse, and open otherwise, thus preventing leakage of currents induced

during re-charging of the large capacitor-bank in the TMS stimulator. It also filters out

RF noise from outside the MRI room. Its function is described in detail elsewhere [22].

A drawing of the main circuits inside the filter box (taken from Weiskopf et al) is

provided in Figure 3.
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during the TMS pulse, and open otherwise, thus preventing leakage of currents induced

during re-charging of the large capacitor-bank in the TMS stimulator. It also filters out

RF noise from outside the MRI room. Its function is described in detail elsewhere [22].

A drawing of the main circuits inside the filter box (taken from Weiskopf et al) is

provided in Figure 3.
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TMS stimulator and the MR-compatible TMS coil, mounted on and earthed with the

waveguide tube in the wall of the MRI room. It operates a relay that is closed only

during the TMS pulse, and open otherwise, thus preventing leakage of currents induced

during re-charging of the large capacitor-bank in the TMS stimulator. It also filters out

RF noise from outside the MRI room. Its function is described in detail elsewhere [22].

A drawing of the main circuits inside the filter box (taken from Weiskopf et al) is

provided in Figure 3.
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Figure 3:  Minimizing leakage currents through the TMS coil. (a) Low-frequency leakage
currents Ileak are only limited by the low resistance RTMS of the TMS coil. Therefore, even
small residual voltages can cause significant leakage currents Itms flowing through the
TMS coil. (b) To minimize Itms, a relay with minimal resistance Rrel is inserted in parallel
to the TMS coil and two high-voltage diodes are inserted in series. The diode arrangement
ensures that the effective coil resistance RTMS is very large (>100 kΩ) when the voltage
across the coil and diodes is less than 0.5 V. When the relay is closed it shorts the leakage
current,  preventing  it  from  flowing  through  the  TMS  coil.  (Figure  1  in  the  original
publication [22])

Synchronization box

An  important  addition  to  the  previous  setup  is  a  greatly  improved

synchronization between the TMS pulse, the MR readout gradients and the opening

and closing moment of the filter box relay (see section ), using the so called ‘sync box’

designed especially for this setup. The sync box input is the TTL pulse arriving from

the MR scanner indicating the moment of the RF excitation pulse, and the ouputs are

connected to the filter box and the TTL trigger input of the TMS main unit. It is fully

programmable and operates at microsecond precision. The main purpose  of the sync

box is to guarantee the triggering of the TMS pulse at a fixed interval after the MRI

TTL pulse, and precise closing and opening of the relay in the filter box to prevent

leakage currents from entering the MRI room.

The timing should be precise (milliseconds) to be able to conduct imaging

modalities  such  as  phase  accumulation  where  temporal  precision  is  of  critical

importance.  Phase  mapping sequence used to  measure  magnetic  field  patterns of  a

TMS coil in the MRI bore, by exploiting the fact that phase shifts are proportional to

incident field strengths evoked by a TMS pulse. For such unique measurements, a TMS

discharge must be exactly triggered at the start of the MR readout gradient onset, with

microsecond precision. Details of this application can be found  in a previous paper

from our group  [27].  Also for EPI (fMRI) the slow time response of the relay  (15-

17ms) limits the potential window of opportunity and narrows the tolerance to error.

The previously based PC control via COM port control [9] was considered inadequate

to  provide  reliable  millisecond resolution  based  on  the  software  timers  of  the  OS.

Options varied from complex real-time OS  (RTOS) to expensive real time IO carts,

instead, we decided to experiment with PSoC solutions popular in the car industry to

achieve basic  automation.  PSoC stands  for  programmable  system  on  chip  and

incorporate  an  FPGA (programmable  field  matrix)  with  onboard  ARM Cortex  M0

processor for control and many auxiliary discrete components on the same silicon chip

(e.g. IO and serial communication). Instead of going through the effort of programming

the FPGA directly, there is free IDE software with ready available library of common

digital&analog components. At the same time we still benefit of FPGA properties low

latency and high fidelity implementation with the only drawback of initial small (<1s)

boot time when powering on.  Manufacturer:  Cypress Electronics; Prototyping board:

CY8CKIT-049-4200 family PSoC 4 chip.

The sync box allows for two modes of operation in regard to adjusting timings

with the scanner to perform either single slice or volume acquisition. When in single-

slice  mode the  TMS is  triggered  on  every  incoming TTL pulse  from the  scanner,

otherwise in volume mode it  is triggered on every N slice based on the span of the

volume. The mode can be switched from the front panel of the device (Figure 1-B)

however it does require reprogramming to change N for the number of slices in volume

mode.  Single  slice  mode was  used  for  phase  accumulation  experiments  mentioned

before and published elsewhere [25][28]. The volume mode was designed for the study

described here, and allows 1 TMS trigger per EPI volume, and the skipping of EPI

volumes  to  accommodate  the  acquisition  of  the  slow  fMRI  BOLD  response  (see

section  ). In Figure 1-B we can see that the control box gets its input from the MR

scanner and provide two outputs, one for closing the relays and another for triggering

the TMS itself, provided as control outputs CS1 and CS2 responsible for triggering the

TMS and closing the relay respectively.

A schematic drawing of the sync box internals, its in- and output pins and

other components is given in Figure 4. The input from the scanner is connected via

BNC  coax  cable  on  input  pin  PI_MRI_TTL on  the  MCU  and  further  routed  to

component Counter_TTL. A digital pulse counter is used only in volume mode to wait

for N scans before triggering. The timer element PWM_RELAY determines the timing
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box is to guarantee the triggering of the TMS pulse at a fixed interval after the MRI

TTL pulse, and precise closing and opening of the relay in the filter box to prevent

leakage currents from entering the MRI room.
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the TMS itself, provided as control outputs CS1 and CS2 responsible for triggering the
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A schematic drawing of the sync box internals, its in- and output pins and

other components is given in Figure 4. The input from the scanner is connected via

BNC  coax  cable  on  input  pin  PI_MRI_TTL on  the  MCU  and  further  routed  to

component Counter_TTL. A digital pulse counter is used only in volume mode to wait

for N scans before triggering. The timer element PWM_RELAY determines the timing
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for  starting  opening  the  relay  (CS2  pathway  in  Figure  1)  on  pin  PO_RELAY and

PWM_SAFETY provides an extra 20ms time window to allow for the relay to close

completely. Finally, PWM_TMS is the delay for triggering the TMS (CS1 pathway in

Figure 1) on digital output pin PO_TMS. There is also one extra PWM depicted in

Figure 4, namely PWM_TEST, which is intended for developers only,  allowing for

quick testing by mimicking the input TTL pulse expected from the scanner. 

Figure 4: Top: photo of the front and back panel of the sync box. Bottom: Schematics of the
sync/control box, direct screen from PSoC Creator 3.4, where each 4x PWM (pulse width
modulators) and 1x Counter components are interconnected  along a common digital bus
along auxiliary logical gates AND, OR and INVERSE. (PO stands for Output Pin and PI
for Input pin)

There are 4 LEDs on the front panel of the sync box, see the top photo Figure

4. They are intended as visual feedback for the user, and although hard to interpret

directly they are still informative to whether the currently running sequence is expected

or not.  On every  MR-TTL pulse,  the  blue  LED blinks and the yellow LED lights

during the complete time frame of the synchronization period. The yellow LED will be

enabled for each blink of the blue LED in single-slice acquisition mode and every N

blinks otherwise during volume acquisition. Finally, the green LED will light up for the

duration of 20ms, the time for the relay to completely close, followed by abrupt red

LED blink to signify the brief moment (5ms time frame) where the 0.5ms long TMS

pulse is discharged.

The back panel of the sync box, as shown in Figure 4, accommodates all of the

necessary cable plugs, such as USB 2.0 power and data (MCU programming/flashing);

BNC connection to the MRI; LTP port connection to the gray box.

The input to the sync box is coming directly from the scanner, MRI-TTL, TTL

standing for transistor level logic (3-5V) and it is handled as a high impedance input at

MCU  level  (PI_MRI_TTL Figure  4).  Although  the  moment  of  the  TTL pulse  is

adjustable, the scanner will signal at the end of each image sequence, by default. In the

case of a single slice acquisition, this will always denote the end of imaging, however,

in the case of volume acquisition, this often requires several acquisitions to form a

volume. A switch on the front panel of the sync box allows us to switch between the

two main modes of operation. When set to single slice mode the switch effectively

bypasses the counter Counter_TTL in Figure 4, when in volume mode the counter is

programmed to expect some number of pulses from the scanner before proceeding with

the relay and TMS trigger timing offsets via PWM_RELAY and PWM_TMS. In Figure

5 below we illustrate a complete EPI sequence with a TMS trigger at the end, the

image is not up to scale. Such EPI volumes with TMS were interspersed with volumes

without TMS to allow the slow BOLD response to a TMS pulse to evolve completely

before stimulating again. See section for details.

Figure 5:  A schematic drawing of  the EPI pulse sequence used in  this  study.  The RF
excitation (a-pulse), slice selection gradient (Gslice), phase encoding gradient (Gphase) and
readout gradient (Gread), the TMS pulse trigger and relay control signal are shown. 1St, 2nd

and last slice are shown. After the last slice, extra time (TTMS) of 300ms was added to
allow for the TMS pulse and closing and opening of the relay to prevent leakage currents
from  reaching  the  MR  room.  TR=2000  ms,  TE=23.0  ms.  Note:  this  figure  is  only  a
schematic to elucidate the main principle used, timings and magnitudes are not to scale as
this is not an exact log of the pulse sequence.
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To operate the setup safely and to prevent permanent damage to the relays of

the RF filter box we must ensure the TMS is never discharged when they are open. The

relays are exposed to high currents driven by quick high voltage ramps that can easily
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LED blink to signify the brief moment (5ms time frame) where the 0.5ms long TMS
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The back panel of the sync box, as shown in Figure 4, accommodates all of the

necessary cable plugs, such as USB 2.0 power and data (MCU programming/flashing);

BNC connection to the MRI; LTP port connection to the gray box.
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standing for transistor level logic (3-5V) and it is handled as a high impedance input at

MCU  level  (PI_MRI_TTL Figure  4).  Although  the  moment  of  the  TTL pulse  is

adjustable, the scanner will signal at the end of each image sequence, by default. In the

case of a single slice acquisition, this will always denote the end of imaging, however,

in the case of volume acquisition, this often requires several acquisitions to form a

volume. A switch on the front panel of the sync box allows us to switch between the

two main modes of operation. When set to single slice mode the switch effectively

bypasses the counter Counter_TTL in Figure 4, when in volume mode the counter is

programmed to expect some number of pulses from the scanner before proceeding with

the relay and TMS trigger timing offsets via PWM_RELAY and PWM_TMS. In Figure

5 below we illustrate a complete EPI sequence with a TMS trigger at the end, the

image is not up to scale. Such EPI volumes with TMS were interspersed with volumes

without TMS to allow the slow BOLD response to a TMS pulse to evolve completely
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Figure 5:  A schematic drawing of  the EPI pulse sequence used in  this  study.  The RF
excitation (a-pulse), slice selection gradient (Gslice), phase encoding gradient (Gphase) and
readout gradient (Gread), the TMS pulse trigger and relay control signal are shown. 1St, 2nd

and last slice are shown. After the last slice, extra time (TTMS) of 300ms was added to
allow for the TMS pulse and closing and opening of the relay to prevent leakage currents
from  reaching  the  MR  room.  TR=2000  ms,  TE=23.0  ms.  Note:  this  figure  is  only  a
schematic to elucidate the main principle used, timings and magnitudes are not to scale as
this is not an exact log of the pulse sequence.
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arc and yield the connector pins together, at worst even catching fire, thus it is very

important to prevent such a situation. The gray/safety box in Figure 1-C is preventing

exactly that. In addition, it provides an independent, current boosted/amplified power

source to the control line of the relay/filter box. 

Similar logic for safety is also built into the FPGA logic of the control/sync-

box. In Figure 4 you can see a binary digital logic AND-gate between PWM_TMS and

PWM_SAFETY pulse  width  modulators  used  for  timing.  The  latter is  adjusted  to

trigger at 20ms after the relay control signal is turned on to prevent the TMS trigger

before the relay is settled.

Final (third level) safety  precaution is built inside the relay box itself in the

form of an air-pressure safety pedal that prevents discharge unless pressed to avoid any

accidental triggering when handling any of the equipment and not in an active session.

MRI equipment and pulse sequence

All MR sequences (MRI-only and concurrent TMS-MRI) were performed in a

3T MR scanner (Achieva, Philips Healthcare, Best, The Netherlands). 

The pulse sequence used here is an adapted EPI sequence where an additional

silent time of around 300ms was inserted after the readout and phase encoding gradient

completed  their  sweep  of  K-space.  This  resulted  in  a  2D  EPI  sequence  with  the

following  parameters:  TR/TE  of  2,000.0/23.0  ms,  flip  angle  of  70°,  FOV  of

256x119.6x208 mm3, matrix of 64x64, voxel size of 4x4x4 mm3, scan duration of 17

min, 30 slices with a slice thickness of 3.6 mm and a slice gap of 0.4 mm. The TTL

pulse triggering the sync box was set at the same time as the RF excitation pulse (the

sync box then builds in a wait time such that the TMS pulse is scheduled 40 ms later

(during the extra silent time).

Mechanical setup

The setup where the coil was mounted and in which the participant head and

the MR FLEX receive coils were placed is identical to the setup described in De Weijer

et. al. [9] and is demonstrated in Figure 5.

The main advantage of this setup was that the head of the participant can be

tilted  away  from  the  normal  position  along  the  main  axis  of  the  B0  field  that  is

commonly adopted in MRI scanners, due to the FLEX coils that can be spaced further

apart than standard bird-cage MR receive coil arrays. This allows space for the TMS

coil to be placed also in more lateral positions on the scalp, and it allows the plane of

the TMS coil to stay closer to the perpendicular orientation relative to the B0 field of

the  MRI  bore,  which  minimizes  Lorentz  forces  acting  on  the  TMS  coil  when

discharging in a 3T MRI field. This greatly increases the safety of the participants as

such Lorentz otherwise poses a risk for the coil to become damaged during operation.

Figure 6:   Panel A Location of facial markers and TMS targets in the Neural Navigator.
Facial markers: the tip of the nose; nasion, left and right inner eyelid; left and right upper
and lower ear. TMS targets: the primary motor cortex (M1); dorsolateral prefrontal cortex
(DLPFC). The DLPFC is located in the middle frontal gyrus, 3cm anterior to the premotor
area. Panel B. TMS coil probes. The probes can be visualized in a T2-weighted scan to
determine their location with respect to the head. Panel C. Participant is lying on the MR
bed with the head positioned in between two MR receive coils and the TMS coil located
over the cranium. The TMS coil is oriented perpendicular to the static magnetic field of the
MRI scanner to minimize Lorentz forces in the coil. The head is tilted in order to position
the TMS coil over the left DLPFC. (In the published variant: Figure 2)
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determine their location with respect to the head. Panel C. Participant is lying on the MR
bed with the head positioned in between two MR receive coils and the TMS coil located
over the cranium. The TMS coil is oriented perpendicular to the static magnetic field of the
MRI scanner to minimize Lorentz forces in the coil. The head is tilted in order to position
the TMS coil over the left DLPFC. (In the published variant: Figure 2)
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Experimental protocols

The experiment was divided into two parts: an intake session (MRI-only) with

a standard  8-channel head coil,  and a  TMS session (concurrent  TMS-MRI).  These

sessions are described below.

Intake sessions

First,  a  3D  T1  weighted  anatomical  scan  was  acquired  with  a  TR/TE  of

10.0/4.6 ms, a flip angle of 8°, voxel size of 0.75x0.75x0.8 mm3, scan duration of 11.3

min, 225 slices with a slice gap of 0 mm. This scan was used for neuronavigation

during the TMS session and other visualization purposes.

Next,  a single-shot echo-planar imaging (EPI)  scan was acquired with 250

dynamics, a TR/TE of 2,000.0/23.0 ms, a flip angle of 70°, a voxel size of 4x4x4 mm3,

a scan duration of 8.5 min and 30 slices with a slice thickness of 3.6 mm and a slice

gap of 0.4 mm. During this scan, participants were instructed to move the thumb of the

right hand upon presentation of an auditory cue. This scan was used to validate our

concurrent TMS-fMRI setup by comparing voluntarily induced motor network activity

with TMS-induced network activity in response to TMS of the primary motor cortex.

Preprocessing and statistical analysis are described in the data analysis section.

TMS session

For each participant, the T1 weighted image acquired during the intake session

was segmented with SPM12 to obtain skin,  skull,  cerebrospinal  fluid (CSF),  white

matter, and grey matter (GM) masks [29]. The segmentations were used to visualize the

3D  brain  and  skin  surface  in  the  Neural  Navigator  (Brain  Science  Tools,  The

Netherlands, www.neuralnavigator.com). The location of M1 was obtained from the

statistical map acquired during the intake session and marked on the 3D brain surface.

The DLPFC target was placed 3 gyri (i.e. 3cm) anterior to the premotor gyrus within

the middle frontal gyrus, corresponding to the border between Brodmann areas 46 and

9 [30]. Eight facial markers were used to align world space with the MRI coordinates:

the upper and lower left and right ear, the left and right inner eyelid, the tip of the nose,

and the nasion (Figure 6-A). Neuronavigation was then used to determine the TMS coil

position for stimulation of M1. The TMS coil was oriented with the TMS coil handle

perpendicular to the orientation of the precentral gyrus and pointing in the posterior

direction. Markings were made on the bathing cap to be able to replicate the TMS coil

position inside the scanner since neuronavigation could not be performed inside the

MRI scanner room. These markings were also made for the DLPFC. For the DLPFC,

the TMS coil handle was oriented perpendicular to the orientation of the middle frontal

gyrus with the handle at 90 degrees with the midline. 

Next, the TMS coil was placed over the left M1 guided by neuronavigation to

determine the resting motor threshold (RMT). This was done by applying single pulses

of  TMS (with  an  inter-stimulus  interval  of  7s)  to  the  primary  motor  cortex  while

increasing the TMS stimulator output until a response in the APB muscle was visible in

5 out of 10 TMS pulses [31].

The concurrent TMS-MRI session was divided into two parts: In the first part

TMS was applied to M1 and in the other part TMS was applied to the DLPFC. For the

concurrent  TMS-MRI  experiments,  a  custom-made  setup  was  used.  The  head  was

positioned in a custom designed setup between 2 MR receive coils (Figure 6-C). The

TMS  coil  was  attached  to  a  custom  made  mount  which  was  positioned  over  the

participant’s  cranium,  eliminating  potential  TMS  coil  movement.  Additionally,  to

minimize Lorentz forces on the TMS coil wings, the angle between the TMS coil plane

and the MRI static  magnetic  field was limited  to  25 degrees.  The head was tilted

backward  and rotated slightly  to  match the  coil  position with the  markings  on the

bathing cap. The head and neck of the participant were supported to increase comfort

and minimize head movement during the scan. 

After TMS coil positioning, two scans were acquired.  First,  a T2-weighted

scan with a TR/TE of 13,609.0/80.0 ms, flip angle of 90°, voxel size of 2x2x2 mm3,

scan duration of 3.6 min. The purpose of this scan was to visualize the coil location and

orientation relative to the head. This was done by attaching 6 custom made markers

(small capsules filled with water) to the back of the TMS coil (Figure  6-B), which

appear hyper-intense on the T2-weighted scan. Second, a single-shot EPI sequence was

acquired with 500 dynamics, a TR/TE of 2,000.0/23.0 ms, flip angle of 70°, FOV of

256x119.6x208 mm3, matrix of 64x64, voxel size of 4x4x4 mm3, scan duration of 17

min, 30 slices with a slice thickness of 3.6 mm and a slice gap of 0.4 mm. We acquired

500 dynamics to make sure that we had sufficient power to detect the effects of single

pulses of TMS. During the EPI sequence, single pulses of TMS with an intensity of

115% RMT were interleaved with pulses with an intensity of 60% RMT. TMS pulses

were  delivered  with  a  random  interval  of  5  to  8  dynamics  (10  to  16s)  to  avoid

habituation. 

Specifically, an EPI volume with a TMS pulse immediately after the last slice

during an additional time window without readout constituted the  ‘TMS volume’. In

between TMS volumes, there were 5 to 8 EPI volumes of the same duration without a

TMS pulse. The total number of EPI volumes with a TMS pulse was 100 out of 500 in

total. See Figure 5 for details.

Data analysis

Analysis of the structural and fMRI data was performed with custom scripts

and SPM12 [29] in the Matlab R2014a environment (Mathworks Inc., USA). 
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The  T1-weighted  image  was  segmented  with  SPM  through  unified

segmentation with 6 tissue type priors to obtain a grey matter, white matter, and CSF

mask. 

All EPI volumes were inspected to determine image quality and to identify the

presence  of  potential  artifacts.  This  revealed  small  random  deflections  from  the

baseline  signal  level  in  a  single  slice  of  a  few functional  volumes per  time series

acquired during the TMS session. A small number of artifacts were present in most of

the time series  data.  These deflections were  short  (one  sample)  and could  only be

observed in the vicinity of the TMS coil. All slices of the realigned EPI scans were

automatically  scanned for  the presence of  a sharp peak in  the average grey matter

signal with a custom algorithm to detect  distortions. The distorted slices were then

interpolated based on the BOLD signal in the previous and next slice with custom

Matlab  code.  15  to  70  slices  were  interpolated  out  of  30  slices  and  500 volumes

depending on the participant.

All  EPI  volumes  were  realigned  and  normalized  using  the  non-linear

normalization parameters  obtained from the segmentation of  the T1-weighted scan.

The  EPI  volumes  were  subsequently  resliced  at  a  resolution  of  4x4x4  mm3  and

smoothed with an FWHM of 8mm.

Based on the location of the TMS coil markers in the T2-weighted scan, we

were able to reconstruct the TMS coil position and isocenter, as described in detail in

[9]. Thereafter, the EPI volumes were realigned using SPM12. Next, the mean EPI scan

was  co-registered  to  the  T1-weighted  scan.  The  inverse  of  the  EPI  to  T1  affine

transformation and the inverse of the EPI realignment affine transformations were used

to create a head movement-corrected reconstruction of the location of the TMS coil

isocenter.  Thereafter,  the  center  of  gravity  (COG)  of  the  TMS  coil  isocenter  was

calculated by calculating the average of the 3D coordinates of the TMS coil isocenter

over all volumes.

For  the  functional  data  obtained  during  the  intake  session,  the  thumb

movements were modeled with the canonical hemodynamic response function (HRF)

and its first-order derivative in a standard event-related GLM analysis with 2 nuisance

regressors:  the  average  BOLD signal  in  the  white  matter  and  the  CSF.  Statistical

images  were  constructed  based  on  an  F-statistic  with  the  F-threshold  at  P <  0.05,

family-wise error (FWE) corrected [29].

We  performed  a  standard  event-related  GLM  analysis  in  SPM12.  The

generalized linear model (GLM) included two events: single pulses of 115% RMT and

60%  RMT.  The  BOLD  response  was  modeled  with  the  canonical  hemodynamic

response function (HRF) and its first-order derivative. The mechanism through which

TMS induces brain activity is different from conventional MRI tasks which investigate

voluntary  brain  activity.  The  inclusion  of  the  first-order  derivative  allows  more

variability in the hemodynamic response, which allows more accurate modeling of the

BOLD response during TMS pulse delivery. Two nuisance regressors were included in

the analysis: the average BOLD signal in the white matter and the CSF. BOLD signals

were  filtered with a  high  pass  filter  of  80Hz before the  construction  of  the GLM.

Statistical images were constructed based on the contrast between TMS pulses of 115%

RMT and TMS pulses of 60% RMT using an F-statistic with a threshold at P < 0.05,

family-wise error (FWE) corrected [29].  

Results

Voluntary  versus  TMS-induced  motor  activity
(M1 session)

Voluntary  movement  of  the  right  thumb  results  in  observable  activity  in,

among other regions, the left primary motor cortex (M1) and supplementary motor area

(SMA), the right hemisphere of the cerebellum and the bilateral putamen and thalamus

(P < 0.05, FWE corrected; Figure 7-B). Because the participants were instructed to

move their thumbs based on auditory cues, activity was also observed in the primary

auditory cortex (A1). 

During the concurrent TMS-fMRI session, the TMS coil isocenter was located

slightly medio-anterior to the maximum BOLD response in the precentral gyrus, with a

limited  displacement  of  the  TMS coil  isocenter  due to  head  movement  during  the

session (Figure 7-A). The TMS-induced activity was defined as the contrast between

TMS pulses of 115% RMT and 60% RMT. The participant reported thumb movement

in response to high-intensity TMS pulses throughout the majority of the session and

reported  no  thumb  movements  for  low-intensity  TMS  pulses.  Some  TMS-induced

activity was observed in the bilateral M1 and thalamus, the left SMA and putamen, and

the right hemisphere of the cerebellum (P < 0.05, FWE corrected; Figure 7-C). Because

TMS  pulse  delivery  is  accompanied  by  an  auditory  ‘click’,  activity  can  also  be

observed  in  A1.  Additionally,  TMS-induced  activity  was  observed  in  the  bilateral

primary visual cortices. 
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Figure 7. Panel A. Activity in the primary motor cortex in response to voluntary thumb
movements (in red) and the location of the TMS coil isocenter during the TMS-fMRI

session is shown (in blue). Panel B. Activity in response to voluntary thumb movements
contrasted with baseline activity (P < 0.05, FWE corrected). Axial slices of an MNI brain
are shown (left = left). Panel C. TMS-induced activity in response to TMS pulses of 115%

RMT contrasted with baseline activity (P < 0.05, FWE corrected). The same slices are
shown in panel B. 

TMS target (DLPFC session)

The  following  sections  describe  the  results  of  the  DLPFC  session.  The

locations  of  the  COG  of  the  TMS  coil  isocenters  were  located  well  within  the

anatomical landmarks of the DLPFC in all participants (Figure 8-A). The TMS coil

isocenter remained within the DLPFC for the majority of the session in all participants,

despite small head movements. Head movement resulted in a maximum displacement

of  the  TMS  coil  isocenter  from  the  COG of  2.1  mm  to  6.1  mm  (mean:  4  mm)

depending on the participant, which shows that TMS coil placement was accurate and

head movement was limited. In the majority of the participants, the TMS coil isocenter

was located in the posterior part of the DLPFC, while the TMS coil isocenter was

located in the anterior part of the DLPFC for participants 4 and 6. The normalized

COGs of the TMS coil  isocenter  cluster  in  the left  DLPFC (Figure 8-B),  with the

COGs of participants 2 and 4 located on the edges of the middle frontal gyrus. 

Figure 8. Panel A. TMS targets projected onto individual brain surfaces.  The numbers
refer to the participant numbers in table I. The red dot indicates the location of the hand
area  in  the  primary  motor  cortex  (M1)  as  determined  through  fMRI.  Panel  B.  The
normalized center of gravity of each individual TMS target is projected onto an MNI brain.
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the left SMA. Application of TMS to the left DLPFC led to activity in a large part of

the left prefrontal cortex and a small cluster in the left M1 and S1.

Figure  11  shows  TMS-induced  activity  in  the  limbic  region,  specifically

focusing on activity in the sgACC. The delivery of TMS pulses to the DLPFC caused

activity in the sgACC in 4 out of 9 participants, all of whom showed activity in the left

(ipsilateral  to  stimulation)  sgACC (Table  II).  However,  participant  7  shows  TMS-

induced activity  on the boundary between the subgenual ACC and the neighboring

ACC. No activity was not observed for stimulation of M1 and is therefore specifically

related to DLPFC stimulation. 

The TMS targets are based on initial TMS coil placement (as determined through a T2-
weighted scan) and corrected for subsequent head movement during image acquisition (as
determined through realignment of the EPI volumes). Corresponding colors are used in
panels A and B and table I.

TMS-induced activity (DLPFC + M1 session)

An overview of neuroanatomical regions that showed TMS-induced activity in

response  to  TMS pulses  delivered  to  the  left  DLPFC is  shown for  all  participants

(Table II). Highlights of TMS-induced activity are shown on four slices of an MNI

brain for each participant (Figure 9). These slices showed activity in response to TMS

pulses  of  115% RMT contrasted  with  TMS pulses  of  60% RMT (P <  0.05,  FWE

corrected).  The  observed  propagation  patterns  of  TMS-induced  activity  showed

substantial  variation  between  participants.  However,  all  participants  showed  TMS-

induced activity in one or more subdivisions of the left prefrontal cortex. Interestingly,

TMS-induced activity was generally absent in the right hemisphere (contralateral to the

stimulation site). Although TMS-induced activity was predominantly present in the left

prefrontal  area,  it  also  propagated to  distant  areas:  including  parietal  and  temporal

areas. 

Table II. Summary of TMS-induced activity observed in individual participants. DLPFC: 
Dorsolateral prefrontal cortex; VLPFC: Ventrolateral prefrontal cortex; APFC: Anterior 
prefrontal cortex; MPFC: medial prefrontal cortex; PM: Premotor cortex; OFC: 
Orbitofrontal cortex; S1: Primary somatosensory cortex; sgACC: subgenual anterior 
cingulate cortex; SPL: superior parietal lobule; Temp: Temporal lobe.

#
DLPFC VLPFC APFC MPFC PM OFC S1 sgACC SPL Temp

1 Left

2 Left Left Left Left Right

3 - - - - - - - - - -

4 Left Left

5 Left Left Left Left Left Bi Left Right

6 Left Left Left

7 Left Left Left Left Left

8 Left Left Left

9 Left Left Left Left Left Left Left

1
0

Left Left Bi

Figure 10 shows TMS-induced activity evoked by stimulation of the left M1

and  DLPFC of  participant  9.  Stimulation  of  the  left  M1 resulted  in  TMS-induced

activity in the bilateral M1 and premotor cortex. The activity could also be observed in

Coil Type Segments  
Per  
Wing 

Integration 
Step 

Radius 
Innermost 
Winding 

Radius 
Outtermost 
Winding 

Outer 
Interwings 
Distance 

#Layers 
 

#Winding 
turns 
 

BSM-811 92 0.025 mm 44 mm 44 mm 2 mm 1 1 

BSM-819 763 0.012 mm 26 mm 44 mm 2 mm 1 9 

BSM-879 5341 0.04 mm 26 mm 44 mm 2 mm 7 9 

 
 
Coil Type Phantom 

Experiment  
(1% MO) 

Human FEM 
Model  

(70% MO) 

Current Distribution 
Factor 

(w) 

BSM-811 25032 [mA] 288.75 E106 [A] * 7 

BSM-819 3576 [mA] 38.5 E106 [A] * 1 

BSM-879 511 [mA] 5.5 E106 [A] / 7 
 
 

Participant 
number Sex Age RMT 

[%MO] Comment 

COG of 
TMS area 

Max 
displacement 

from the COG 
(mm) 

TMS-
MRI of 

M1 X Y Z 

1 F 21 66  -43 23 45 4.4 Yes 
2 M 34 73  -25 18 62 3.3 No 
3 F 25 76 Excluded - - - - - 
4 M 18 58  -29 41 37 6.1 No 
5 F 19 83  -33 25 47 5.2 Yes 
6 F 24 83  -30 33 41 5.0 Yes 
7 M 23 80  -29 28 52 2.1 Yes 
8 F 20 78  -35 25 47 3.6 Yes 
9 F 19 83  -33 22 57 2.9 Yes 
10 F 20 82  -30 14 51 2.5 No 
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1 Left          

2 Left Left Left  Left     Right 

3 - - - - - - - - - - 

4  Left   Left      
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6 Left Left     Left    

7 Left Left Left Left    Left   

8  Left     Left Left   

9 Left Left Left Left Left  Left Left   

10 Left        Left Bi 
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Figure 9. TMS-induced activity in response to TMS pulses of 115% RMT contrasted with
TMS pulses of 60% RMT (P < 0.05, FWE corrected). Axial slices of an MNI brain are
shown (left = left). Panels A to I show the TMS-induced activity of participants 1, 2, and 4
to 10. 

Figure 10. TMS-induced activity in response to TMS pulses of 115% RMT contrasted with
TMS pulses of 60% RMT (P < 0.05, FWE corrected). Axial slices of an MNI brain are
shown (left = left). Panels A and B show TMS-induced activity in two different participants
in which the TMS target was very similar. Left is left. Panel A. TMS-induced activity of
participant 9. Panel B. TMS-induced activity of participant 10. 
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Figure 11. TMS-induced activity in response to TMS pulses of 115% RMT contrasted with
TMS pulses of 60% RMT (P < 0.05, FWE corrected). Sagittal slices of an MNI brain are
shown (first slice = left side; last slice =  right side).  Panel A. TMS-induced activity of
participant  5.  Panel  B.  TMS-induced  activity  of  participant  7.  Panel  C.  TMS-induced
activity of participant 8. Panel D. TMS-induced activity of participant 9.

Discussion
Using a novel concurrent TMS-MRI setup, we investigated the propagation

patterns of TMS-induced activity after stimulation of the left DLPFC and left M1. We

found that TMS delivered to the DLPFC results in activity in the sgACC in about half

of  the  participants,  while  TMS delivered to  the  left  M1 does  not result  in  sgACC

activity. This indicates that TMS-induced activity evoked by TMS of the left DLPFC

has the ability to, directly or indirectly, propagate from the DLPFC to the sgACC. The

existence  of  such  a  pathway  was  already  suggested  indirectly  by  others  who

investigated  the  mechanisms  of  action  of  rTMS  of  the  left  DLPFC  in  MDD  by

exploring resting state  functional connectivity  in healthy individuals  [16] [17].  Our

observations provide the first direct evidence that TMS-induced activity can propagate

to the sgACC (at least in some individuals). 

Our concurrent TMS-MRI setup also reliably showed TMS-induced network

activity in the network normally activated during voluntarily induced motor network

activity  (Figure  7).  For  M1  stimulation,  we  observed  TMS-induced  activity  in

neuroanatomical regions which are strongly associated with motor activity, like M1,

SMA, putamen, thalamus, and cerebellar subregions, and most of those regions were

also  observed  in  other  concurrent  TMS-fMRI  studies  [9].  Importantly,  we  did  not

observe activity in the sgACC for M1 stimulation,  which shows that TMS-induced

activity  in  the sgACC is  specific  for  stimulation of  the  DLPFC. The activation of

known motor regions for stimulation of M1, and the specificity of sgACC activity for

stimulation  of  the  DLPFC provide  adequate  evidence  that  concurrent  single  pulse

TMS-fMRI can be used to investigate individual propagation patterns.

Our  findings  are  in  agreement  with  prior  literature,  which  indicates  that

propagation  of  evoked  activity  is  a  complex  process  that,  similar  to  functional

connectivity, varies significantly between individuals  [32][33][34]. Consequently, the

ability of rTMS to modulate specific brain regions, the antidepressant effect, is likely to

depend on the state of the individual brain network. Concurrent TMS-fMRI allows the

identification of the present individual structural and functional brain organization and

connectivity, related to stimulation of a specific area of interest, such as the DLPFC.

This  concept  can  potentially  be  used  to  predict  treatment  outcome  or  to  increase

treatment efficacy of repetitive stimulation of the DLPFC in MDD. For example, by

targeting treatment at the functional region near the DLPFC that leads to individual

sgACC activation, assuming the pathway from the prefrontal cortex to sgACC is the

mechanism of  action  of  the  antidepressant  effect  of  rTMS,  as  has  been  suggested

[16][17]. In this way, future studies can investigate whether the propagation of TMS-

induced activity to sgACC is  an accurate  predictor of  beneficial  response to  rTMS

treatment of the DLPFC in a clinical population of patients with MDD.

Finally,  TMS-evoked  activity  consists  of  the  activity  of  interest  and

confounding  activity,  such  as  auditory  and  somatosensory  activity  induced  by  the

‘clicking’  sound  of  the  TMS  coil  and  the  superficial  stimulation  of  the  skin

respectively[35]. We attempted to minimize confounding brain activity by contrasting

TMS pulses of 115% RMT with TMS pulses of 60% RMT. However, a contrast with

low-intensity TMS does not sufficiently eliminate confounding activity. Consequently,

somatosensory and auditory activity should be interpreted with caution.

TMS-induced activity

The TMS-induced activity  was generally  observed in  the TMS target  area.

However,  2  participants  did  not  show activity  in  the  vicinity  of  the  TMS coil  for

stimulation of the left DLPFC. The absence of TMS-induced activity in the TMS target

area has been reported previously  [36][37][9]. A possible explanation is that in some

cases the TMS-induced currents depolarize the descending white matter tracts, rather

than  the  cell  bodies,  bypassing  synaptic  transmission  in  the  TMS  target  area.  As

synaptic  transmission  appears to  make up the  majority  of  the  hemodynamic  signal

measured using fMRI, concurrent TMS-fMRI appears to be predominantly sensitive to

synaptic transmission evoked by TMS [38].

Image artifact

The application of concurrent TMS-fMRI is challenged by numerous technical

difficulties, a few of which have already been addressed in other works  [10][39]. A

technical issue that was not previously described is that we observed short deflections

(one sample) in baseline activity in a single slice in the vicinity of the TMS coil in EPI

volumes during the inspection of the BOLD signal (section ). These artifacts were only

observed during sessions in which TMS intensity was changed during the experiment

and was absent when the machine output was kept constant. This suggests that currents

leaked in the TMS coil, creating a local magnetic field around the TMS coil. This local

magnetic  field  perturbed  the  MRI  static  magnetic  field  during  image  acquisition,

resulting in  image distortions.  Unfortunately,  the cause of  the artifact  could not be

identified with complete certainty.

Fortunately, the observed artifacts on the measured activation responses were

negligible, as only a few slices were affected per participant (in less than 0.5% of all

acquired  slices  per  participant)  and the  artifact  in  these  slices  could  effectively  be

162



sgACC activation, assuming the pathway from the prefrontal cortex to sgACC is the

mechanism of  action  of  the  antidepressant  effect  of  rTMS,  as  has  been  suggested

[16][17]. In this way, future studies can investigate whether the propagation of TMS-

induced activity to sgACC is  an accurate  predictor of  beneficial  response to  rTMS

treatment of the DLPFC in a clinical population of patients with MDD.

Finally,  TMS-evoked  activity  consists  of  the  activity  of  interest  and

confounding  activity,  such  as  auditory  and  somatosensory  activity  induced  by  the

‘clicking’  sound  of  the  TMS  coil  and  the  superficial  stimulation  of  the  skin

respectively[35]. We attempted to minimize confounding brain activity by contrasting

TMS pulses of 115% RMT with TMS pulses of 60% RMT. However, a contrast with

low-intensity TMS does not sufficiently eliminate confounding activity. Consequently,

somatosensory and auditory activity should be interpreted with caution.

TMS-induced activity

The TMS-induced activity  was generally  observed in  the TMS target  area.

However,  2  participants  did  not  show activity  in  the  vicinity  of  the  TMS coil  for

stimulation of the left DLPFC. The absence of TMS-induced activity in the TMS target

area has been reported previously  [36][37][9]. A possible explanation is that in some

cases the TMS-induced currents depolarize the descending white matter tracts, rather

than  the  cell  bodies,  bypassing  synaptic  transmission  in  the  TMS  target  area.  As

synaptic  transmission  appears to  make up the  majority  of  the  hemodynamic  signal

measured using fMRI, concurrent TMS-fMRI appears to be predominantly sensitive to

synaptic transmission evoked by TMS [38].

Image artifact

The application of concurrent TMS-fMRI is challenged by numerous technical

difficulties, a few of which have already been addressed in other works  [10][39]. A

technical issue that was not previously described is that we observed short deflections

(one sample) in baseline activity in a single slice in the vicinity of the TMS coil in EPI

volumes during the inspection of the BOLD signal (section ). These artifacts were only

observed during sessions in which TMS intensity was changed during the experiment

and was absent when the machine output was kept constant. This suggests that currents

leaked in the TMS coil, creating a local magnetic field around the TMS coil. This local

magnetic  field  perturbed  the  MRI  static  magnetic  field  during  image  acquisition,

resulting in  image distortions.  Unfortunately,  the cause of  the artifact  could not be

identified with complete certainty.

Fortunately, the observed artifacts on the measured activation responses were

negligible, as only a few slices were affected per participant (in less than 0.5% of all

acquired  slices  per  participant)  and the  artifact  in  these  slices  could  effectively  be

162 163



removed through interpolation. However, TMS-induced activity in the vicinity of the

TMS coil should be interpreted with caution. 

Conclusions
In conclusion, our improved concurrent TMS/fMRI setup has the potential to

reveal activated networks when stimulating primary motor areas in the whole brain,

proving  its  efficacy.  Also,  the  enhanced  timing  precision  allows  for  precise  phase

mapping of TMS coils as shown earlier by our group [25].

Furthermore,  TMS pulses delivered to  the left DLPFC induce activity in a

number of connected brain regions, including the sgACC in some of the participants.

This indicates that the modulatory effect of repetitive stimulation of the left DLPFC

has  the  ability  to  propagate  to  the  sgACC,  depending  on  individual  structural

connectivity,  providing  a  potential  mechanism  for  its  antidepressant  effect.  This

demonstrates the clinical usefulness of this improved technical setup in uncovering and

studying  neuronal  mechanisms  behind  rTMS  treatment  effects  of  neuropsychiatric

disorders,  with  the  ultimate  goal  of  optimizing  rTMS targeting  and  parameters  in

modulating the brain networks of interest and hence for the desired treatment outcome.
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Abstract

Background:  Rodent models  are  fundamental  in  unraveling cellular  and molecular

mechanisms of transcranial magnetic stimulation (TMS)-induced effects on the brain.

However,  proper translation of  human TMS protocols  to  animal models  have been

restricted by lack of rodent-specific focal TMS coils.

Objective: We aimed to improve TMS focalization in rodent brain with a novel small,

cooled, rodent-specific TMS coil.

Methods:  A  rodent-specific  25-mm  figure-of-eight  TMS  coil  was  developed.

Stimulation focalization was simulated in silico for the rodent coil and a commercial

human 50-mm figure-of-eight TMS coil. Both coils were also compared in vivo by

measurement  of  brachialis  motor  evoked  potential  (MEP)  responses  to  TMS  at

different brain sites in anesthetized rats (n=6). Focalization was determined from the

coils’ level of stimulation laterality. 

Results: In silico simulation results deemed the human coil insufficient for unilateral

stimulation of the rat motor cortex, whereas lateralized electrical field induction was

projected  attainable  with  the  rodent  coil.  Cortical,  in  vivo  MEP  amplitude

measurements from multiple points in each hemisphere, revealed unilateral activation

of the contralateral brachialis muscle, in absence of ipsilateral  brachialis activation,

with both coils.

Computer  simulations  motivated  the  design  of  a  smaller  rodent-specific  TMS coil;

however they came short in explaining the capability of a larger commercial human

coil to induce unilateral MEPs in vivo. Lateralized TMS, as demonstrated for both

TMS  coils,  corroborates  their  use  in  translational  rodent  studies,  to  elucidate

mechanisms of action of therapeutic TMS protocols.

Introduction
Transcranial magnetic stimulation (TMS) is a non-invasive brain stimulation

technique  that  has  been  widely  used  to  modulate  cortical  excitability  and to  study

central nervous system physiology in healthy subjects and patients [1]. Repetitive TMS

(rTMS)  protocols  have  shown  therapeutic  potential  in  several  neurological  and

psychiatric disorders  [2], however the cellular and molecular mechanisms underlying

TMS-induced neurorecovery remain poorly understood [3]. These mechanisms could

be systematically studied in rodent models; however, there is a lack of rodent-specific

TMS coils [4].

TMS studies in rodents have regularly made use of commercial human coils

[5]. Due to their relatively large size, these coils induce a broad volume of electrical

current, resulting in widespread stimulation in small rodent brain [3,5], which limits the

translational relevance to human TMS applications [5]. Nevertheless, Rotenberg and

colleagues (2010) have shown that  a commercial  human TMS coil  can be used to

reliably  generate  unilateral  MEPs  from  the  forelimb  of the rat [6].  The  authors

accomplished this by laterally positioning the coil over a rat brain hemisphere. This

coil position only allows a fraction of the electromagnetic field to be applied to a single

hemisphere, resulting in focal stimulation and unilateral MEPs. 

Although  smaller  rodent-specific  TMS  coils  would  theoretically  improve

focalization  of  brain  stimulation,  development  of  miniature  TMS  coils  has  been

challenging due to increased resistance, overheating, and coil rupture [7]. Parthoens

and colleagues (2016) have shown that coil size can be significantly reduced, however

they were unable to demonstrate improved focalization, evidenced by the lack of MEP

laterality during motor threshold (MT) determination  [8]. Other studies have shown

that  rodent-specific  coils  with  reduced  stimulation  intensity  have  greater  focality

[4,9,10]. However, the effects induced by these low-intensity stimulation coils, may not

be representative of the changes induced by high-intensity stimulation coils as used in

human TMS studies [11]. Furthermore, a recent study by Meng and colleagues (2018)

has proposed the design of a figure-0 shaped coil with a ferromagnetic core [12]. This

design requires less power to achieve similar magnitudes of the induced electric field

compared to the more common no-core coil designs. The authors demonstrated a novel

mechanism to shift the induced magnetic field and thus create more focal stimulation

than traditionally possible with such circular shaped coil designs. Although this coil

improves focality, it is designed in the form of tightly packed coil wirings that will

unlikely withstand more demanding rTMS protocols. Consequently, there is a need for

small  animal coils  that  can deliver TMS and rTMS at  intensities similar to  human

studies, whilst maintaining a good degree of focality. This could facilitate studies in

animal models of disease to develop, test and guide TMS-based therapies for  clinical

use [5]. 
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Therefore,  in  this  study  we  first  modeled  the  stimulation  focality  of  a

commercial  human  figure-of-eight  coil  (50  mm),  by  employing  the  finite  element

modeling method (FEM) in electro-magnetic computer simulations to a 3D anatomical

magnetic resonance imaging (MRI) dataset of the rat brain. Based on these in silico

simulation results, we developed a small, rodent-specific figure-of-eight coil (25 mm).

Subsequently,  we tested whether these coils  could focally  stimulate  the rat primary

motor cortex, from in silico simulation of the field profiles and in vivo measurement of

brachialis MEP responses in the rat. We hypothesized that a smaller rodent coil would

allow more focal stimulation of cortical rat brain tissue than a large commercial human

TMS coil. 

Material and Methods

In silico experiments

Computer Simulation

Computer  simulations were conducted  using  the free  open source software

package  SCIRun  4.7+  (A  Scientific  Computing  Problem  Solving  Environment

(Scientific  Computing  and  Imaging  Institute,  SCI,  Utah,  USA)).  Two  additional

modules were developed, namely one for generating the geometry of thin wire coils

and another for solving their respective induced electromagnetic fields based on the

Biot-Savart law (see Petrov et al (2014) [13],.see also Chaspter 2 of this thesis).

Head Model

A  3D  rat  brain  model,  consisting  of  white  matter-,  gray  matter-  and

cerebrospinal  fluid-labeled  voxels  was  constructed  from  a  high-resolution  MRI

template, as described in the Appendix (see Material and Methods, Head model). The

MRI template and tissue segmentations are available for download [14].

The generation of a 3D mesh from the segmented image, 168x137x273 matrix

size  and  94  µm  resolution,  was  done  with  the  Cleaver  2,  a  free  multi-material

tetrahedral  meshing  tool  developed  by  the  NIH  Center  for  Integrative  Biomedical

Computing at the University of Utah Scientific Computing and Imaging (SCI) Institute

(https://github.com/SCIInstitute/Cleaver2/releases  ) [  15]  .

We generated an adaptive mesh using the following input parameters: sizing

field  2.0,  sampling  resolution  1.0,  and  Lipschitz/grading  3.0.  Preprocessing  was

applied to the initial binary segmentation where each compartment was isolated and

iteratively smoothed via multiple steps of inflate-deflate (smooth parameter = 0.5, see

BioMesh3D  (part  of  SCIRun4  https://www.sci.utah.edu/cibc-

software/scirun/biomesh3d.html, step 1 and 2 only)).  The procedure resulted in a mesh

with 628,897 nodes and 3,551,606 elements.  The following conductivity  properties

were  set  for  each relevant  tissue  compartment:  gray  matter  0.33  s/m [8,16];  white

matter 0.25 s/m; CSF 1.7 s/m, the values are similar to human conductivities at low

frequency <10 kHz.  No anisotropic properties were captured, which were relevant for

the white matter only.

Coil models

Figure 1:  Finite element modeling (FEM) simulation and experimental coil setup. In the
top  and  bottom  rows,  the  simulation  and  experimental  setup  of  coil  orientation  and
positioning are demonstrated for the small (left) and large (right) TMS coils, respectively.
The bottom row shows the initial central positioning of the coils in the middle of the rat
head.  The  center  of  the  figure-of-eight  coils  were  placed  above  the  midpoint  of  the
interaural line. From this position, the coil was moved anterolaterally to position the center
of each coil over the forelimb region of the motor cortex.

Two figure-of-eight coil models were constructed (see figure 1), namely one

coil with a diameter of 50 mm (equivalent to a readily available commercial human

coil by Neurosoft, Ltd., Ivanovo, Russia), and a second coil with a 25 mm diameter.
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mainly unilaterally focalized. Therefore, we requested Neurosoft to manufacture this

coil. Due to its small size, and our ambition to use this coil for rTMS studies, the coil

also had to be equipped with cooling which was achieved with silicone oil. To maintain

efficient cooling, the design of the smaller coil was based on sparser wire distribution

(winding) compared to the larger uncooled coil. This resulted in coil heights of 24 mm

and 18.5 mm for the small and large coil, respectively.  

The geometric generation of the coils were implemented in additional modules

to SCIRun 4.7 (see Appendix, Material and Methods, table 1S for coil parameters)

[13]. The same procedure as explained by Petrov and colleagues was used to derive the

peak current driven through the coil  for the bi-phasic Neurosoft TMS stimulator at

100% machine output (MO) [13]. This resulted in current values of 64x106 A/s (80%

MO) for the small coil and 36X106 A/s (45% MO) for the large coil.

Cortical region of interest

We constructed a small region of interest (ROI) patch in the form of a lattice

3D mesh (16x17x2 voxels, 8x8.5x1 mm3 size, resolution 0.5 mm), placed superficially

(~1 mm depth) on each hemisphere of the rat cortex in the mesh obtained from the

segmented image. The area corresponding to the forelimb region of the rat’s primary

motor cortex was masked in accordance with the mapping study of Fonoff et al. [17].

Their study provides an accurate (0.5 mm resolution grid, same as our ROI) functional

map  of  the  primary  motor  cortex  in  relation  to  bregma,  determined  from

microelectrodes and electromyography (EMG) MEPs. 

To place each ROI patch in our model, we defined lambda in relation to the

interaural line, from which bregma was allocated at 8.34 mm anterior to lambda. The

patch was visually aligned, in  orthogonal view, with the outer/superior  gray matter

surface. The distance of 8.34 mm was derived from the linear regression formula: Y =

bX + a (Y = distance of the interaural line to bregma, X = rat weight, a and b are

constants) as suggested by Whishaw et al. [18] and the average body weight of the

MRI-scanned rats. Considering this formula, the discrepancy with our experimental rat

population (average weight: 413 g) (see below) was found to be around 5.5% (< 0.5

mm), hence we attempted no compensation in modeling.

In vivo experiments

Animals

Six naïve adult male Sprague Dawley rats (413 ± 21g (mean ± SD); Charles

River,  Sulzfeld,  Germany)  were  used.  Experiments  were  approved  by  the  Animal

Ethics  Committee  of  the  University  Medical  Center  Utrecht,  The  Netherlands,  and

were conducted in agreement with Dutch laws (‘Wet op de Dierproeven’, 1996) and

European regulations (Guideline 86/609/EEC).  Animals were housed in  pairs under

controlled environmental conditions (12h-light/dark cycle, temperature 20-24°C, 45-

65% humidity), with ad libitum access to food and water, and with a Perspex tube as

cage enrichment.

Animal preparation and anesthesia

Rats  were  briefly  anesthetized  with  a  mixture  of  medical  oxygen  and

isoflurane (5% induction, 2.5% maintenance) for the placement of a lateral tail vein

catheter preloaded with heparinized saline (50 U.I./ml),  followed by the continuous

infusion  of  propofol  (40  ± 2 mg/kg/h;  Fresenius  Kabi,  The  Netherlands).  Propofol

anesthesia  was used during MEP recordings,  because at  low propofol doses,  stable

MEP responses can be measured over a period of 4 hours [19].

Isoflurane  was  maintained  at  2.5% during  the  first  5  minutes  of  propofol

infusion, whereafter isoflurane delivery was discontinued. A 20 minute washout period

of  isoflurane  was  endorsed,  before  the  onset  of  MEP measurements,  to  limit  the

suppressive  effect  of  isoflurane  on  MEPs  [20,21].  Meanwhile,  the  rat’s  head  was

shaved (to ensure close contact of the TMS coil with the skull) and the animal was

fixed  in  a  stereotactic  frame.  During  the  entire  experimental  procedure,  the  body

temperature  of  the  animals  were  maintained  at  37  °C  using  a  rectal  temperature

feedback probe connected to a circulating water-heated pad system.

Electromyography

MEPs were recorded from the forelimbs of the animals with monopolar, 28G

stainless steel  needle electrodes  (Neuroline,  Ambu),  inserted into  the belly  of  each

brachialis muscle. The location of the brachialis muscle was determined by palpation

of  the  forelimb in  the  extended position.  The  needle  electrodes  were  presoaked in

saline  (0.9%  NaCl,  Braun)  before  insertion,  to  ensure  low  impedance  [22].  After

insertion, the electrodes were secured and held in place by adhesive tape. A reference

electrode  was  positioned  distally  in  the  footpad  of  the  forelimb.  Each  animal  was

electrically grounded with a single disposable subdermal needle electrode (Technomed,

Europe), inserted into the base of  the tail.  The EMG signal was band-pass filtered

between 5 and 10 kHz, and amplified by a factor of 164 in the range of up to 60 mV

(Neuro-MEP-4  system,  Neuro-MEP  software,  Version  3.4.25.0,  Neurosoft  Ltd.,

Ivanovo, Russia). EMG signal was digitized with a 20 kHz sampling rate and traces

were stored in XML files for further analysis using Matlab.
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(Neuro-MEP-4  system,  Neuro-MEP  software,  Version  3.4.25.0,  Neurosoft  Ltd.,

Ivanovo, Russia). EMG signal was digitized with a 20 kHz sampling rate and traces

were stored in XML files for further analysis using Matlab.
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Transcranial magnetic stimulation

All animals were stimulated with a biphasic Neuro-MS/D stimulator using a

small  (25  mm)  and  a  large  (50  mm)   figure-of-eight  TMS coil,  manufactured  by

Neurosoft, Ltd., Ivanovo, Russia (see section ‘Coil models’ above for details). During

stimulation, each coil was fixed horizontally in the posterior-anterior orientation into a

manipulator  and  secured  to  the  stereotactic  frame  (see  Appendix,  Material  and

Methods, figure 1). This allowed movement of the coil along three axes.

To conduct the TMS-MEP measurements in a consistent manner, the anterior-

posterior  coordinates  of  bregma  were  calculated  relative  to  the  interaural  line,  as

described by Whishaw and colleagues [18]. The central point of the interaural line was

used as a zero reference point for positioning the center of the coil over the forelimb

region of the rat’s motor cortex. Firstly, the posterior end of the coil was positioned on

the  zero  reference  point.  Secondly,  the  coil  was  moved posteriorly  to  position  the

center of the coil over bregma. Finally, from bregma the coil was moved anterolateral

above the cortical forelimb region. The center of the forelimb region was estimated to

be 1 mm anterior and 2.5-3 mm lateral to bregma based on functional mapping of the

rat  motor  cortex  [17].  Small  differences  in  coil  center  positioning  reflected  minor

variances in skull width and snout curvature.

Motor threshold determination

The MTs for the left and right hemispheres were determined independently for

each  coil.  Single  pulses  were  administered  to  the  left  motor  cortex,  followed  by

stimulation of the right motor cortex, or vice versa. MEPs were recorded with Neuro-

MEP software (Version 3.4.25.0, Neurosoft Ltd., Ivanovo, Russia).

To determine the location over the motor cortex where MEPs could be reliably

measured, the coil was moved both anteroposteriorly and mediolaterally over the left

and right hemispheres in steps of 1 mm. At each location, an approximation of the MT

was obtained by starting stimulation at 20% (large coil) or 50% (small coil) of the

maximum  MO  and  increasing  the  intensity  in  steps  of  5%  until  a  positive  MEP

response was recorded. A positive MEP response was defined as a MEP with a peak-to-

peak amplitude of at least 50 µV. Due to signal noise and the polymorphic nature of the

MEPs  we  often  observed  MEP amplitudes  of  ≥  0.1  mV.  The  estimated  MT was

regarded as the minimum intensity at which minimally five of ten consecutive trials

resulted in positive MEPs [23]. To exclude the possibility of low frequency rTMS-

induced effects ,  we allowed a minimum of 10 seconds between stimulation pulses

[24,25].

Additional MEPs were recorded at four adjacent locations in each hemisphere,

namely: 1 mm medial, 1 mm anterior, 1 mm lateral and 1 mm posterior to the central

location. At each location, including the central location, we stimulated at 100% of the

approximated  MT for  each  hemisphere  and  recorded  10  EMG traces.  Similar  grid

measurements in humans are typically done at 110-120% of the MT, but because of the

larger MEP amplitudes that we recorded (≥ 0.1 mV vs 0.05 mV in humans), we used a

lower stimulation intensity for these grid measurements.

Data analysis

Each EMG trace was analyzed in Matlab (MATLAB and Statistics Toolbox

Release 2012b, The MathWorks, Inc., Natick, Massachusetts, United States.). The MEP

amplitude was determined from the difference between the minimum and maximum

EMG reading values between 7 ms and 25 ms after the TMS discharge. No dynamic

analysis  was  performed  to  detect  the  time  points  of  MEP onset  and  end,  or  the

maximum and minimum amplitudes, as the shape of the MEPs were quite variable over

coils  and  rats,  and  generally  had  a  complex  polyphasic  morphology  [26,27] (see

Appendix,  Results,  figure  2),  which  was  less  reproducible  as  compared  to  human

MEPs [16].

We performed a visual inspection of all trials and verified that the automated

MEP amplitude  detection  was  accurate.  In  five  rats,  a  few single  recordings  were

excluded because of ripple-like spurious signals (see Appendix, Results, figure 2 C and

D). From one rat all recordings were excluded because of a high degree of spontaneous

EMG activity, probably caused by anesthesia problems. 

First,  average  MEP  amplitudes  for  each  forelimb,  calculated  from  ten

consecutive  EMG  traces,  were  determined  for  every  stimulation  location  (5  per

hemisphere), for each coil. Next, differences in MEPs were statistically analyzed with a

repeated-measures, within-subjects, ANOVA (2 x COIL TYPE, 3 x LOCATION, 2 x

HEMISPHERE, 2 x FORELIMB) using IBM SPSS statistics (version 20, IBM, NY,

USA). Values were classified as statistically significantly different if p < 0.05.

Results

MS coil laterality

In silico validation

To  evaluate  the  incident  electric  field,  namely  the  primary  electric  field

produced by the coil alone, we considered a surface plane (10x10 cm) positioned at

different offsets (z-offset) along the coils’ iso-centers. In particular we compared the

fields of the small coil (figure 2: B1, B3) to those of the large coil (figure 2: B2, B4) at
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a depth z-offset of 5 mm below their surface, where we defined 100 V/m as a reference

threshold value for successful neuronal activation [28]. The simulation results (figure

2: A1 – A4) were obtained with a MO of 80% and 45% for the small and large coils,

respectively. These intensities were selected as the most representative MO for each

coil from our in vivo experiments. In figure 2 (B3 and B4), the half power region

(HPR) is depicted as a measure of focality, defined as the area where the total electric

field, E, obeys the condition |E|>|E_maximum = 100V|/sqrt(2) [28], with a small to

large coil  ratio of 32:60 mm2. Although these results  are  indicative of  better focal

stimulation in  favor of  the small  coil,  it  also hints  at  possible  power impotence in

comparison to the large coil,  consequently  having an effect on the capability of the

small coil to sufficiently stimulate neuronal populations involved in eliciting MEPs.

This predicament can be supported further when considering the depth decay of the

fields of each coil at an individually fixed MO. The field of the large coil drops by 20%

from z = 5 mm to z = 10 mm, and by 35% from z = 10 mm to z = 20 mm, whereas the

small coil drops by 27% and 40%, respectively. In addition, using the same approach,

we validated the magnetic field for each coil at a distance of 20 mm and 100% of the

MO to values/plots provided by the manufacturer (see Appendix, Results, figure 3).

The computer simulations of the complete electrical field for the large coil

showed similar values in ipsi- and contralateral homologous regions, despite lateralized

positioning of the coil center. This was demonstrated for three different locations on

each side of the cerebrum (-4, -3, -2, 2, 3 and 4 mm from midline) evaluated on the

ROI patches (figure 2, A1: small coil overview; A2: large coil overview; A3 and A4:

isolated rendering of the patches alone for the small coil and large coil, respectively).

The slight asymmetry in the electrical field between the hemispheres can be explained

by the small anatomical asymmetry of white matter in our sample of rat brain images.

An integral  of  the  electrical  and  current  density  vector  fields  on  each  side  of  our

predefined ROI grids (see Methods, ‘Cortical region of interest’) is shown in relation to

MEP recordings in figure 3 (top panel) for each of the 3 simulated coil positions on

each side (for each hemisphere).

Figure 2: Simulation results for the brain model ROIs and coil electric fields alone. Top
view (A): Rendering of the total electric field, as a transparent overlay (10% opacity) over
the outer cortex boundary of the FEM 3D model, for the small (A1) and large (A2) coils.

Figure 2: Simulation results for the brain model ROIs and coil electric fields alone. Top
view (A): Rendering of the total electric field, as a transparent overlay (10% opacity) over
the outer cortex boundary of the FEM 3D model, for the small (A1) and large (A2) coils.
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Black spheres mark the 3 locations on each hemisphere where coil positions were sampled,
the results are shown only for the coils positioned at the outer left position. The isolated
ROI patches are shown separately for the small (A3) and large (A4) coils. Bottom view (B):
Primary electric field (coil contribution only) visualization for the small (B1, B3) and large
(B2, B4) coils. The inflated surface in the aforementioned figures is simply a z-axis inflated
square mesh with a factor of z=z+0.1*|Et|/max(|Et|); where Et is the final total electric
field (the primary coil and secondary FEM derived electric fields combined). Additionally,
the top view of these surfaces is shown in rendering B3 and B4. The distance between the
surface of each coil and the square mesh is 5 mm, a relevant anatomical depth around
which we expect the strongest cortical stimulation possible. The black line, outline (iso-
line) in B3 and B4, depicts the extent of the half power region (HPR). ROI/s = region/s of
interest.

Figure 3: TMS coil laterality plots; in silico and in vivo validation. Top view: In silico
simulations of the small  coil showed a substantial  difference in motor evoked potential
(MEP)  amplitudes  when  either  stimulating  the  left  (-)  or  right  (+)  hemispheres
independently. This laterality was not obvious for the large coil.

Bottom  view:  MEP amplitudes  measured  in  vivo  for  the  small  and  large  TMS  coils.
Stimulation of one hemisphere with either the small or the large TMS coil resulted in a
clear difference between the MEP responses detected in the contralateral (higher MEP
amplitude)  and ipsilateral  forelimbs  (lower  MEP amplitude),  respectively,  indicative  of
TMS laterality for both coils.

The horizontal axis (mm) gives the relative position of TMS at three positions in either the
left  (-)  or  right  (+)  hemisphere.  The  three  stimulation  positions  in  each  hemisphere
correspond to the relative motor hotspot position (-3/ 3), and positions 1 mm medial (-2/ 2)
and lateral (-4/ 4) to the hotspot. The vertical axis (mV) gives the rectified MEP amplitude.
The bold lines in the graphs depict the average MEP responses for 5 animals, while the
non-bold lines represent average MEPs for each rat individually (bottom view). TMS =
transcranial magnetic stimulation, pos = position.

In vivo validation

Figure 4:  Five-point TMS-MEP grid map of the forelimb region of the rat motor cortex.
Averaged MEP responses recorded for the left and right forelimb in five rats, using a small
rodent-specific TMS coil (left) and a large commercial human TMS coil (right). Horizontal
axis (mm) informs on the five-point stimulation positions in the lateral-medial (midline: 0)

Black spheres mark the 3 locations on each hemisphere where coil positions were sampled,
the results are shown only for the coils positioned at the outer left position. The isolated
ROI patches are shown separately for the small (A3) and large (A4) coils. Bottom view (B):
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field (the primary coil and secondary FEM derived electric fields combined). Additionally,
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surface of each coil and the square mesh is 5 mm, a relevant anatomical depth around
which we expect the strongest cortical stimulation possible. The black line, outline (iso-
line) in B3 and B4, depicts the extent of the half power region (HPR). ROI/s = region/s of
interest.
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amplitude)  and ipsilateral  forelimbs  (lower  MEP amplitude),  respectively,  indicative  of
TMS laterality for both coils.

The horizontal axis (mm) gives the relative position of TMS at three positions in either the
left  (-)  or  right  (+)  hemisphere.  The  three  stimulation  positions  in  each  hemisphere
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plane on the left (-) and right (+) hemispheres, respectively. The central grid point position
was regarded as the MEP hotspot location, with the surrounding four grid-points being 1
mm anterior, medial, posterior or lateral from the hotspot position. TMS = transcranial
magnetic stimulation, MEP = motor evoked potential.

In vivo TMS experiments revealed that the small coil needed about double the

amount of MO intensity compared to that of the large coil to generate MEPs and to

determine the MTs (see Appendix, Results, table 2). The average MTs for the small coil

were: 73 ± 8% MO (right hemisphere) and 81 ± 4% (left hemisphere). Whereas, the

average MTs for the large coil were: 42 ± 3% MO (right hemisphere) and 45 ± 4% MO

(left  hemisphere).  For both TMS coils,  the intensity  of  the MT varied with 0-10%

between  hemispheres.  In  one  animal  we  observed  a  25% MO intensity  difference

between hemispheres for the small coil.

Coil  laterality  was  evaluated  from  averaged  MEP  amplitudes,  recorded

bilaterally from the left and right forelimbs, evoked from five stimulation positions

over each hemisphere, i.e. a central location of the motor cortex, and locations at 1 mm

anterior, medial, posterior and lateral of the central location, respectively (figures 3 and

4). The MEP amplitude maps showed that clear lateralization can be observed for both

the large and the small TMS coils, different from the in silico results where the large

coil  hardly exhibited  lateralization (figure  3).  Both TMS coils  induced small  MEP

responses in the ipsilateral forelimb, but the largest MEP responses were observed in

the contralateral forelimb. Interestingly, the relative hotspot (center of motor cortex)

area did not always yield the highest MEP responses.

To further validate coil laterality statistically, MEP amplitude data from three

lateral stimulation positions in each hemisphere (POS = 6 stimulation positions) were

plotted (figure 3, bottom panel). A significant interaction between TMS stimulation

position and forelimb channel on MEP amplitude [POS x LIMB: (F(5, 4) = 13.965,

p=0.01)], statistically confirmed the main lateralization effect (larger responses in the

forelimb  contralateral  to  the  stimulated  hemisphere).  A significant  difference  was

observed  in  MEP amplitude  when  considering  the  interaction  between  coil  size,

stimulation position and forelimb channel [COIL x POS x LIMB: (F(5, 4) = 8.212, p =

0.014)]. The latter seems to reflect a stronger lateralization for the large coil, which

may be explained by the larger MEP amplitudes for the large coil. 

Discussion
The aim of the present study was to evaluate the focality of a conventional

figure-of-eight TMS coil and a rodent-specific miniaturized figure-of-eight TMS coil.

FEM simulations predicted that the large conventional TMS coil would be unable to

achieve  lateralized  focal  stimulation  of  the  rat  motor  cortex.  Therefore,  we

hypothesized  that  the  small  rodent-specific  TMS  coil  would  more  focally  elicit

lateralized MEPs compared to the large coil. However, unexpectedly, our in vivo data

showed that both TMS coils were able to elicit unilateral MEPs from the contralateral

forelimb of the rat. 

In  contrast  to  some recently  designed  rodent-specific  TMS coils  [4,8],  our

small  figure-of-eight coil successfully  induced focal stimulation and elicited MEPs.

Previously, reduction in coil size has been hampered by physical difficulties such as

overheating and deformation, due to increased resistance and larger currents needed to

produce  an  effective  magnetic  field  [29].  However,  through  effective  silicone  oil

cooling, our small coil could deliver focal stimulation pulses at intensities similar to

conventional TMS coils. 

Lateralized MEPs were also recorded in response to stimulation with the large

TMS  coil,  consistent  with  the  findings  of  Rotenberg  and  colleagues  who  used  a

similarly sized commercial TMS coil to stimulate the rat motor cortex [6].   This was

inconsistent with our in silico simulations, in which the incident electrical fields for the

large TMS coil were only marginally different between the left and right motor cortex.

However,  it  is  possible  that  our  cortical  ROI  is  under  representative  of  the  full

population of neurons that is involved in a typical rat MEP response. 

Overall, the strong lateralization of the majority of MEPs in our study suggests

that  signals  originated  from one  hemisphere.  In  agreement  with  other  studies  that

measured cortically derived MEPs induced by direct electrical stimulation and TMS in

rats, MEPs had a complex polyphasic morphology, signifying a cortical origin, with a

relatively  long  onset  latency  of  7-25  ms,  which  is  caused  by  the  summation  of

excitatory  post-synaptic  potentials  mediated  by  several  descending  motor  tracts

[6,26,27]. According to Nielsen and colleagues, the size and latency of MEPs in rats

critically  depend  on  coil  position  and  stimulation  intensity,  as  these  parameters

determine  the  relative  contribution  of  differently  activated  motor  tracts  on  MEP

morphology. Therefore, the broad range of MEP onset latencies observed in our study

could reflect the activation of multiple descending motor tracts, including the cortico-

and reticulospinal tracts, which might have contributed to MEP morphology in varying

degrees. Furthermore, the observed variability in hemispheric MTs and hotspot MEP

amplitudes may also be explained by differences in the contribution and number of

activated motor tracts during stimulation. 
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MEP amplitudes produced with the large coil  were approximately twice as

high as those elicited by the small coil. While the small coil had better focality and

deeper field penetration, due to the superior power decay curve, the applied stimulation

intensities might have been insufficient to excite the relevant physiological area in its

entirety.  Additionally,  this  could  explain  the  sporadic  MEPs  with  multiple

volleys/ripples, and highly variable and relatively long latencies, after the TMS pulse

(see Appendix, Results, figure 2 C and D). Nielsen and colleagues reported similar

long-latency (20-30 ms) MEPs, recorded in the biceps brachii of rats, that were elicited

by weak TMS stimulus intensities just above MEP threshold [27]. In addition, it is

possible that the power used for the small coil was not always sufficient to elicit stable

suprathreshold MEPs. However, increasing MO intensity above 85% poses challenges

and limitations with regard to  heating, particularly for rTMS protocols,  even under

active cooling. 

Conclusions
In this study we have combined in-vivo and in-silico experiments to guide the

design  of  an  optimal  small  rodent  TMS coil  capable  of  inducing  a  strong  enough

electric  field in  relatively  confined cortical  regions.  In  silico simulations  suggested

favorable ability of this coil in comparison to larger commercially available human

coils. Our in vivo data showed that reliable MEP asymmetry can be achieved with the

novel TMS coil, although this was also feasible with a larger conventional TMS coil.

Our  study  demonstrates  that  focal  TMS  stimulation  can  be  accomplished  in

translational rodent studies. The apparent discrepancy between our in silico and in vivo

results is an important consideration for follow-up studies. 
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Supporting Information

Material and Methods

In silico experiments

Head model

A 3D rat brain template was constructed from 48 postmortem male Wistar rat

(13 weeks old, average weight of 330 g) brain scans acquired at a 9.4T horizontal bore

MR system with a 90 mm-diameter 1000 mT/m gradient coil (Agilent, Santa Clara,

CA,  USA)  using  a  radio-frequency  transmit  and  receive  birdcage  coil  (Millipede,

Agilent, Santa Clara, CA, USA). The paraformaldehyde-fixated extracted brains were

placed in a custom-made holder and immersed in a non-magnetic oil (Fomblin, Solvay

Solexis,  Weesp,  The  Netherlands).  Anatomical  images  were  acquired  with  a  3D

gradient-echo scan [repetition time (TR) / echo time (TE) = 6.87 / 3.34 ms; flip angle

15 degrees; 64 averages] at an isotropic voxel resolution of 94 µm. Diffusion-weighted

images were acquired with a diffusion-weighted 8-shot spin-echo Echo Planar Imaging

scan [TR / TE = 2700 / 28 ms; 128 × 128 matrix; field-of-view 25 × 25 mm2; 55 slices

of 0.2 mm; 8 averages; b-value 3174 s/mm2; 60 diffusion-weighted images in non-

collinear  directions;  6  b0  images].  Fractional  anisotropy  parameter  maps  were

constructed  from  voxel-wise  estimates  of  the  diffusion  tensor  after  eddy  current

corrections. Images were averaged after linear (affine) and nonlinear (diffeomorphic

demons) alignment. Tissue segmentation in white matter, gray matter and cerebrospinal

fluid was done with K-means classification based on input from the anatomical MRI,

fractional anisotropy maps and average diffusion-weighted MRI.

Coil models

Table S1: Parameters for coil modeling and generation (SCIRun::CreateTMScoil)
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Coil Parameters Small coil Large coil 

Machine output (MO) 80% 45% 

max|dI/dt|  6.4x106 A/s 3.6x106 A/s 

Windings 2 17 

Radius inner 9.5 mm 14.5 mm 

Radius outer 10.5 mm 23.5 mm 

Distance outer 1 mm 1 mm 

Stacks 10 10 

Stack step 1.5 mm 1 mm 

LOD 2 2 

 
 

 Small coil Large coil 

Rat Right 
hemisphere MT  

(% MO) 

Left 
hemisphere MT  

(% MO) 

Right 
hemisphere MT  

(% MO) 

Left 
hemisphere MT  

(% MO) 
1 75% 75% 40% 50% 

2 80% 80% 45% 45% 

3 60% 85% 40% 45% 

4 75% 85% 45% 45% 
5 75% 80% 40% 40% 
     

Mean 73% 81% 42% 45% 

SD 8% 4% 3% 4% 
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In vivo experiments

Transcranial magnetic stimulation

Figure S7: Experimental setup for in vivo TMS of rat brain. Propofol-anesthetized rats
were placed in a rodent stereotactic head frame. The TMS coils, small (A) or large (B),
were fixed to an arm of the stereotactic frame which allowed sub-mm movements in three
directions. Using EMG, motor evoked potentials (MEPs) were recorded bilaterally from
each forelimb (brachialis  muscle),  while  applying TMS over  the contralateral  forelimb
region  of  the  motor cortex.  Active (white arrows),  reference (grey  arrows)  and ground
(black  arrows)  electrodes  are  indicated  in  the  pictures.  TMS =  transcranial  magnetic
stimulation; EMG = electromyography; MEPs = motor evoked potentials.

Results

Figure S8: Representative individual electromyography (EMG) traces with TMS-induced
motor  evoked  potentials  (MEPs).  EMG  traces  (in  mV)  recorded  from  ipsi-  and
contralateral forelimbs as a function of time (in ms) after unilateral TMS over the motor
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cortex with a small (panel A) or large (panel B) TMS coil. (C, D) Spurious signals detected
in EMG data when using the small TMS coil. Continued twitches are visible in the signal,
which seems to be unrelated to the TMS pulse. The dotted lines indicate the minimum and
maximum amplitudes of the EMG reading between 7 ms and 25 ms after the TMS stimulus.
The difference between these two time points was taken as the MEP amplitude in mV. TMS
= transcranial magnetic stimulation.

Figure S3: The simulated electrical and magnetic fields produced by the small and large
TMS coils. Visualization of the magnetic vector potential (left) and magnetic fields (right)
for the small (A) and large TMS coils (B). The measured location is a plane positioned as
2.0 cm offset  from primary coil  surface. The 3D visualization is an artificially inflated
triangular surface to depict  the general  shape of  each field,  the degree of  deformation
along  the  primary  axis  is  promotional  to  the  magnitude map  depicted  below  (grid  of
128x128 for a size of 10x10cm). TMS = transcranial magnetic stimulation.

Table S2: Motor thresholds (MTs) generated for each hemisphere with the small and large

TMS coils

Small coil Large coil

Rat Right hemisphere MT 

(% MO)

Left hemisphere MT 

(% MO)

Right hemisphere MT 

(% MO)

Left hemisphere MT 

(% MO)

1 75% 75% 40% 50%

2 80% 80% 45% 45%

3 60% 85% 40% 45%

4 75% 85% 45% 45%

5 75% 80% 40% 40%

Mean 73% 81% 42% 45%

SD 8% 4% 3% 4%

MO, machine output; MT, motor threshold; SD, standard deviation.

cortex with a small (panel A) or large (panel B) TMS coil. (C, D) Spurious signals detected
in EMG data when using the small TMS coil. Continued twitches are visible in the signal,
which seems to be unrelated to the TMS pulse. The dotted lines indicate the minimum and
maximum amplitudes of the EMG reading between 7 ms and 25 ms after the TMS stimulus.
The difference between these two time points was taken as the MEP amplitude in mV. TMS
= transcranial magnetic stimulation.
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Discussion

In  this  final  chapter,  we  will  summarize  the  results  of  our

experimental  work  involving  healthy  human  subjects  and  rodents,  using  well-

established single-pulse TMS protocols. The main aim of this thesis was to validate

computational models that predict electric fields from FEM models for a given coil

position  and  ensuing  neuronal  responses  using  measurements  of  physiological

responses  following  the  administration  of  single-pulse  TMS.  For  that  purpose,  we

looked into two measures that were previously successfully combined with TMS and

were  demonstrated  to  be  safe  and  compatible:  motor-evoked  potentials  (the  EMG

response to TMS) and the BOLD response using concurrent TMS/fMRI. We will cover

the  shortcomings  and  limitations  of  both  approaches  and  suggest  alternatives.  In

addition, we will explore methodological considerations regarding the interpretation of

each type of measurement. 

The modeling aspect behind computer guidance of TMS and in particular the

potential of a dosimetry estimate derived from E-field is the central and by far the most

complex methodological aspect of our experiments. Therefore, as a reflection on the

outcome of the chapters presented so far, we will revisit each major part required to

achieve a virtual TMS electric-field simulation, namely, the need to model the coil-

induced  field  per  specific  stimulator  parameters  and  then  the  need  to  numerically

derive  the  additional  secondary  field  governed  by  the  dielectric  properties  of  the

stimulated medium (i.e., the brain). In our case, the secondary E-field was provided by

a 3D compartmentalized model of the 5 relevant tissue types of the head. A final and

crucial  part  was the derivation  of  an activation  metric  that  could  serve  as a  crude

predictor of the neuronal stimulation once the E-field prediction for a TMS stimulus

has  been  derived,  allowing  validation  of  the  model  with  observed  physiological

responses. 

We will continue to discuss future developments in the application of TMS

and elaborate on their possible implications in the context of modeling. Our focus will

be on suggestions for improvement of the practical value of such models. Also, we will

acknowledge some alternatives and emerging imaging modalities as potential tools for

in-vivo model validation. Finally, we will cover the broader application and usability of

FEM EM models with a focus on computer-guided dosimetry of TMS.

TMS Model Construction

TMS Coil Modeling

In  this  section,  we  will  reflect  on  the  experience  gained  during  TMS coil

modeling.  Various  numerical  methods  and  approaches  for  that  purpose  have  been

suggested.  The  extent  to  which  they  could  correctly  approximate  the  shape  and

magnitude of the induced field has received less attention in the literature [1]. Instead,

most coil modeling studies have concentrated on suggesting novel TMS coil designs

with a focus on primary field energy, focality, and depth optimizations [2] [3]. 

The importance of accurate TMS coil models is supported by the theory from

chapter 2. We can see that inaccuracies in the approximation of the primary E-field

(governed  by  the  coil  geometry)  will  be  further  propagated  to  the  estimate  of  the

secondary  field  (governed  by  the  medium).  This  by  itself  already  served  as  a

motivation to develop an in-house implementation of the coil-geometry generator and

field  solver.  This  way the  model  could  be  easily  adjusted  to  allow for  calibration

against measurements. We conducted magnetic-field mapping of the coil under very

low intensity  (4% MO) inside a 3T MR scanner.  Such a low intensity  was picked

intentionally.  Higher  intensities  were  simply  not  achievable  due  to  the  inherent

physical limits of the technique [4].

Additionally,  in  chapter  3,  we  managed  to  evaluate  the  effect  of  the  total

electric field on a realistically shaped human head (courtesy of [5]). The most critical

geometrical detail of the coil contributing to spatial accuracy is the coil surface area,

which is bound by the difference between the outer versus inner radius of the copper

wire windings. In contrast, the model thickness influenced the final results to a much

lesser extent and at a significant computational cost. We found highly idealized single-

wire loop models  to overestimate the focality  of  figure-8 coil  when evaluated in  a

realistic scenario over the cortical M1 area. The findings of chapter 3 motivated the

development  of  coil  models  used  for  the  remainder  of  the  modeling  and  model

validation work presented in this thesis (chapters 2, 4, and 5),  being a  model with

realistic spiral windings but infinitesimally thin.

The coil models that we proposed were based on the piece-wise BiotSavart

method of deriving the EM field of coils. This method has the advantage of being

straightforward  to  implement  in  the  form  of  integration  over  an  arbitrary  curved

profile. It is flexible and allows capturing the form and shape of any arbitrary coil.

However, even when using a modern parallel CPU, the direct calculation of the field of

a realistic head model could take up to half an hour compared to 5 minutes for the

linear system FEM solver. 

An alternative approach, avoiding the need for modeling entirely,  has been

suggested with which a computer database is maintained of precise field measurements
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in the form of 3D sampled vector fields (60x45cm with 0.4mm resolution)  [1]. This

eliminates the need to model each combination of coil shapes employed in practice,

especially  if  we  consider  each  combination  of  manufacturer  and  coils  offered  per

device.  However,  the  endeavor  of  building  and  maintaining  such  an  all-inclusive

dataset is equally if not even more demanding. An additional benefit of the model-less

approach is the possibility to achieve better accuracy. The spatial accuracy of the field

approximations is governed by the detail of the coil geometry, which is particularly

prone to tuning errors, especially when trying to balance the inner current distribution

in more complex shapes. Also numerically quantifying the magnitude is problematic

when too close to the coil, a fundamental limitation of the BiotSavart law. In contrast,

the  inaccuracy  due  to  the  measuring  equipment  is  expected  to  be  lower,  largely

determined by the interpolation and extrapolation strategy between probe positions. We

should acknowledge, however, that deriving reliable instrumental measurements near

the coil might also prove to be a hardly trivial task.

Nevertheless,  we adopted  a  similar  approach  to  optimizing  coil  simulation

time, that is, using a pre-calculated field of a particular coil model and then simply

applying the transformation to place it correctly in place and then interpolate the vector

field to the head model (nodes or elements of the FEM mesh). This technique was

crucial  for  the  undertakings  described  in  chapter  4,  where  100  simulations  were

required per subject, that is, for each position stimulated on the actual subject’s head.

The required approximately 25 minutes for the calculation of a single stimulus coil

field  alone  results  in  almost  2  days  of  additional  computational  simulation  time;

instead, with our method, interpolation took less than 3 minutes per stimulus. This is all

possible due to the relatively homogeneous permeability of the human head, similar to

that of free space μ0 .

Human Head Modeling

Besides a good model of the incident E-Field of a TMS coil, we need a good

volumetric geometrical model of a human brain for each major tissue with distinct

electrical  conductive  properties.  Furthermore,  such  a  3D  head  model  needs  to  be

derived  from individual  MR images.  As it  turned out,  this  was  one of  the hardest

problems to tackle in the context of the larger  body of work presented in this thesis.

Previous studies have tested the possibility to generalize the induced E-field maps on a

group level  using  a  standard  brain  and  concluded that  the  complex  and individual

human  morphology  simply  prevents  using  generic  head  models  to  predict  TMS

dosimetry in a subject-specific head model [6].

The  derivation  of  subject-specific  3D  FEM  volumetric  meshes  that  are

anatomically  correct  and  suited  for  numerical  processing  at  the  same  has  been

challenging due to several complicating factors. Despite our best efforts, a completely

automatized processing was not practically achieved, which we found to be a common

struggle among other researchers in the field. Except for a few subjects, most MRI

image segmentations required manual adjustments in the classification of tissue types

that could prove tedious and time-consuming. Most notably, within sulci, the ‘sulcal

walls’ of the cortical sheet could ‘kiss’, that is,  merge above the cleft that a sulcus

forms (see chapter 2).  Volumetric irregular tetrahedral  meshes are  critical  for FEM

accuracy,  while  strictly  requiring  both  smooth  and  veridical  boundaries  between

compartments  in  the  case  of  heterogeneous  domains  (see  chapter  2).  Those  two

requirements  combined  lead  to  conflicting  outcomes  in  the  case  of  thin  highly

convoluted  interfaces,  such  as  the  CSF–GM  boundary.  While  imaging-smoothing

operations could be successful  in  removing small  discontinuities  along the surface,

they could as easily introduce unwanted holes and other topological artifacts into the

final mesh that will negatively affect FEM solvers and lead to inaccurate local current

estimates. 

The complex morphology of the GM, characterized by its intricate folding of

the  gyri,  sometimes  leads  to  CSF  interfaces  that  are  less  than  1mm  thick.  Such

interfaces form predominantly around tightly packed gyri with narrow gaps in the folds

of the cortical surface, and sometimes along areas of skull thickening on top of the

gyral crowns. Layers of CSF with a resolution below 1mm fall just under the imaging

resolution of the MRI images that we obtained for each participant, which makes voxel

classification  fundamentally  ambiguous  and  vulnerable  to  several  partial  volumes

effects  [7] [8].  Higher-resolution  T1-weighted  MRI  (at  sub-millimeter  resolution)

might help better distinguish thin CSF compartments, while potentially presenting a

new problem –  the  need  for  dura-matter  classification.  This  could  be  a  challenge

because at a higher resolution, the dura-matter tissue surrounding the cortex becomes

distinguishable, and it has similar voxel intensities to GM. Most head models of TMS

omit the dura-mater since its significance for field distribution is considered small and

to a large extent an unwanted artifact. It remains to be seen whether such assumptions

are correct. Higher-resolution segmentations could also lead to an increased number of

elements in the final mesh unless smart adaptive-parameter strategies are included. An

alternative approach that ensures water-tight surfaces is the deformable-mesh approach

[9].

In short, the 3D meshing of MRI images of individual participants appeared to

be computationally very demanding, easily requiring a day per participant for some

algorithms. Moreover, full automation is almost impossible to achieve in a universal,

robust manner that could guarantee some level of consistent quality. At best we could

hope  for  an  iterative  trial-and-error  process  with  a  minimum  need  for  manual

processing. 

We managed to develop a pipeline that was effective in meshing the individual

subject  MRIs  for  subsequent  use  in  FEM (see  chapter  2),  but  it  required  manual

intervention and verification, which was tedious at best. This process will eventually
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produce meshes with a magnitude in the millions of elements, to accurately describe

the head tissue types needed for the work at hand. Easy, on-demand meshing pipelines

creating fully automatic individual meshes generated from MRI images are required for

TMS-induced E-field modeling to eventually be adopted in clinical workflows [5]. It is

identified here as a key impediment to the adoption of E-field modeling in clinical

settings  at  the  moment,  requiring  further  research  and  development  before

computational  neuro-stimulation  can  be  used  to  control  TMS dosimetry  in  clinical

practice [10]. 

White Matter Relevance

As stated in chapter 2, we decided on modeling the WM-tissue conductivity as

isotropic scalar quantity instead of the more realistic conductivity tensor ratio of 1:3

derived from DTI post-processing. We also partially motivated our decision based on

several  studies  concluding  a  minor  effect  of  taking  into  account  white  matter

conductive anisotropy on the E-field distribution and magnitude (10%)  [11]. Despite

our skepticism in including DWI-based FEM modeling of WM as a passive conductor,

we  must  defend  the  implication  of  WM  tractography  in  identifying  structural

connectivity among brain areas and its relevance to TMS dosimetry and especially to

subsequent signal propagation. The study of the human connectome and the possibility

to derive a connective probability map for the general healthy population to further

assist the application of TMS based on signal propagation have been already explored

[12]. 

The capability of TMS to induce activity in brain regions distal from those

directly stimulated has been demonstrated before [13] [14].  We also observed similar

causality in our experiments (see chapter 6). The implications of TMS being able to

probe and intervene in active human brain networks in a controllable and observable

manner are numerous. It  has been postulated that the origin of many psychological

disorders,  including  MDD,  is  ultimately  some  type  of  network  disorder  [15][16].

Rather than dismissing the importance of connectivity in the context of TMS, we opted

for not including anisotropy in our modeling of the WM tissue, as it has shown to have

limited influence on the outcome of E-fields alone.

Tissue Dielectric Properties

Another  critical  aspect  of  delivering  reliable  estimates  of  the  total  E-field

induced by a TMS coil is the accuracy of the adopted DP of the tissues in the head.

Reported DP values from physiological recordings in the literature are sparse and often

dated  (http://niremf.ifac.cnr.it/tissprop/)

(http://niremf.ifac.cnr.it/docs/DIELECTRIC/Report.html)  [17].  Finding  accurate  DP

values  for  tissues  in  principle  remains  challenging  for  the  computational  E-field

modeling community, including the models presented in this thesis.

Biological  tissues  exhibit  a  diverse  range  of  conductivity  and  permittivity,

which  are  themselves  also  highly  sensitive  to  variations  in  the  frequency  of  the

administered EM stimulation.  In  the  low-frequency regime (LF;  1–10 kHz),  which

includes  typical  TMS  stimulation  patterns  in  the  ~4KHz  range,  the  human  head

remains highly heterogeneous when we account for some of the major tissue types. 

Initial  insights  into  the  uncertainties  surrounding  the  variability  of  tissue

conductivity can be derived from an experiment on rat cadaver brains that has revealed

a striking difference in conductivity properties when compared to in-vivo tissue [18].

When considering the effect of temperature on electrical tissue properties, on the 14th-

day postmortem, the aforementioned study reported a temperature-dependent linear E-

field strength decrease of 38% when the temperature changed from 4º C to 37º C.

Similar observations of above 100% discrepancies in tissue conductivity were reported

when comparing in-vivo against ex-vivo values, interestingly with a 36% increase in

the conductivity  ratio  between GM and WM  [19].  Such a drastic  change could be

attributed to the rapid loss of temperature that bodily fluids undergo after death, being a

limiting factor to both ion mobility and general tissue atrophy. Specifically for CSF

conductivity, the difference between room and body temperature of 25º–37º C might

lead up to a 44% difference in sigmas (1.45–1.79 S/m)  [20]. Other biological factors,

such as aging, have been implicated in altering conductivity, as reported in experiments

conducted on rodents  [21]. Interestingly, in rTMS depression treatment, age has been

identified as a key predictor of treatment response, due to the larger prefrontal cortical

entropy among the elderly population, more often requiring higher rTMS intensities

[22]. This might be related to the altered conductivity with age mentioned before.

One fundamental problem with ex-vivo measurements is that, once a sample is

taken from a deceased animal, its cellular structure might degenerate rapidly, leading to

drastic changes on a micro level, such as the break of the cellular membrane. In turn,

this has a strong impact on determining the macro dialectic properties of particular

tissues under LF stimulation, whereas, in the case of HF the membrane usually remains

impermeable to externally currents. Therefore, both composition and structure become

critically important when we consider the LF regime.   

The difference between in-vivo and ex-vivo values has motivated attempts to

map  non-invasively  the  dielectric  properties  of  tissues  in-vivo.  Two  principal

approaches  have  been  explored  varying  in  the  way  that  the  external  currents  are

introduced:  (1)  direct-current  injections  via  surface  electrodes  and  (2)  inductively,

through  an  electromagnetic  coil.  Methods  relying  on  surface  electrodes,  such  as

traditional Electrical Impedance Tomography (EIT), suffer from low sensitivity at sites

away  from  the  electrodes  [23].  Taking  advantage  of  modern  MR,  the  MR-EIT

technique was introduced which can achieve better sensitivity in depth [24]. However,
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the power and the duration required to obtain good SNR might exceed the maximal

current limits dictated by noninvasive safety standards (SAR; ICNIRP2020 IEEE2005)

(https://standards.ieee.org/standard/C95_1-2005.html)

(https://www.icnirp.org/en/activities/news/news-article/rf-guidelines-2020-

published.html ).  The effect of  tissue heating is  complex when we consider highly

inhomogeneous  brain  areas,  which  are  typical  of  the  complex  organization  of  the

folded human cortex. Alternatively, utilizing the gradient coils of an MR machine, we

can  inductively  induce  currents.  Unfortunately,  this  approach  was  found  to  have

significant  limitations  in  that  while  it  is  possible  in  theory  to  decouple  the  phase

contribution  arising  from  RF  currents  (MHz)  with  respect  to  the  phase  from  LF

currents (kHz), the latter phase component is below the noise level of typical MRI

acquisitions  [25].  In  collaboration  with  another  group,  we  investigated  TMS  as  a

possible method of current injection inside the MRI scanner, in order to estimate the

electrical properties of tissue compartments in the heads of our participants. We relied

on the same concurrent TMS/MRI setup presented in chapter 6. While this is a very

promising novel technique, capable of stronger magnetic-field (0.4T) injections, the

MR  gradient  coil  capable  of  10mT/m  made  it  impossible  to  reconstruct  tissue

conductivity values near the TMS coil [26]  due to the strong dephasing of the excited

proton-spin magnetic resonance. This work was part of the thesis of a partner project in

the same consortium, which, had it been successful, would have aided our modeling

attempts  tremendously  by  providing  individual-tissue-conductivity  values,  which,

however, no one has yet accomplished.

Having  acknowledged  the  lack  of  reliable  conductivity  values  and  the

impediments to obtaining in-vivo measurements, we should turn our attention to the

degree  to  which  FEM  predictions  are  affected  by  assumed  conductivity  values.

Outcomes  from  several  studies  looking  at  the  possible  impact  on  accuracy  are

encouraging. After careful analysis of the uncertainty and sensitivity of dielectric tissue

properties in the case of TMS and tDCS, one group has made several intriguing claims

[27]. First, in general, FEM modeling for TMS stimulation is less affected by assuming

conductivity values that are off to some extent than for example tDCS. Second, only

the magnitude of the induced E-field is affected rather than the current orientation and

the general distribution of the induced E-field. This can be expected, as the direction

and distribution of the induced E-field are driven mainly by tissue geometry and the 3D

meshes constructed to describe it.  Third,  the two dominant tissue types driving the

uncertainty for  TMS were found to be GM (75%) and WM (23%).  Fourth,  higher

uncertainties were reported in the sulcal walls (20–25%) compared to the gyral crown

(5%). 

Another  computational  study,  involving  a  complex DWI-driven  model of  dielectric

tissue  properties,  tested  the  tissue  frequency  response  on  human-head  tissues  and

concluded that sensitivity to either conductivity or permittivity is smaller than that to

frequency [28]. 

Despite all the aforementioned points regarding the uncertainty involved in

determining accurate LF dielectric properties of living tissue, we are still confident in

our underlying assumptions and trust the results from our models. To the best of our

knowledge,  the  values  that  we used  (see  chapter  2)  are  commonly  adopted  in  the

community.

TMS Model Validation

Macroscopic Metrics of Activation 

One of the  main motivations for  our investigation  was the  need for  better

interpretation and empirical validation of the numerically predicted TMS-induced E-

fields  from  EM  models.  For  this  purpose,  we  needed  to  define  the  quantitative

relationship between locally induced currents and neuronal activation in the cortical

sheet, as empirical validation of such computed E-fields often involves measures of

neuronal activations or consequences thereof (such as overt movement). In our attempt

to derive macroscopic metrics of the net neuronal activation of a single pulse of TMS,
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components. Functional PET imaging in combination with TMS has revealed a site of

activation deeper in  the sulcus wall  where the E-field is  orthogonal to  the cortical

surface [29], justifying such distinctions.
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In chapter 4, we validated the complete model of the effects of a single pulse

of TMS as described in chapter 2; this was achieved in an experiment on 9 volunteers,

who underwent stimulations of several locations near the thumb motor hotspot while 4

channels of EMG from hand muscles were being recorded. We simulated the motor

cortex and ensuing hand MEP responses for the same coil positions and orientations,

using  individually  derived  FEM  models  and  cortical  activation  measures,  and

compared those with the observed empirical MEPs.

We  observed  high  variability  in  the  responses  to  single-pulse  TMS,  for

example around 60% of TMS discharges resulted in no response at all. This hindered
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observed responses to a larger extent than expected. One general limitation of EMG is

that MEPs are an indirect measurement of cortical excitability that further involves

interaction with the cortical-spinal tract and to some extent might depend on specific

muscle physiology. The responses are also influenced by the neuronal activation state

in  other  connected  regions,  habituation  and  arousal  effects,  and  other  uncontrolled

variables. This finding complicates the analysis because it introduces several sources of

variability  that  are  not  under  experimental  control.  In  our  cross-mapping  protocol,

discharges  sometimes  resulted  in  a  response  and  other  times  not,  despite  nearly

identical stimulation intensities, site, and coil direction  [30]. The high variability in

MEP  response  is  well  known,  and  some  recommendations  for  achieving  robust

response were already taken into consideration in  our experimental  design,  but not

sufficiently so. 

The number of repetitions needed to obtain robust MEP readings as well as the

inter-stimulus  interval  needed  to  minimize  any  repetition  suppression  due  to

habituation [31] had to be chosen carefully, and several conditions had to be taken into

account. We managed to realize a minimum of 3s inter-stimulus interval and a pseudo-

random order of site and coil direction. However, as it appeared after our experiments

were conducted, our 5 repetitions per site and coil orientation fell short of the number

of repetitions that are recommended for eliable MEP estimates: 25–30 [32]  [33] and

30–40 [34]. The reason for keeping the number of repetitions low was in line with our

motivation for keeping the session relatively short (<25min), which in retrospect was

made achievable thanks to the advanced software that we used. Our goal was namely to

prevent fatigue and lack of motivation and arousal, which would hamper reliable MEP

recordings. Still, it constitutes a major limitation of the experiments thus conducted,

partially  due to  concerns about the duration of  the sessions (METC approval).  For

future work of this type, we intend to substantially increase the number of repetitions

per site and coil orientation, preferably executed in pseudo-random order.

In  conclusion,  we  observed  that  neuronal-activation  metrics  taking  into

account induced current magnitude in general outperformed simpler activation metrics,

but we could not establish a clear advantage of a certain region of interest in MEP

generation, nor of a specific activation metric in explaining observed MEP magnitudes.

The  findings  described  in  the  chapter,  however,  have  demonstrated  the  potential

benefits of the approach with an improved experimental design. On a related note, the

combination of TMS E-field models with EMG has the potential to improve current

MEP mapping techniques [35]. 

Combined TMS and fMRI

In chapter 3, the full model of single-pulse TMS effects from chapter 2 was

validated  by  deploying  TMS  inside  the  bore  of  a  3T  MRI  scanner  during  the

acquisition of fMRI data in a special setup (see chapter 6) on 6 healthy volunteers. A

biphasic stimulator was used.

This setup allowed the comparison of modeled activation patterns for 3 of the

neuronal activation metrics outlined in chapter 2: the CE metric taking into account

only the locally induced electric fields, the C3 metric favoring currents perpendicular

to the sulcal wall, and the C2 metric with maximal local responses for E-fields parallel

to the sulcal wall. Note that the inward and outward activation metrics could not be

considered, as the bidirectional pulse shape affecting each induced current direction

equally would have yielded the same predictions.

It was observed that the CE metric, taking into account the magnitude of the

electric  field  in  the  local  cortical  tissue  near  the  TMS  stimulation  area  site,

demonstrated the closest match with the measured BOLD fMRI. Taking into account

the local orientation of E-fields did not improve the correspondence of the model with

observed BOLD data.

Although there is only limited empirical data available on how and where a

TMS pulse invokes currents in the cortical surface that is targeted, a few recent studies

did  compare  their  FEM modeling  results  to  the  published  neuroimaging  literature.

Notably, Bungert et al. came to similar conclusions as we did [36]. Their model also

showed  the  largest  currents  superficially  rather  than  in  the  sulcus.  They  cited

concurrent  TMS-PET  and  TMS-fMRI  literature  that  also  exhibited  superficial

activation foci and considered this as evidence in support of their results.

This experiment encountered problems in that changing TMS machine output

in between discharges  caused  artifacts  for  some participants,  resulting  in  a  smaller

number  of  participants  than  originally  planned.  Nevertheless,  it  did  show evidence

supporting one of the metrics.

Image-guided TMS practices could benefit from these findings, as it  seems

advisable  to  take  into  account  evoked  E-fields  and  ensuing  activation  patterns  to

improve the dose control  for TMS applications in clinical  and investigatory use of

TMS.

Summary of the validation results

Initially,  we  postulated  the  existence  of  a  strong  direction  sensitivity  in

response  to  injected  currents  relative  to  the  folding  of  the  cortical  sheet  and  we

conducted  a  multi-modal  approach  toward  testing  the  validity  of  such  hypothesis.

Unfortunately, our results were inconclusive in the support of a such hypothesis. While

activation metrics such as C3, showcasing the advantage of currents orthogonal to the

cortical sheet, proved better for one of the modeled motor cortex regions, they fell

short for the other. It is worth mentioning that no inverse correlation was observed for

any  metric  that  might  otherwise  suggest  some  sort  of  pure  inhibition  effect,  for
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example in situations implying the advantage of the C3 hypothesis. In that case, we

would expect any current tangential  to the cortical sheet to be inhibitory in nature,

under normal TMS conditions arising at the crown of the gyri. In fact, when validated

with  MEP,  it  was  the  magnitude  of  the  E-field  alone  that  provided  an  improved

prediction  as  compared  to  the  intensity  agnostic  C0  metric  (see  chapter  5).  The

activation  metrics  yielding  more  superficial  activation  were  the  ones  with  the  best

performance, as validated with a TMS-induced fMRI BOLD response (see chapter 5).

Such  discrepancies  among  the  best-performing  activation  models  could  be

partially explained by the differences between BOLD and MEP measurements, from a

physiological and mechanistic point of view. Additionally, the idealized design of the

activation metrics could explain why no clear preference for one of them emerged. We

took into account only two principal neuronal interactions within the cortical sheet

(parallel  and  orthogonal)  and  two  polarities  (inward  and  outward).  We  ignored

mixtures of such interactions and other known microscopic organizational principles in

the cortical  sheets [37],  and we fully  ignored  local  and distal  interactions between

patches of the cortical sheet. While we still stand by our initial premise of a strong

direction-sensitive effect of TMS, the level at which we simplify the complexity of the

underlying microstructure of the cortical sheet might just not be sufficient to explain

the  complex  interactions  between  injected  currents  and  the  observed  neuronal

activation patterns.

Applications
In the following subsections, we highlight the most prominent way in which

the models presented in this thesis can improve, influence, or otherwise help with the

general understanding and application of TMS.

Improvements  in  the  concurrent  TMS/fMRI
setup

Chapter  6  of  this  thesis  was  exclusively  dedicated  to  the  elaborate

experimental  setup  required  to  achieve  robust  and  safe  results  when  combining

concurrent MR with TMS. Some additional content is presented as an extension only to

the  material  and  methods  section,  while  the  rest  remained  identical  to  the  original

published work [38].

We  successfully  managed  and  controlled  most  of  the  previously  reported

complications that might arise in the attempt to combine TMS with MRI: temporal

decoupling (100ms before EPI)  synchronization [39], image artifacts [40], and general

safety [41]. The low SNR, caused by the need to use soft RF receive coils instead of

the traditional head cage, was the main problem that we faced in our study. A custom-

tailored TMS coil with an integrated RF MR coil has recently shown the potential to

alleviate  the  issue  [42].  The  lack  of  compatible  navigation  was  another  hindrance,

which made it  hard to  position  the coil  for  a  large  part  of  our subject  population.

Neither an optic nor a magnetic tracking system could easily be applied. As part of our

coil validation, we looked into quick planar EPI images in an attempt to assess the

spread  of  the  magnetic  field  and  reconstruct  the  coil  position,  which  has  been

suggested before  [43]. The progress toward a more integrated system will  certainly

resolve the main impediment to the current setup, namely it still being too complex.

Chapter  6  was  exclusively  focused  on  our  experimental  setup,  covering  some

particularities and technical challenges in the effort to combine TMS with MRI.

The  utility  of  TMS  with  fMRI  is  not  limited  to  E-field  modeling  and  is

relevant as a tool for investigating any causality between remote regions in response to

TMS  by  providing  functional  connectivity  maps,  which  further  advance  our

understanding  of  the  human  connectome.  We  already  mentioned  that  it  could  be

beneficial for TMS applications in general. Brain activity is organized in functional

networks;  in  particular,  dysfunctions  in  the  SN,  crucial  for  cognitive  control  and

response inhibition, and the VMN, part of the classic reward circuit, are implicated in a

wide range of psychiatric disorders  [44]. In the case of depression, a connection has

been established with dPLPF and ACC in healthy subjects [45].

Model-driven rodent coil design

Chapter 7 presented a novel coil design for the differential stimulation of a

single hemisphere of a rodent. Rodent TMS is emerging as an important preclinical

model to  study the potential  therapeutical  benefits  of  TMS on brain recovery after

stroke. 

Building  the  physical  coil  prototype  together  with  a  project  partner  was

preceded by a series of computer FEM simulations on an anatomically correct MR-

derived model. The purpose of those virtual iterations was to optimize the size and

dimension  of  the  coil  to  achieve  sufficient   penetration  with  minimum amount  of

spread, which would lead to the most optimal configuration. 

Furthermore, the insight that we gained from the work described in chapter 3

on the level of geometric detail required to model TMS coils for human-size cortex

was crucial. The few studies that have explored the discrepancy between simplified and

more realistic coil models have revealed that the level of detail is indeed relevant for

human-brain stimulation, and is especially significant for rodents  [46]. This is due to

several factors that further complicate the modeling of coils used for rodents compared

to coils used for humans – the ratio of the coil  to head size (with increasing head

volume,  the  TMS-induced E-field  in  the  brain  first  gets  stronger  and  then  weaker

following an exponential function) and the distance from scalp to the cortex [46], [47].

Both numerically deriving and experimentally measuring the field magnitude near the
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coil have traditionally been challenging, as discussed in the more theoretical chapter 3.

Therefore, there is an inherent level of additional uncertainty and large space for error

when evaluating a magnetic field numerically close to the source and especially when

targets are of similar size.

The  main  technical  challenge  encountered  while  working  with  initial

prototypes of the rodent coil was the extreme heat accumulation under rTMS protocols

(see chapter 7). The minute size of the coil in combination with the thicker wires (and

thus higher impedance) required higher MO (80%) while providing less opportunity for

cooling. It is also expected that inter-wire forcing after each discharge will contribute

negatively to the lifespan (counted in a number of discharges) under higher operational

temperatures. Therefore, we can positively recommend for future coil models that they

incorporate thermal and mechanical calculations, similar to  [48]. Overheating issues

under rTMS protocols were the main engineering problem to overcome in the initial

prototypes of the coil.

Preventing side effects 

Although TMS is  noninvasive and considered  safe,  without long-term side

effects,  this  is  not  to  say  that  it  comes  without  some  downsides.  One  commonly

reported side effect is a transient headache shortly after a session  [49]. It is expected

that the scalp muscles just under the coil surface will experience the strongest current,

due to their proximity to the coil wrings and the relatively high conductivity of the

scalp.  This  serves as  a  motivation to  keep sessions  short,  especially  during  rTMS.

Single-pulse discharges might be problematic too. In particular when targeting a more

anterior  cortex  area  near  the  facial  muscles,  as  is  the  case  with  DLPFC and  TPJ,

sessions  are  prone  to  causing  exceptionally  high  levels  of  pain  and  even  jaw

contractions. We had to cancel one of our experiments involving concurrent TMS with

fMRI on DLPFC exactly because of such complaints after just a handful of discharges.

In that case, the precision of the coil placement was limited, and subjects had to assume

an awkward pose in the scanner (with their head tilted). 

The  modeling  presented  so  far  in  this  thesis  has  the  potential  to  aid  in

addressing  such  scalp-related  unintended,  and  highly  undesired,  direct  muscle

stimulations. It constitutes an alternative use of the methods we employ in this thesis,

outside the context of correct dosimetry. Computer TMS models can be utilized in at

least two ways. It is possible to come up with an innovative coil that minimizes the

effect of prolonged (rTMS) sessions in the context of headaches  [50]. It  is equally

possible to come up with some type of heuristic metric of certain scalp positions for

optimal orientation, to spare certain facial muscle groups.   

Future Directions

In the following two subsections,  we not only propose one promising way

forward for computational TMS models but also suggest an additional modality to help

us validate them.

Combined TMS and EEG

One  alternative  imaging  modality  in  particular  deserves  more  attention,

namely,  EEG. It is by far the second most adopted method, just  after  EMG, when

studying the effects of spTMS and rTMS. One major advantage of EEG in comparison

to both EMG and fMRI is the ability to measure directly the neuronal firing without the

need of a proxy, thus avoiding the need for any further biological interpretation, such

as  the  nontrivial  cortico-spinal  tract  interaction  and  the  slow  metabolic  neuronal

reaction  to  oxygen  depletion  BOLD.  Much  like  fMRI,  it  allows  for  global  brain

imaging and has been demonstrated in combination with TMS, simultaneous reading

(online  effect)  [51].  However,  the  spatial  resolution  of  modern  MR  systems  is

increasing, while there persists some physical limitations to what is spatially possible

with EEG (~5mm). Even high-density EEG caps are not potent enough to capture in

sufficient detail the effects exerted by TMS in an area of roughly 2x4 cm. The method

is known to suffer from several shortcomings concerning source localization: known as

the  mathematically  ill-posed  inverse  type  of  problem  [52],  the  effects  of  skull

anisotropy near electrodes might ultimately compromise accuracy  [53] [54]. Finally,

some impediments specific to the combination of EEG with TMS might need to be

addressed  too – e.g.,  TMS artifacts  filtering due to  TMS pulse  discharge  [55] and

auditory-sensory TEPs [56].

All  these  limitations  diminish  the  attractiveness  of  the  combined  EEG

approach  for  E-field  model  validation  and  spTMS.  Nevertheless,  the  superior

resolution of EEG in combination with TMS makes it an exceptionally suitable tool to

probe  the  timing  of  signal  propagation  and  the  complex  interactions  of  inhibitory

versus excitatory global networks. In that respect, the combination of TMS with EEG

remains an ideal tool to probe active functional connectivity  [57].  Furthermore, the

TEPs’ responses have shown good reliability across sessions, making them a stable

bio-marker of neuronal excitability [58]. 

One relatively recent trend in combining EEG and TMS is potentially even

more relevant for dosimetry alone. The close-loop EEG-guided TMS application based

on brain state  is  gaining traction among researchers.  The idea is  that  TMS can be

applied in  phase synchrony with the natural  rhythms of the brain  [59].  Large-scale

neuronal populations – which are known to fire in synchrony and form typical natural

rhythms oscillating in  distinct  frequency bands,  alpha  (8–12Hz),  beta  (13–20),  and
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beta/gamma(21–50Hz) – have been reported in response to TMS  [60]. The idea that

phase-dependent  stimuli  will  have  a  discernible  modulation  effects  on  responses

coincides with what we intuitively connect with the pendulum effect: the notion that,

when influencing a dynamic system, the moment of the application of force might be

more important  than just the amount. An emerging technique,  TMS combined with

neuro-feedback  EEG,  has  introduced  the  concept  of  ‘neuronal  entrainment’  by

demonstrating TMS frequency-dependent oscillation modulation or otherwise making

it possible to modify the timing of the spikes of neurons on a group level  [61] , also

shown with alternating-current stimulation [62]. 

Multi-scale neuronal population models

Following the inconclusive results from our optimistic attempt to simplify the

effect of neuronal activation on the macro level using crude metrics, we are inclined to

suggest a more comprehensive approach toward modeling the response to exogenous

electric  fields.  Such  an  approach  will  inevitably  involve  biologically  plausible

modeling  of  the  human  cortical  structure,  drawing  from our  current  knowledge  of

neurology and neural physiology. 

Akin to methods already applied for functional image reconstruction (fMRI,

EEG, MEG), using a physiologically plausible mechanism of action makes it possible

to  adapt  those  advanced  imaging  techniques  to  explain  the  neuronal  response  to

electrical  as  well  as  sensory  stimulation (see  dynamic causal  modeling  [63]).  With

DCM, scientists are trying to fit a model to the data to better explain an observation.

Similarly, we can try to identify a simple yet effective model of response to electric

stimulation on the level of micro cortical circuits. 

Employing DCM in physiological studies involves plausible neural mass and

neural field models. Often referred to as regions, each including several neuronal sub-

populations, representing key constituents of the cortex. However, the complexity of

interactions and the amount of detail might vary significantly between studies. Most

populate  each  region  with  some  excitatory  pyramidal  (output)  neurons,  inhibitory

interneurons,  and  excitatory  spiny  (input)  neurons.  Often  intrinsic  (within  a  single

source)  connections  are  estimated  per  region,  while  extrinsic  connections (between

sources)  are  subdivided  into  forward,  backward,  and  lateral.  Forward  connections

arrive at the input population, backward connections arrive at both the output and the

interneuron  populations,  and  lateral  connections  arrive  at  all  three  populations.  All

extrinsic afferents are projecting from the output pyramidal population [64] [65] [66]

[67]. If we were to adapt this approach to our needs of TMS model validation, we

should inverse input and output, having inputs to pyramidal cells and output from spiny

cells. It is also important to realize that these different regions are treated as distinct

processing units, following the principle of ‘functional segregation’, enhanced with the

idea of ‘functional integration’, according to which those regions need to communicate

with each other to ultimately cause a complex behavior.

It follows from our brief outline of DCM that a high level of approximation of

relatively large-scale neuronal populations, as well as knowledge from the sphere of

modern neurology, determines which behavior we shape exactly. However, we can also

start  from  a  single  neuron  and  hope  to  invoke  equally  plausible  behavior  on  a

population level. In principle, this would be a more straightforward building block,

although, depending on the sought level of detail, it could be even more challenging to

model a single neuron.  

Single neuron models based on Hodgkin–Huxley model are nothing new, the

most common computational models being those of single-compartment neurons in the

form  of  a  cylinder  with  fixed  diameter  and  length  and  slight  variations  of  the

membrane-potential equation to derive a final transverse polarization, in other words,

cable equations [68]. The parameters of the equation depend mainly on the type of cell,

morphology, and ratio of the different ion-gated channels [69]. Some studies have gone

as far as modeling the Tuft dendrites of L5 pyramidal cells and their mechanism of

interaction (local feedback circuits to L5) [70][71]. The effect of myelination has been

explored  computationally  too,  revealing  unmyelinated  axon  thresholds  above  the

capabilities of conventional TMS [72]. More elaborate multi-compartmental neuronal

computational models exist,  in which several different cell types are included, with

realistic morphology and complex axon arbors [73]. 

To gain even greater physiological insight into the underlying molecular and

cellular  mechanism  of  action,  the  so-called  multilevel  models  have  been  recently

introduced.  One  study  in  particular  focused  on  the  synaptic  plasticity  of

hyperpolarization-gated neurons in the MVN [74]. It involved an elaborate multiscale

model  incorporating  both  electrophysiological  and  biochemical  signaling  at  the

vestibular  nerve synapses on proximal dendrites  of  the neuron.  In  another study,  a

comprehensive set of L1 of L5 type neurons of rats and humans, spanning almost a

complete cortical column, were incorporated in a local uniform DC and DC-pulsed E-

field 3D virtual simulator  [73].  Multi-scale models involving realistic 3D FEM with

motor  cortex  patches  with  the  dense  neuronal  cortical  columns  of  L2/L3  and  L5

pyramidal neurons are arguably the most relevant for the work presented here  [75].

Even more reminiscent of the FEM models demonstrated here is a multiscale subject-

specific model, albeit limited to pyramidal neurons (the NEURON project)  [76]. We

expect the natural progression of 3D FEM work to include such a multiscale approach.

In one recent publication, we already found a clear example of such a model on similar

ROIs on M1 with a complete representation of L1–L6 cortical columns [77]. The same

research group reported their preference for the E-field magnitude instead of the (C3-

metric) component orthogonal to the cortical surface of the E-field. 
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Those  studies  come  to  a  similar  conclusion:  the  mode  of  neuronal

depolarization  dependent  on  various  morphological  features  of  the  axonal  arbor,

including  myelination,  diameter,  and  branching,  is  very  preferential.  Overall,  the

outcomes were  reported  to  be similar  to  those  of  other  experimental  physiological

studies, such as the whole cell patch-clamp recording under uniform E-field in-vivo

and in-vitro in rodents [78]. Even more remarkably, thanks to further experiments with

multi-scale models with the more realistic M1 patch, some of the authors have claimed

proposed a  novel hypothesis  to  explain the latency between I-waves and D-waves,

entirely based on a synthetic computational model [79][80]. 

Final Remarks

The  theoretical  approach  presented  in  this  thesis,  and  the  empirical  and

practical work presented to validate the approach and demonstrate its usefulness for

research  and  clinical  applications,  demonstrate  that  computational  approaches  to

predict the effect of non-invasive brain stimulation are worthwhile, can be validated,

and have great  potential.  Several  limitations were observed,  that  might be resolved

soon. Our approach could guide such studies, and present a unified framework for the

formulation, empirical validation, and application of computational neurostimulation

methods.
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Directe elektrische stimulatie van neuronen met behulp van micro-elektroden

heeft  een  lange  geschiedenis  in  de  neurowetenschappen  (sinds  circa  1070).  De

gerelateerde indirecte stimulatie via het inductieprincipe van Faraday heeft een veel

recentere oorsprong. In in 1985 demonstreerde Anthony T. Barker voor het eerst een

modern  apparaat  dat  werkt  via  een  platte  cirkelvormigeelvormige  spoel  die  het

menselijke perifere en centrale zenuwstelsel kan stimuleren vanaf de buitenkant van

het  hoofd.  Tegenwoordig  kennen  we  deze  uitvinding  onder  de  naam  “TMS”

(Transcranial  Magnetic  Stimulation),  waarbij  transcranieel  staat  voor  “door  de

schedel”. De naam impliceertal het belangrijkste werkingsprincipe. Door middel van

relatief sterke maar kortdurende magnetische pulsen kan het apparaat door de schedel

heen met weinig tot geen verzwakking een stroom opwekken in het brein. Vervolgens

zullen  zich  in  de  hersenoppervlakte  (cortex)  kortstondig  geïnduceerde  secundaire

elektrische stromen vormen en zowel prikkelende als remmende effecten veroorzaken

in een relatief lokaal gebied met een doorsnede van 2 x 4 cm, tot 2,5 cm onder het

oppervlak van de spoel.  Het meest  aansprekendeis  dat  de methode niet-invasief  is,

relatief  pijnloos  met  af  en  toe  hoofdpijn  als  de  meest  voorkomende  bijwerking,

gecombineerd met zeer zeldzame incidenten van geïnduceerde epileptische aanvallen.

De  toediening  van  TMS,  meestal  in  de  variant  genaamd repetitieve  TMS  (rTMS)

waarbij meerdere pulsen snel achter elkaar worden toegediend, wordt in het algemeen

goed  verdragen  terwijl  het  een  diverse  klinische  werkzaamheid  vertoont  bij  een

indrukwekkend scala aan neurologische en psychiatrische aandoeningen.

De praktische toepassing van TMS is nog steeds grof en vaak onnauwkeurig,

zonder rekening te houden met individuele morfologische verschillen in menselijke

neocortex, die wordt gekenmerkt door een zeer unieke vouwing van de GM (grijze

stof).  Moderne  medische  beeldvorming met  hoge ruimtelijke  resolutie  (zoals  MRI)

heeft ons in staat gesteld om de toepassing van TMS te bevorderen met de introductie

van zogenaamde 'neuro-navigatie' waarbij de TMS-spoel wordt gevolgd en geleid naar

specifieke neuroanatomisch doelen met millimeterprecisie. Het is echter nog steeds een

open vraag hoe de intensiteit en, nog belangrijker, de richting van de door stimulatie

opgewekte  stroom  kan  worden  gecontroleerd  om  te  werkzaamheid  van  TMS  te

optimaliseren  per  individu.  Sommige  onderzoeken  hebben  gebruik  gemaakt   van

anatomisch nauwkeurige computermodellen om fysiek realistische elektromagnetische

velden te simuleren in een poging om de neurofysiologische respons in het brein van

een  persoon  te  voorspellen,  en  op  die  manier  te  optimaliseren  voor  het  beoogde

klinische doel. 

Mijn proefschrift focust op verbeterde computermodellen om door TMS geinduceerde

hersenstromen te voorspellen, en vooral om deze empirisch te valideren, wat vaak is

nagelaten in publicaties in dit nog jonge veld. In die geest heb ik in dit proefschrift

veldmodellen gemaakt van de geïnduceerde elektrische velden in het hoofd, volgend

opTMS-ontlading.  Hiertoe  heb  ik   op  specifieke  3Dhoofdmodellen  gemaakt  die

afgeleid  zijn  van individuele MRI scans  van personen,  en gebruikt  in  zogenaamde

“Eindige  elementen  (Finite  Element)  Modellen”,  gecombineerd  met  realistische  en

gevalideerde spoelgeometrieën en stimulatorparameters.  Het meer technische aspect

van de opbouw van de modellen met uitgebreide theoretische achtergrond is te vinden

in hoofdstuk 2.

De focus van ons onderzoek lag niet op het modelleren, maar veeleer op de

empirische  validatie  van  die  modellen.  We  hebben  eerst  de  vereiste  geometrische

details onderzocht die nodig zijn om een van de meest gebruikte spoelen (in de vorm

van een 8) te modelleren, zie hoofdstuk 3. In dit geval hebben we intern homogeen

geleidende fantoom modellen ontwikkeld voor gebruik in een MRI scanner, die we
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gebruikten om de nauwkeurigheid van het primaire magnetische veld in onze modellen

te  valideren.  Onze  model  voorspellingen  hebben  we  vergeleken  met  gemetenMR-

faseaccumulatiebeelden (EPI). 

Vervolgens hebben we een multimodale benadering ontwikkeld om het meer

complete spoel- en hoofdmodel van de geïnduceerde elektrische velden op gezonde

proefpersonen te testen. Daarvoor rekruteerden we een tiental vrijwilligers voor een

eerste screening en twee vervolgsessies. Tijdens de intakesessie kregen we een snel

(<15min) anatomisch T1 gewogen MR-beeld, gebruikt voor het bouwen van 3D FEM-

modellen.  De experimentele  sessie  met EMG omvatte  een zorgvuldige selectie  van

verschillende spoelrichtingen gesitueerdrond het duimgebied  in de motor cortex (met

BOLD  fMRI  gelokaliseerd)  van  de  proefpersoon.  De  TMS-geinduceerde

spierpotentialen (MEP's) werden vervolgens vergeleken met de genoemde stromen die

gegenereerd  werden  door  ons  computermodel  in  de  motorcortexmodelstromenzoals

beschreven  in  hoofdstuk  2.  In  tegenstelling  tot  eerder  voorgestelde  preferentiële

activering met stromen loodrecht op de oppervlakte van de cortex, vonden we geen

sterkere correlatie tussen model en observatie dan dan een model wat simpelweg de

sterkte  van  het  elektrische  veld  berekende.  De  orientatie  van  de  locale  corticale

morfologie leek geen rol te spelen. Zie hoofdstuk 4 voor details. 

We kunnen vergelijkbare conclusies trekken uit onze gelijktijdige TMS met

fMRI-experimenten zoals beschreven in hoofdstuk 5, waar we TMS hebben toegediend

in een MRI scanner in  een speciaal  door ons ontworpen opstelling,  waarbij  tijdens

TMS functionele MRI (fMR) beelden werden opgenomen. We namen waar dat het

BOLD-signaal van fMRI, een proxy-signaal voor de metabole processen in neuronen,

een goede overlap heeft met het maximale elektrische veld uit onze computerelectrisch

veld simulaties (verkregen uit FEM modellen). Bovendien leverde de voor het hele

brein opgenomen fMRI beelden een duidelijk bewijs dat de effecten van TMS niet

beperkt zijn tot het tussenliggende gebied van maximale stimulatie-intensiteit onder de

spoel. In plaats daarvan nemen we duidelijke subcorticale en soms interhemisferische

activeringspatronen waar als resultaat van toediening van TMS pulsen. 

In hoofdstuk 6 geven we aanvullende informatie over de technische details van

de  MR-compatibele  TMS  opstelling  die  we  speciaal  voor  het  onderzoek  hebben

ontwikkeld.

Tot slot werden de door ons ontwikkelde modellen met succes gebruikt om een

zeer kleine TMS spoel voor gebruik op knaagdieren te ontwerpen en te verbeteren,die

in  staat  is  om selectief  alleen  de  linker  of  rechter   hersenhelft  te  stimuleren.  Zie

hoofdstuk  7.  Dit  demonstreert  een alternatief  gebruik voor onze computermodellen

zoals beschreven in hoofdstuk 2, die ook toepasbaar blijken op veel kleinere schaal dan

de menselijke. Deze spoelen zijn vervolgens ingezet voor translationeel onderzoek naar

herstelprocessen  na  herseninfracten.  Hoewel  TMS op zichzelf  niet-invasief  is,  stelt

translationeel onderzoek met knaagdieren ons in staat anderszins invasieve procedures

uit te voeren waarbij een kunstmatig geïnduceerde beroerte betrokken is. en mogelijk

sneller herstel met behulp van rTMS.

In hoofdstuk 8 ga ik in op huidige en toekomstige ontwikkelingen rondom

computationele  neurostimulatie  en  zijn  toepassingen.Toekomstig  onderzoek  op  het

gebied van computerondersteunde TMS-dosimetrie zou de structurele organisatie van

de menselijke cortex in  meer detail  moeten onderzoeken. De neuronale respons op

externe prikkels, zoals TMS, is complex en niet altijd gemakkelijk te voorspellen op

macroschaal.  Multischaalmodellen  die  zowel  elektrofysiologische  als  biochemische

signalering  bevatten,  zijn  veelbelovend  en  hebben  al  een  indrukwekkende

nauwkeurigheidaangetoond bij het voorspellen van cortico-spinale motorische reacties.
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possibility of real-time TMS coil tracking inside an MR machine. Shortly he will take

part in future neuro-stim research as part of SynMech – A synaptic mechanogenetic

technology to repair brain connectivity (EU Horizon Pathfinder Challenges).
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