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Chapter 1

Light, radiation in the form of photons, is essential for life. It serves, for as long as we know, mul-
tiple purposes, such as providing warmth, facilitating the production of oxygen and sugar-based 
structural materials in plants, establishing our day-night rhythm, and enabling us to perceive our 
surroundings. Our first and still most important source of light is the sun, however, nowadays, we 
cannot imagine a world without artificial light. We use it to illuminate the world when the sun is 
down and even when it is up, for communication, and for various other activities. Artificial light 
became possible due to the ability to synthesize new materials that do not exist in nature. We have 
also discovered materials that harness the energy of sunlight to generate electricity for powering our 
devices. Initially, the synthesis of these materials was often a matter of trial and error or good fortune. 
By combining the right atoms, our building blocks, materials can possess the desired properties. Our 
understanding of this process is ever expanding, enabling us to predict material properties and to 
synthesize materials while relying on a more rational basis.

Introduction
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1.1 Formation and properties of photoactive nanomaterials

There are various methods and processes involved in the formation of photoactive nanomaterials. 
The specific techniques and conditions used depend on the desired material and its intended appli-
cation. The synthesis of nanomaterials and the understanding of their optical properties are crucial 
to fully harness their potential.

In this thesis, our primary focus revolves around nanomaterials and nanoparticles, which typi-
cally have dimensions ranging from 1 to 100 nanometers. To provide perspective, a nanometer (nm) 
corresponds to one billionth of a meter. When a nanoparticle exhibits a solid structure organized 
in an ordered atomic pattern, they fall into the category known as nanocrystals. Nanocrystals often 
display distinct properties compared to their larger bulk counterparts. These unique properties have 
fascinated individuals for centuries,1 with their exploration dating back to the time of the Egyptian 
pharaohs2 (hair dye, Figure 1.1a) and Roman emperors3 (Lycurgus cup, Figure 1.1b). 

For example, let's consider gold in its bulk, macroscopic form. It is known for its yellow color, re-
flective properties, and resistance to corrosion. However, when the size of the gold crystal is reduced 
to the nanoscale, it undergoes a significant change in properties.4 Gold nanocrystals can exhibit 
various colors depending on their size, ranging from red to purple (Figure 1.1c). This is what gives 
the reddish color to the light transmitted through the Lycurgus cup.3 With dimensions on the nano-
meter scale, gold nanocrystals also exhibit increased reactivity and are therefore used as catalysts in 
chemical reactions.5

Semiconductor materials on a nanometer scale, also known as quantum dots, have revolutionized 
the understanding and application of semiconductor materials. A macroscopic semiconductor crys-
tal possesses a fixed energy gap between its valence and conduction bands. When a photon carries 
energy greater than this band gap, it can excite an electron into the conduction band, leaving a hole 
in the valence band. These excited electron–hole pairs can behave as two free carriers. They can also 
exist in a bound state due to attractive Coulomb interaction between the electron and hole, known 
as an exciton. In a solar panel, the excited electron–hole pair is converted into electric work in an 
external circuit. On the other hand, the electron can also recombine with the hole, resulting in the 
emission of a photon.

In the past, changing the band gap of semiconductors required altering the type of atoms that 
make up the material. However, with quantum dots, we have the ability to tune the band gap entirely 
by adjusting the size of the quantum dots (Figure 1.1d). This size-dependent phenomenon is known 
as the quantum confinement effect.6 In bulk materials, the size of an exciton (known as the Bohr 
radius) is determined by the interplay of electron–hole attraction and the kinetic energy of electron 
and hole. However, when the physical size of a quantum dot is smaller than the Bohr radius, the 
exciton is confined by the dimensions of the nanocrystals, and the energy of the exciton increases 
inversely with the square of the nanocrystal radius. The quantum confinement effect leads to the 
tunable emission properties of quantum dots. For example, Samsung's QLED televisions use InP-
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based quantum dots for both green and red emission, but with different diameters of 2 nm and 3.5 
nm, respectively.7

The tunability of the size of colloidal quantum dots was achieved decades ago by controlling fac-
tors such as temperature and the use of specific molecular reagents.8 However, the formation process 
of these nanocrystals from their molecular precursors remained unclear. It was hypothesized that the 
process involves rapid nucleation, where several atoms cluster together, followed by slower growth 
through the addition of single atoms. The synthesis was optimized through trial and error, aiming to 
produce a final product consisting mostly of quantum dots with a distinct size, resulting in a specific 
emission wavelength. This is crucial because emission of quantum dots that is more specific and nar-
rower allows for higher color purity and enhances the television's ability to display accurate colors.

1.2 Outline of this thesis

Chapter 2 presents a study of the formation of colloidal CdSe quantum dots using in situ X-ray 
scattering. For the first time, the experimental setup used in the synchrotron is comparable to the one 
used in the lab for synthesizing these nanocrystals. Contrary to the proposed mechanism of burst 
nucleation and diffusion-limited growth, our findings reveal extended nucleation and reaction-lim-
ited growth. Related to this, we observe a decreasing growth rate with increasing nanocrystal radius, 
leading to superfocusing and the formation of nanocrystals with distinct sizes.

Chapter 3 focuses on the formation of anisotropic colloidal CdSe nanocrystals, specifically nano-
platelets. These nanoplatelets possess a defined size in one dimension, resulting in emission that is 
more specific and narrower compared to isotropic nanocrystals. Similar to Chapter 2, we employ 
a quantitative approach to collect nanocrystal size and concentration information during the syn-
thesis. Our investigation provides insights into the origin of the anisotropic shape and the presence 

Figure 1.1 | The appearance of colloidal nanocrystals. (a) More than 4000 years ago the Egyptians used 
lead salts to dye their hair.2 Little did they know that the black color was caused by 5 nm PbS nanocrystals 
embedded inside their hair. The photo shows a dispersion of PbS nanocrystals. (b) The Roman Lycurgus 
cup from the 4th century AC. The cup appears green when illuminated from the front and red or pink when 
illuminated from the back.3 This effect is generated by the light absorption of gold nanocrystals embedded 
in the glass. (c) The difference between bulk gold and gold nanocrystals. The size of the gold nanocrystals 
increases from left to right resulting in a red to purple color.4 (d) CdSe quantum dots under an ultraviolet 
lamp. The emission is blue for 2 nm quantum dots and shifts towards the red when the quantum dots are 6 
nm. This size dependence is due to the quantum confinement effect and enables different emission colors 
without changing the composition of the quantum dots.

a b c d
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of by-products in the form of isotropic CdSe nanocrystals. We also identify a small population of 
mini-nanoplatelets in the mixture, whose growth is significantly enhanced when short ligands are 
introduced.

In Chapter 4, we investigate the formation of insulator NaYF4 nanocrystals doped with photo-
active lanthanide ions, specifically Er3+ and Yb3+, as opposed to semiconductor nanocrystals. Lan-
thanide ions exhibit even narrower emission lines compared to semiconductor nanocrystals and 
facilitate a phenomenon known as upconversion, which is a process where two infrared photons are 
converted into one green photon. Our focus is on the synthesis of hexagonal-phase NaYF4:Er3+,Yb3+ 
nanocrystals from cubic-phase precursor nanoparticles, which involves a crystal phase transition. 
This transition corresponds to a restructuring of the atoms within the crystal lattice. During the syn-
thesis, we observe a bimodal distribution, consisting of two distributions: one of small particles and 
one of large particles. Contrary to previous assumptions that considered the phase transition as the 
critical factor in the formation mechanism and the splitting of the particle distribution, our findings 
demonstrate that the composition of the cubic-phase nanoparticles determines the growth rates of 
the nanoparticles and thereby the transition from a unimodal to a bimodal size distribution. Subse-
quently, the larger subset of cubic-phase nanoparticles undergoes a phase transition to the hexagonal 
phase. This transition is followed by the growth of hexagonal-phase nanocrystals and dissolution of 
the cubic-phase nanoparticles. Ultimately, this process leads to a unimodal population of hexago-
nal-phase nanocrystals with a narrow distribution.

Chapter 5 delves into the fundamentals of photon absorption by semiconductor (nano)materials. 
We uncover an intriguing relationship between the probability of absorption of a resonant photon 
and the size of the exciton. Whether we consider zero-dimensional nanocrystals, two-dimension-
al superlattices, or three-dimensional bulk materials, the probability of resonant light absorption 
per unit time per exciton Bohr diameter is (almost) equal to πα (=0.023), where α represents the 
fine-structure constant. As a consequence, the probability of photon absorption increases with ex-
citon confinement; thus, quantum dots have a stronger absorptance per unit volume versus bulk 
semiconductors. However, quantum dots are typically dispersed or embedded in a medium with a 
low dielectric constant, resulting in dielectric shielding of the electromagnetic field of light, which, 
in turn, reduces the absorption probability of a resonant photon. Therefore, it would be interesting 
to embed the quantum dots in a medium with a high dielectric constant to optimize light absorption 
per material, for example, in the use of quantum dots as phosphors in lighting and displays, as well 
as in solar panels.

In Chapter 6, our investigation focuses on the rapid relaxation processes that occur after the 
absorption of photons by semiconductor nanocrystals. Typically, when a photon carries excess en-
ergy beyond the band gap, this surplus energy is dissipated as heat. This limitation on the potential 
efficiency of solar panels is commonly known as the Shockley-Queisser limit, which, for silicon, is 
set at 30%. One of the factors that hampers the efficient extraction of carriers is the rapid cooling of 
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photo-generated carriers through Auger cooling, which takes place within a sub-picosecond time-
frame. In our study, we conducted a comparison of carrier cooling in Cu-doped InP nanocrystals 
and undoped InP nanocrystals. By utilizing ultrafast transient absorption spectroscopy, we made an 
surprising observation that the electron loses energy and cools at a faster rate compared to the hole. 
This finding suggests that the localization of holes on copper does not impede Auger cooling in Cu-
doped InP nanocrystals.





Chapter 2

Hot-injection synthesis is renowned for producing semiconductor nanocolloids with superb size dis-
persions. Burst nucleation and diffusion-controlled size focusing during growth have been invoked 
to rationalize this characteristic yet experimental evidence supporting the pertinence of these con-
cepts is scant. By monitoring a CdSe synthesis in situ with X-ray scattering, we find that nucleation 
is an extended event that coincides with growth during 15–20% of the reaction time. Moreover, we 
show that size focusing outpaces predictions of diffusion-limited growth. This observation indicates 
that nanocrystal growth is dictated by the surface reactivity, which drops sharply for larger nano-
crystals. Kinetic reaction simulations confirm that this so-called superfocusing can lengthen the 
nucleation period and promote size focusing. The finding that narrow size dispersions can emerge 
from the counteracting effects of extended nucleation and reaction-limited size focusing ushers in an 
evidence-based perspective that turns hot injection into a rational scheme to produce monodisperse 
semiconductor nanocolloids.

Based on

P.T. Prins, F. Montanarella, K. Dümbgen, Y. Justo, J.C. van der Bok, S.O.M. Hinterding, J.J. Geuchies, 
J. Maes, K. De Nolf, S. Deelen, H. Meijer, T. Zinn, A.V. Petukhov, F.T. Rabouw, C. de Mello-Donegá, 
D.A.M. Vanmaekelbergh, Z. Hens

Nano Letters 21, 2487–2496 (2021)

Extended nucleation and superfocusing in 
colloidal semiconductor 

nanocrystal synthesis
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2.1 Introduction

The development of hot-injection synthesis turned colloidal nanocrystals into a widely studied 
class of nanomaterials with an extensive application potential.9 The method’s central asset is a versa-
tility to produce nanocrystals of very different materials with a variety of morphologies and astonish-
ing precision.9 The size dispersion (i.e., the ratio between the standard deviation on a characteristic 
dimension and its mean) can be lower than 5% for the radius r of spherical nanocrystals and zero for 
the thickness of nanoplatelets.10 This results in ensembles with optical properties closely resembling 
those of each individual nanocrystal,11 which has proven essential for the application of semicon-
ductor nanocrystals in displays,12,13 lighting,14,15 photodetection,16,17 photovoltaics,18,19 and lumi-
nescent solar concentrators.20,21 

The most-often invoked paradigm to rationalize tight size control by hot injection combines 
burst nucleation and size focusing.22–30 Nucleation is then described as a critical process that strong-
ly accelerates above a supersaturation threshold and is quickly arrested by the rapid consumption of 
the precipitant. As proposed by LaMer et al., the resulting temporal separation of nucleation from 
growth is what leads to monodisperse colloids.31 Size focusing refers to the reduction of the standard 
deviation of the size distribution of a growing nanocrystal ensemble. This absolute focusing hap-
pens when small nanocrystals grow faster than large nanocrystals, as is the case for diffusion-limited 
growth.32,33 In the case of semiconductor nanocrystal growth, the first observations of size-distribu-
tion narrowing were discussed in terms of absolute size focusing.25,34 Later studies, however, intro-
duced a more relaxed definition of focusing as the reduction of the size dispersion.35 To attain this 
relative focusing, a size-independent growth rate, as is often assigned to reaction-limited growth, 
suffices.32 Although often invoked and widely accepted, little experimental evidence supports the de-
scription of hot injection through burst nucleation and size focusing.36 Especially for the formation 
of metal nanoclusters by autocatalytic surface growth, it was claimed that LaMer’s paradigm offers 
little guidance, and alternative synthesis models have been explored.37–39 However, also in the case of 
semiconductor nanocrystals, the observation that monodisperse III−V nanocrystals can be formed 
by continuous precursor injection hints at a more complex mechanism.40,41 

For the hot-injection synthesis of semiconductor nanocrystals, such as CdSe and PbSe, it was 
found that the precipitation involves a CdSe42 or PbSe43 unit or monomer formed out of the inject-
ed metal and chalcogen precursors. Further studies on CdSe,44,45 PbS,46 PbSe,11 InP,47 and Cu2S46 
showed that the precipitation rate is limited by the precursor to monomer conversion. For such 
reactions, nucleation and growth become competing pathways of monomer consumption.44 If the 
growth rate were zero, then nucleation would continue until monomer generation stopped, which is 
exactly the opposite from a self-limiting, burst-like event. However, when critical nuclei immediately 
enter the growth stage, the growth of an increasing number of nanocrystals will lower the super-sat-
uration below the nucleation threshold and arrest nucleation.44 A central element to understanding 
the formation of semiconductor nanocrystals by hot-injection synthesis is therefore the rate constant 
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of nanocrystal growth. However, this quantity is unknown, as is the expected nucleation regime in a 
nanocrystal synthesis.

Here, we analyze nucleation and growth in an established CdSe nanocrystal synthesis.44,48 Using 
in situ small-angle X-ray scattering (SAXS) measurements and ex situ absorbance spectroscopy, we 
show that this synthesis exhibits a prolonged nucleation stage, active during 15−20% of the reaction 
time. Nevertheless, we observe that the size distribution narrows over time (absolute size focusing) 
such that nanocrystals attain a nearly uniform size when the reaction reaches full yield. Even more, 
we demonstrate that nanocrystal ensembles with a bimodal size distribution exhibit pronounced size 
focusing that outpaces diffusion-limited focusing. We assign this finding to a strong drop in surface 
reactivity with size and confirm through kinetic reaction simulations that such plummeting surface 
reactivity, a property we call superfocusing, extends the nucleation stage. Under such conditions, 
narrow size dispersions can result from the counteracting effect of extended nucleation and extreme 
size focusing.

2.2 Results and discussion

We monitored in situ the formation of CdSe nanocrystals from cadmium oleate and trioctyl-
phosphine selenium (Chapter 2.4 for methods) through SAXS. We reproduced typical laboratory 
conditions by using a custom-made setup49,50 consisting of a three-necked flask equipped with an 
indentation for X-ray scattering and embedded in a heating mantle with active temperature control 
(Figure 2.1a). As described in Chapter 2.4, the necks enabled us to impose a protective atmosphere, 
measure the temperature, and inject reagents via a remotely controlled syringe pump, an approach 
complementary to previous studies where reactions were initiated by heating the entire reaction mix-
ture.51 SAXS patterns were recorded throughout the synthesis, from which we extracted the size and 
concentration of the nanocrystals as a function of time (see Chapter 2.4).52 To rule out the possibility 
of X-ray-induced changes in the development of the reaction,53 we performed a similar analysis on 
the same hot-injection reaction by aliquot-based monitoring (see Chapter 2.4).

Figures 2.1b,c display the temporal evolution of the average nanocrystal radius r and its standard 
deviation σr, the yield of CdSe formation, and the nanocrystal concentration cNC,tot as obtained from 
the in situ SAXS data. Clearly, consistent data analysis is possible after ~3 s of reaction time. As 
shown in Figure 2.1b, the CdSe yield reaches 98% within 400 s, a common time span for this type 
of reaction.43 This development concurs with a steady increase in radius from ~1.5 to 2.2 nm. More 
interesting, however, is the observation that the nanocrystal concentration needs 60 s to reach 98% of 
the final concentration of ~25 μM. This suggests that nucleation persists during 15% of the reaction 
time. Despite this prolonged nucleation, the size distribution progressively narrows to reach a size 
dispersion of ~6% after 400 s. Importantly, this evolution involves absolute size focusing, with the 
standard deviation of the particle size distribution dropping from ~0.18 nm after 10 s to 0.12 nm after 
400 s of reaction time. After the CdSe formation is completed, we observe a gradual decrease in the 
nanocrystal concentration, a slight increase in radius, and a coarsening of the size dispersion, which 
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are three trends characteristic of Ostwald ripening.

We corroborated the in situ SAXS observations by monitoring a CdSe synthesis with a similar 
precursor chemistry (Chapter 2.4 for methods) through the absorbance spectrum of quantitative 
reaction aliquots.44 As shown in Figure 2.2, this study confirmed the prolonged buildup of the nano-
crystal concentration. By comparing the moments where cNC,tot and the CdSe yield reach 98% of 
their final value, we estimate that nucleation continues for about 20% of the reaction time, a number 
comparable with the outcome of SAXS analysis. A similar conclusion has been recently proposed by 
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Figure 2.1 | In situ time-resolved small-angle X-ray scattering. (a) Schematic of the experimental setup 
used for in situ monitoring through SAXS of a CdSe hot-injection synthesis based on reacting cadmium 
oleate with trioctylphosphine selenium. Part of the precursors are loaded into the custom-made three-
necked flask, which is heated under a nitrogen atmosphere. The nucleation and growth of the nanocrystals 
are triggered by the injection of the Cd precursor via the remotely controlled syringe pump placed above 
the three-necked flask. The reaction is probed with collimated synchrotron-based X-rays through a small 
indentation in the flask. The 100 ms time resolution of the SAXS detector enables the development of the 
reaction to be precisely followed. (b) Representation of (blue) the average nanocrystal radius and (red) the 
standard deviation as a function of reaction time as extracted from successive SAXS patterns (see Chapter 
2.4). The blue dotted line indicates the final average radius prior to ripening (2.22 nm), and the red dotted 
line indicates the minimum polydispersity obtained, 0.13 nm (i.e., 6% of the average radius). (c) Representa-
tion of (green) the concentration of nanocrystals and (orange) the CdSe yield as a function of reaction time 
as extracted from successive SAXS patterns (see Chapter 2.4). Horizontal dotted lines indicate (green) the 
nanocrystals’ concentration prior to ripening and (orange) the final reaction yield. Vertical dashed lines in 
b and c indicate the times at which (green) the concentration of nanocrystals and (orange) the yield attain 
98% of the final value.
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Karim and co-workers for Pd nanocrystals38 and by Owen and co-workers for InP nanocrystals.54 
Despite the lack of a single nucleation event distinct from the growth stage, these syntheses yield 
monodisperse ensembles in agreement with the in situ SAXS study presented in this study. We thus 
conclude that a prolonged nucleation period is a common feature of hot-injection syntheses, which 
nevertheless does not prevent such reactions from forming monodisperse nanocrystal sols.

In line with the LaMer model,31 many hot-injection syntheses involve a sequential mechanism in 
which injected precursors first react to form a monomer species that is consumed in a second step by 
the nucleation of new nanocrystals or the growth of already existing ones.43–46 This precursor/mono-
mer/nanocrystal sequence was explicitly demonstrated for the CdSe synthesis analyzed here.44 Con-
sidering that nanocrystal growth involves the diffusion of the monomer to the nanocrystal followed 
by monomer adsorption at the nanocrystal (Figure 2.3a), Talapin et al. proposed a comprehensive 
expression for the nanocrystal growth rate jG = dr/dt (see Chapter 2.5):56

where D is the monomer diffusion coefficient, Vm is the material’s molar volume, [M]0 is the mono-
mer solubility, S is the supersaturation, rc is the critical radius, and ka(r) is the size-dependent rate 
constant for solute adsorption. Figures 2.3b,c represent jG under conditions where diffusion (D/ka 
≪ r) or surface adsorption (D/ka ≫ r) limits growth. According to Equation 2.1, diffusion limitation 
results in absolute size focusing, while reaction limitation yields a gradually increasing growth rate 

Figure 2.2 | Time-resolved optical absorption spectroscopy. (a) Absorbance spectra of reaction aliquots 
taken as indicated after the start of a CdSe synthesis based on reacting cadmium stearate with trioctylphos-
phine selenium (details in Chapter 2.4).44 (b) Nanocrystal radius estimated from the spectral position of 
the CdSe NC band-edge transition using a SAXS-based sizing curve.55 (c) (Orange) CdSe yield and (green) 
concentration of nanocrystals as obtained from the absorbance at 320 nm of quantitative reaction aliquots 
in combination with the nanocrystal radius. The development of the CdSe yield was fit assuming a sec-
ond-order monomer generation rate,44 whereas cNC,tot was fit to an exponential build-up (see Chapter 2.4). 
We took the points where the two fits attain 98% of their final value to identify the end of the nucleation and 
the growth-to-full-yield period as indicated by the green and orange dashed lines, respectively.
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with nanocrystal size that has the bulk growth rate as an upper limit. This evolution reflects the as-
sumption made in deriving Equation 2.1 that the activation energy for monomer adsorption follows 
a linear free-energy relation (see Chapter 2.5).56

The nanocrystal growth regime is important. Absolute size focusing, for example, is often ex-
plained by referring to the characteristic 1/r scaling of diffusion-limited growth,22,25,30,33,56 where-
as reaction-limited growth may suffice to attain relative size focusing.35 Because the growth rate 
depends on two dynamic variables, the nanocrystal radius r and the supersaturation S, the actual 
growth regime cannot be determined by merely following dr/dt during a reaction. This limitation 
can be overcome by analyzing the evolution of a bimodal size distribution, where different nanocrys-
tal populations grow in a reaction mixture characterized by a single supersaturation, an approach 
followed before to study Ostwald ripening of CdSe nanocrystals.57 Under conditions of single super-
saturation, radius r1 attained by the first subset in the ensemble can be predicted from radius r2 of the 
second subset using approximate expressions for growth under diffusion (jG ∝ S/r) and reaction (jG 
∝ S) limitations (Figures 2.3b,c and Chapter 2.5):

Here, r1,0 and r2,0 indicate the radii of either subset at a given time t0. Hence, comparing experimen-
tal radii with predictions based on Equation 2.2 and Equation 2.3 provides a straightforward albeit 
approximate approach to assessing the prevailing growth regime.

Figure 2.3 | Nanocrystal growth rate. (a) Cartoon of a nanocrystal with radius r and the monomer flux by 
(blue) diffusion and (orange) surface reaction leading to nanocrystal growth. (b, c) Representation of the 
nanocrystal growth rate as a function of r under conditions of (b, blue) diffusion-controlled growth and (c, 
orange) reaction-limited growth. In both cases, the dashed line represents the limiting behavior for large 
radii used to derive Equation 2.2 and Equation 2.3 and rc indicates the critical radius. See Chapter 2.5 for an 
overview of the parameters used.
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To create a bimodal size distribution, we initiated a second nucleation event in a reaction mixture 
by the additional injection of the cadmium precursor during similar CdSe nanocrystal syntheses as 
discussed in Figure 2.2 but with a 10-fold initial excess of TOPSe (see Chapter 2.4). We monitored 
the reaction after the second injection through quantitative aliquots. As shown in Chapter 2.4, this 
second injection restarts CdSe formation at the same rate as for a single injection and results in a new 
subset of smaller nanocrystals. As shown in Figures 2.4a−c, the corresponding bimodal size distri-
bution can be identified in the photoluminescence (PL) spectra of reaction aliquots. These spectra 
feature a second emission band at shorter wavelength, next to the main PL peak of the initial nano-
crystal population, that is not formed without the additional Cd injection (see Chapter 2.4).
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Figure 2.4 | Bimodal size distribution experiment. (a−c) Photoluminescence spectra of reaction aliquots 
taken at the indicated times after the initiation of a second nucleation in a CdSe reaction mixture. The re-
action was carried out using chemistry similar to that in Figure 2.2 at the indicated temperatures. (d−f) 
Evolution of the radius of (red dots) the first and (black dots) the second CdSe nanocrystal populations as 
obtained from the central emission wavelength of both populations. The lines indicate the predicted radius 
of the first population from the measured radius of the second population assuming (blue) diffusion and 
(orange) reaction control according to Equation 2.2 and Equation 2.3, respectively. The green lines in panels 
d−f represent predicted radii based on a 1/r4 scaling of the growth rate (see Chapter 2.4).



14

Chapter 2

Fitting of the PL spectra using a double Gaussian fit enabled us to determine the wavelength of 
maximum PL intensity of both subsets, a number from which we estimated the average nanocrystal 
radius in each subset (see Chapter 2.4). The resulting band-edge wavelengths agree with the band-
edge absorption of the different subsets, insofar as distinct absorption features can be discerned in 
the absorption spectra of the aliquots (see Chapter 2.4). The resulting radii are represented in Figures 
2.4d−f for the different reaction temperatures, together with predicted radii of the initial subset ac-
cording to Equation 2.2 (red, diffusion control) and Equation 2.3 (blue, reaction control). Remark-
ably, one sees that at lower temperatures the newly created subset quickly catches up to the initial 
one. A comparison of the actual and predicted radii makes clear that the larger nanocrystals grow 
far more slowly than the diffusion-limited and reaction-limited growth predict. This implies that the 
actual size focusing greatly outpaces the 1/r scaling of diffusion-limited growth. This conclusion is 
supported by the reference line based on a 1/r4 scaling of the growth rate, which is reached only for 
the 270 °C reaction. Importantly, both nanocrystal subsets have the same growth rate once their radii 
are equal. Hence, the initial sluggish growth of the larger subset is not an artifact due to the poison-
ing of the CdSe surface during the reaction. We extended this analysis to a different CdSe synthesis, 
where we used a second injection of black selenium powder to create a bimodal size distribution (see 
Chapter 2.4). For this reaction, both subsets can be clearly identified in the UV−vis absorption spec-
tra of the aliquots, and we again find that the larger subset grows more slowly than the 1/r4 reference 
scaling used in Figure 2.4.

Whereas little is known as to how the adsorption rate constant ka changes with the nanocrystal 
radius, the 1/r dependence of diffusion-limited growth is a relation that relies on few assumptions. 
The monomer diffusion coefficient may decrease with increasing nanocrystal size due to a more pro-
nounced solvent reorganization around larger nanocrystals,58,59 yet molecular dynamics simulations 
show such effects to be minor, even at room temperature.60 Since the growth of the largest subset at 
the lower temperatures studied (Figures 2.4a,b) is significantly slower than what diffusion-limited 
growth predicts, we conclude that growth must be reaction-limited in these cases. Importantly, this 
implies that ka(r) must drop more sharply than 1/r, a situation we will define as superfocusing. Note 
that this finding is exactly the opposite of what has been argued based on a linear free-energy relation 
(Figure 2.3c) and what we implemented in Equation 2.3. Since the growth rate can be expected to 
increase with temperature more than the diffusion coefficient, higher temperatures can push growth 
toward diffusion control even for the larger radii, which agrees with our experimental observation at 
the highest temperature.

To understand the impact of superfocusing on the development of a nanocrystal synthesis, we 
consider the rate dnM/dt at which a nanocrystal incorporates monomers under reaction-limited 
growth:

where nM is the number of monomers (in mole) per nanocrystal and VNC is the nanocrystal volume.

dnM
dt

= 1
Vm

dVNC
dt

= 4πr2[M] k
rn

, (2.4)
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To explore the impact of superfocusing, we wrote ka as k/rn and applied Equation 2.1 in the limit 
of r ≫ rc. Note that the units of k in Equation 2.4 change depending on n. While this parametrization 
may seem arbitrary, any growth rate can be approximated around a given r as k/rn (details in Chapter 
2.5). To understand the evolution of [M] when nanocrystals grow larger, we note that cNC,tot will be 
constant in the absence of nucleation. Since [M] is quasi-stationary,44 the rate dnM/dt is also constant 
when the monomer generation rate is fixed. Under such conditions, dnM/dt is independent of any 
time-dependent variable, including radius r. Differentiating both sides of Equation 2.4 with respect 
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Figure 2.5 | Kinetic simulations of nanocrystal growth. (a−c) Snapshots of the nanocrystal distribution 
cNC(r) at different times in the synthesis as obtained through kinetic reaction simulations. Plots extend from 
(lightest trace) 3.16 to (darkest trace) 2275 s for growth exponents of (blue) n = 0, (green) 2, and (orange) 
4. The vertical line indicates the radius at which nanocrystals initially nucleate for the given parameter set-
tings, whereas the arrows highlight the first distribution shown where nucleation has stopped. (d) Time 
development of the (black) total reaction yield and (colored) total nanocrystal concentration cNC,tot for sim-
ulations using different growth exponents as indicated. The vertical lines indicate the moment were (black) 
the yield and (colored) the nanocrystal concentration attained 98% of the final value. (Inset) Ratio between 
the time that the concentration and the yield reached 98% of the final value versus the growth exponent. (e) 
Rates of (black) monomer generation and monomer consumption by (colored dotted lines) nucleation and 
(colored solid lines) growth for reaction simulations using different growth exponents. (f) Temporal devel-
opment of the standard deviation of the concentration distribution for reaction simulations with different 
growth exponents as indicated. The vertical lines in panels e and f have the same meaning as in d.
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to r, we find that the monomer concentration then changes with radius as

Hence, with a growth exponent of n < 2, growth concurs with a drop in the monomer concen-
tration. On the other hand, if n > 2, the dropping growth rate increases the monomer concentration 
when nanocrystals grow larger. Note that the former growth regime underpins the LaMer model 
in which growing nanocrystals quickly arrest nucleation by lowering the supersaturation. In Chap-
ter 2.6, we present a more detailed analysis of the development of a nanocrystal ensemble under 
the aforementioned conditions. These results confirm that growth at constant monomer generation 
concurs with a decrease in the supersaturation only when n < 2. We thus conclude that when n > 2, 
superfocusing can simultaneously promote size focusing and extend nucleation since growth will fail 
to reduce the supersaturation below the nucleation threshold for a fixed monomer generation rate.

In a real synthesis, the monomer generation rate decreases with time. To further clarify the rela-
tionship between size-focusing and extended nucleation, we ran reaction simulations based on a pre-
viously published model in which nucleation is described through classical nucleation theory.44,61,62 
We implemented a reaction scheme in which the injected precursors first react to form the actual 
precipitate or monomer under pseudo-first-order conditions, a process that applies to the CdSe reac-
tion used here (see Chapter 2.4 and Chapter 2.6).42,45 To evaluate the effect of superfocusing on the 
reaction development, we modeled the rate constant for monomer adsorption as

Equation 2.6 is a heuristic model expression in line with the expression proposed in Equation 2.4. 
Here, small radial offset B avoids the singularity at r = 0 and reference radius rc,0 provides a conve-
nient way to change the growth exponent while keeping the rate constant fixed at rc,0 (see Chapter 
2.5). As outlined in Chapter 2.5 and Chapter 2.6, we implemented this growth rate to analyze a model 
synthesis under different focusing conditions. Here, model parameters were chosen to have an iden-
tical, reaction-limited growth rate at radii close to the critical radius, regardless of the growth expo-
nent, and obtain a reaction development comparable to that in in situ SAXS and ex situ experiments.

Figures 2.5a−c show the temporal development of the concentration distribution cNC(r) for three 
different simulations, where n was set equal to 0, 2 and 4, values that span the presumed range from 
no superfocusing to superfocusing in agreement with the experimental results shown in Figure 2.4c. 
As a compromise between the experimental in situ SAXS and ex situ CdSe synthesis, the simulated 
syntheses reach a 98% yield after ~800 s (Figure 2.5d). As shown in Figure 2.22 the buildup of the 
nanocrystal concentration we obtain from these simulations closely follows the single-exponential 
build-up we used to fit the experimental data in Figure 2.2c. Since this outcome also agrees with 
the in situ SAXS analysis (see Figure 2.12), we conclude that these simulations effectively reproduce 
the net effect of nucleation, although the molecular aspects of nucleation are not considered.63 The 
concentration development plotted in Figure 2.5d directly shows the impact of superfocusing. All 

ka(r) = A
(rc,0 + B)n

(r + B)n
. (2.6)

(2.5)d[M]
dr

= (n − 2) [M]
r

.
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simulated reactions exhibit a nucleation period, characterized by an increasing nanocrystal con-
centration cNC,tot, that gives way to a growth-only regime in which the nanocrystal concentration 
stays constant. The larger the growth exponent, the longer the nucleation period lasts. The same 
picture emerges from Figure 2.5e, where we plotted the contribution of nucleation and growth to the 
monomer consumption. Comparing the moment at which the concentration and yield reach 98% of 
their final value shows that the nucleation stage lengthens from 5 to 16% of the reaction time when 
n increases from 0 to 4. Note that such an extended nucleation is close to the experimental values. 
We thus conclude that superfocusing can indeed extend the nucleation period to 15% or more of the 
reaction time.

The concentration distribution snapshots highlight a second aspect of superfocusing. When tak-
ing n = 0, growth leads to a mere translation of the concentration distribution once nucleation is 
stopped. This evolution is expected since a constant ka makes all nanocrystals grow at the same rate 
under reaction control.32 For n = 2 or 4, however, the slower growth rate for larger nanocrystals re-
sults in a considerable narrowing of the concentration distribution under conditions of reaction-lim-
ited growth. This point is confirmed when we look at the development of the standard deviation σr 
of the concentration distribution. While for n = 0, σr becomes nearly constant once nucleation stops, 
a clear reduction of σr is realized during the growth stage when n = 2 or 4, an evolution that reflects 
absolute focusing of the concentration distribution. We thus conclude that superfocusing can indeed 
square a circle, extending the nucleation period on the one hand while promoting narrow size distri-
butions on the other hand.

2.3 Conclusion

All syntheses analyzed here exhibit a prolonged nucleation period, while size dispersions can be 
as low as 6%. Such results indicate that in a hot-injection synthesis, burst nucleation is not required 
to form monodisperse semiconductor nanocolloids. Interestingly, such extended nucleation peri-
ods have also been reported for the formation of metal nanocrystals through nucleation and sur-
face-catalyzed growth.37,38 For such reactions, a binary distinction between small, rapidly growing 
and large, slowly growing nanocrystals was introduced to account for the development of the particle 
size distribution with time.39,64 In the precursor-driven synthesis of semiconductor nanocrystals, 
superfocusing solves in a similar way the paradox between extended nucleation and the formation of 
monodisperse nanocolloids since the plummeting growth rate strongly focuses the size distribution 
during reaction-limited growth.

The disappearance of reactive crystal facets is a known principle of crystal growth.65 Although 
this concept may explain superfocusing in general terms, it does not provide a concrete, atomistic 
understanding of the growth process for the materials studied here. Interestingly, recent calculations 
of the binding energies of cadmium salts to CdSe nanocrystals and nanoplatelets indicated that such 
ligands bind more weakly to sites near edges than to sites in the center of a crystal facet.66,67 This 
difference can promote crystal growth at edges in different ways. First, since such sites are more likely 
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to be free of ligands, monomer addition may be kinetically more favorable, as has been recently ar-
gued for the autocatalytic reduction of Pd(II) on Pd nanocrystals.68 Second, if monomer adsorption 
involves the breaking of the ligand−nanocrystal bond, then weaker binding sites can thermody-
namically favor monomer adsorption. Either way, monomer adsorption will slow down when facets 
become larger and the fraction of edge sites decreases (i.e., for larger nanocrystals). This effect may 
be even more pronounced since nucleation on plain facets can be highly unfavorable due to the high 
edge energy of an initial nucleus formed on such a facet.69

While showing that an extended nucleation period can lead to a narrow size distribution, the 
reaction simulations also yield strongly skewed size distributions with a size dispersion of only 1 to 
2%. While such narrow distributions have been reported for the case of PbSe nanocrystals,11 the in 
situ SAXS data presented here yielded a larger size dispersion of ~6%. Hence, the edge of the simulat-
ed size distribution at larger radii may especially reflect the limitations of the kinetic model that we 
implemented. For one thing, we described growth by a single growth exponent n, irrespective of the 
nanocrystal size. In reality, n will tend to zero with increasing size as nanocrystals attain the constant 
growth rate of the bulk material and the resulting loss of focusing will counteract the development of 
the steep edge in the size distribution at large radii. However, because the simulations cover a range 
of radii in which we experimentally observe strong focusing, fixing n at 4 was a conservative choice 
that leaves little room for adjustments to broaden the size distribution. A more fundamental limita-
tion is implicit in the description of nanocrystals as spheres. Nanocrystals of the same volume can 
exist in a variety of structures, exposing different facets, edges, and corners. This structural variety 
precludes a unique relationship between the nanocrystal radius and the growth rate constant and 
may lead to a growth-rate heterogeneity that diminishes focusing. Understanding such aspects of 
nanocrystal growth will require atomistic insight into the adsorption and desorption of monomers 
to nanoscale surfaces.

Based on our observations, superfocusing under reaction-limited growth appears to be quite a 
general mechanism by which monodisperse semiconductor nanocolloids are formed in a hot-injec-
tion synthesis. Moreover, because such a mechanism does not require burst nucleation, the same in-
terpretation probably applies to syntheses in which monodisperse nanocolloids are formed by grad-
ually heating up a reaction mixture.70 Interestingly, the bimodal size distribution reactions shown 
here highlight that superfocusing can lead to monodisperse nanocolloids despite a most disparate 
nucleation event, and the conclusion that reaction-limited growth can cause pronounced size-distri-
bution focusing could be put into practice in the design of new colloidal synthesis protocols. Even so, 
superfocusing can be a double-edged sword. The more strongly the growth rate constant decreases 
with increasing radius, the longer nucleation persists, which increases the degree of focusing needed 
to attain a narrow size distribution. This point may explain why the lowest-temperature synthesis 
shown in Figure 2.4 exhibits the strongest growth rate decrease but not the best size distributions. 
Hence, finding the best reaction conditions will remain a matter of careful synthesis optimization. 
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On the other hand, introducing coadsorbents into a reaction to slow down monomer adsorption 
could be a fruitful strategy for tuning and maximizing the impact of superfocusing. Clearly, this vari-
ety of possible strategies already highlights that the concept of superfocusing under reaction control 
provides a much-needed missing link in the mechanistic understanding of nanocolloid synthesis and 
will prove to be most useful in rationally steering any nanocrystal synthesis to form monodisperse 
sols.

2.4 Methods

Chemicals. Trioctylphosphine oxide (TOPO, 90%), octadecylamine (ODA, 90%), oleic acid (OA, 
90%), 1-octadecene (ODE, 90%), cadmium acetate dihydrate (Cd(Ac)2 ∙ 2H2O, 98%), trioctylphos-
phine (TOP, 90%), 1-butanol (BuOH, anhydrous, 99.8%), methanol (MeOH, anhydrous, 99,8%), 
and toluene (anhydrous, 99.8%) were all purchased from Sigma-Aldrich® and used as received. Se 
powder (Se, -200 mesh, 99.999%) was purchased from Brunschwig Chemie.

Precursor synthesis. For the preparation of the Cd-precursor, 1.76 g Cd(Ac)2 ∙ 2H2O, 8.76 g OA 
and 61.74 g ODE were mixed and degassed in a three-neck flask at 120 °C for three hours to form 
Cd(OA)2 with 0.1 M concentration. For the preparation of the Se-precursor, 5.15 g Se powder, 27.24 
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Figure 2.6 | Optical and structural characterization of CdSe nanocrystals synthesized through hot 
injection. (a) Absorption spectrum of the purified synthesis products measured in a cuvette with a path-
length of 1 cm. The first exciton transition is clearly visible at 2.10 eV, according to a SAXS-based sizing 
curve, relating the first excitonic transition to radius,55 this corresponds to nanocrystals with a radius of 2.36 
nm, a close match with the final radius extracted from our in situ SAXS measurements (see Figure 2.1b). The 
concentration nanocrystals can also be obtained, using the Lambert-Beer law and a molar extinction coef-
ficient from literature (3.3 μM−1 cm−1 at 300 nm for CdSe nanocrystals with a radius of 2.36 nm dispersed 
in toluene71) we get 30.6 μM. Considering the 25% thermal expansion of the solvent (see also below), the 
concentration at 260 °C would be about 24 μM, in good agreement with the final concentration obtained 
from our in situ SAXS measurements (see Figure 2.1c). (b) Normalized absorption and emission spectra of 
the CdSe nanocrystals product. The emission peaks at 2.27 eV and has a full width at half maximum of 105 
meV. (c) TEM image of the products of the synthesis. The nanocrystals have a quasi-spherical shape with a 
radius of 2.3 ± 0.3 nm.
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g TOP and 43.22 g ODE (previously degassed) were heated to 50 °C and stirred under inert atmo-
sphere in a three-neck flask until complete dissolution of the Se powder. ODA and TOPO were sepa-
rately degassed at 150 °C for two hours and then kept under inert atmosphere until use.

Nanocrystal synthesis. For the synthesis of CdSe nanocrystals, adapted from ref 48, 0.81 g TOPO, 
2.33 g ODA, and 3.78 g of the Se-precursor (see Methods 2.4 for precursor preparation) were placed 
in a custom-made three-neck flask. The content of the flask was heated to 290 °C under nitrogen. 
At 290 °C, 3.56 g of the Cd-precursor was rapidly injected in the flask via the remotely controlled 
liquid injector. The temperature, which had dropped to 230 °C after the injection, was set to 260 °C. 
The mixture reached this temperature within 60 seconds, the solution was kept at this temperature 
for 120 minutes while stirring. During this time the temperature oscillated around 260 °C with an 
amplitude of 6.5 °C and a period of 195 seconds. After 120 minutes, the heating was turned off and 
the reaction was let cool down to room temperature. At room temperature, the crude solution was 
collected and stored under an inert atmosphere. Optical and structural characterization of the CdSe 
nanocrystals is shown in Figure 2.6.

Sample purification. The samples for ex situ TEM and optical absorption analysis were prepared by 

X-rays

X-rays

Liquid level

T probe N2 line

Liquid
injector
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Figure 2.7 | Custom-made three-neck flask. (a) Front and (b) side views of the custom-made three-neck 
flask used for the SAXS experiments. The flask was equipped with an indentation in its lower part, thus 
enabling the probing of a small part of the sample during the synthesis. The necks of the three-neck flask 
were used to insert a temperature probe, to connect the flask to a nitrogen line and to inject the precursors 
at high temperature.
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addition of a mixture of MeOH and BuOH (1:3) to the crude solution and then centrifugation at 
2500 rpm for 10 minutes. After centrifugation the supernatant was discarded, the precipitate was 
redispersed in 6 mL of toluene. The resulting QD solution, red and clear, was then used for the 
above-mentioned ex situ TEM and optical absorption analysis.

Reaction flask. The synthesis was performed in a custom-made three-neck flask equipped with an 
indentation (Figure 2.7). The design of the flask was adapted from literature for our purposes,50 and 
it had the advantage of having the same design and structure of the regular three-neck flasks used 
for the synthesis of colloidal nanocrystals in the chemistry lab, while allowing to probe the sample 
with X-rays. The flask was carefully designed to allow proper mixing of the reagents, via the presence 
of a stirring bean at the bottom of it and regardless of the presence of the indentation. The distance 
between the inner window of the indentation and the outer window of the flask was ~4 mm, and it 
was designed to allow for the transmission of X-rays without complete absorption from the sample 
environment. The Duran® borosilicate glass 3.3 windows from Schott had a thickness of 0.7 mm and 
a diameter of 8 mm. To perform the experiment, the flask was filled with the reagents and connected 
to the nitrogen supply, thus ensuring that the reaction would be performed under inert atmosphere. 
The flask was then wrapped with a heating ribbon connected to a thermocouple that probed the 
temperature of the reagents, thus allowing to reach the temperatures at which the synthesis was per-
formed (260–290 °C).

The flask was then positioned inside a protective aluminum box with holes on both sides, at the 
same height as the indentation, and wide enough to allow the collection of SAXS and WAXS signals 
(Figures 2.8a–c). The box had the double purpose of securing the flask and containing potential 
spillages. The box constituted the upper part of a compact setup which included a stirring plate, in 
the middle, and an aluminum optical breadboard, at the bottom; this design was characterized by 
optimal compactness and user-friendliness. To perform the hot injection, the setup was equipped 
with a remotely controlled liquid injector which was attached to the lower optical breadboard and 
positioned above the flask (Figure 2.8d). The injector was composed of two pistons, which were ac-
tuated by compressed air and that could be activated remotely independently. The pistons pushed on 
two different syringes which contained the reagents to be injected at high temperature and that were 
kept in place by rubber bands.

SAXS/WAXS measurements. The SAXS/WAXS experiments were performed on the ID02 beamline 
of the ESRF (European Synchrotron Radiation Facility) at an energy of 18 keV (± 2 eV) with Ray-
onix MC-170HS detector and a sample-to-detector distance of 1.0 meter. This distance allowed us 
to probe a scattering vector q-range between 0.1 nm−1 and 5 nm−1. The q-range and the scattering 
intensity were calibrated as described in ref 52. A detailed description of the beamline52 and the data 
treatments72 can be found in literature. Due to the fast kinetics of the reaction in the early stages 
of the synthesis, and due to the limited storage memory, the patterns were recorded with increas-
ing time in between the patterns. The time in between the measurements followed the formula: ti 
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+ tw1.015n−1, where ti is the integration time (75 ms), tw the initial waiting/dead time (22 ms, the 
shortest time possible for the detector with 8x8 pixel binning), and n the number of the frame with a 
maximum of 575. This resulted in a temporal resolution of 100 ms at the beginning of the experiment 
and about 100 seconds at the end of the experiment.

Ex situ reaction development by quantitative aliquots. As a benchmark of the in situ SAXS study, we 
carried out the same synthesis of CdSe nanocrystals as described in S.1.2 in a standard lab set-up and 
monitored the reaction development by means of the UV–vis absorption spectrum of quantitative 
reaction aliquots (Figure 2.9). More details on the quantitative analysis of absorption spectra are 
provided below.

Analysis of SAXS patterns. For isotropic samples, the scattering intensity does not depend on the azi-
muthal angle of the detector. For this reason, we only discuss the data analysis of the one-dimensional 
(1D) scattering patterns obtained by azimuthal integration of the 2D scattering patterns, performed 
by a procedure specific for the used beamline, ID02 at the ESRF, as described by ref 72. Examples of 
the 1D scattering patterns are shown in Figure 2.10a for different times after the hot injection. From 
these scattering patterns the background (scattering pattern at time 1 s) is already subtracted. Abso-

Figure 2.8 | Custom-made setup for X-ray scattering experiments. (a) Scheme of the setup for X-ray 
scattering experiments. The custom-made flask was positioned inside a protective aluminum box with two 
holes at the same height as the indentation, so to allow collection of the SAXS/WAXS signal (red cone). The 
box was welded to a structure composed of a stirring plate and an aluminum optical breadboard. Above the 
flask, and connected to it through two metallic needles, were two syringes containing the reagents for the 
hot injection. The syringes were pressed by two pistons which could be activated remotely. (b) Digital photo 
of the setup in the workshop during manufacturing. (c) Digital photo of the setup, ready for an experiment, 
in the experimental hutch of ID02 at ESRF. (d) Digital photo of the custom-made liquid injector.

a b c d
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Figure 2.9 | Aliquots during CdSe synthesis. (a) Absorbance spectra of reaction aliquots taken as indi-
cated after the start of a CdSe synthesis following the method used for the in situ SAXS study. (b) (markers) 
Nanocrystal radius as obtained from the central wavelength of the first exciton transition in the absorption 
spectrum, using a SAXS-based calibration curve.55 (line) Development of the nanocrystal radius as obtained 
from the in situ SAXS analysis, i.e., the same data as in Figure 2.1. (c) (green dots) Yield of CdSe and (orange 
dots) nanocrystal concentration as obtained from the aliquot analysis. In both cases, the full lines represent 
the data obtained from the in situ SAXS analysis. Note that we multiplied the in situ SAXS based concentra-
tion by 0.8 to account for the slight underestimation of the reaction yield in the aliquot analysis.

lute intensities were obtained by correcting for the pathlength, ~4 mm, calibrated by measuring the 
scattering intensity of water (absolute scattering cross section 1.65 ∙ 10−3 mm−1).73 A comprehensive 
overview of common protocols for the handling of scattering patterns on semiconducting nanocrys-
tals is described by ref 55. Figure 2.10c shows the scattering patterns with background subtracted 
and absolute intensities collected during the hot injection synthesis as used for further data analysis.

Assumptions. Since the reaction mixture is a diluted mixture of nanocrystals with a volume fraction 
f ≈ 7 ∙ 10−4 at the end of the synthesis, we analyzed the SAXS patterns assuming that there is no 
interaction between the nanocrystals, i.e., the structure factor is equal to 1. Ex situ transmission elec-
tron microscopy images show that the nanocrystals are quasi-spherical (Figure 2.6c). In reality the 
nanocrystals are faceted as shown in Figure 2.11a. However, the difference in SAXS between a perfect 
sphere and a multifaceted and isotropic nanocrystal is minimal (Figure 2.11b). Hence, we use the as-
sumption that the nanocrystals are spherical with a radius R, which follows a Gaussian distribution.

Model scattering pattern. The scattering pattern of a mixture of nanocrystals with an isotropic form 
factor Psphere and a Gaussian distribution of radii reads:75

where cNC,tot is the molar concentration of nanocrystals, NA the Avogadro constant, and the isotropic 
form factor Psphere for a spherical object is given by

I(q) = cNC,totNAPsphere(q), (2.7)

Psphere(q) = 36πΔρ2V2
sphere [ sin(qR) − qR cos(qR)

(qR)3
]
2

. (2.8)
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Figure 2.10 | 1D scattering patterns extracted from the 2D scattering patterns and their correspond-
ing fits. From purple to red are respectively corresponding to the times 1.8 s, 5.3 s, 11 s, 22 s, 76 s, and 78 min 
after the hot injection. (a) The 1D scattering patterns with absolute intensity and background subtracted at 
the selected times. (b) The scattering patterns from panel a but now shifted for clarity (with 6n−1, n the num-
ber of the scattering pattern) and their corresponding fits. (c) All 1D scattering patterns collected during the 
hot injection synthesis with background subtracted and absolute intensities.
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The average form factor for spheres with a Gaussian distribution of radii R is then obtained as

Here, R0 is the mean radius and σR the standard deviation. Figure 2.11c shows the influence of the 
standard deviation on the theoretical scattering pattern. The increase in intensity at small scattering 
vector values is due to the increase in the average volume of the nanocrystals. ∆ρ is the scattering 
length density contrast between the medium and the nanocrystals, i.e., ∆ρ = ρCdSe − ρreaction mixture.

According to the scattering length density calculator provided by the National Institute of Stan-
dards and Technology (NIST, https://www.ncnr.nist.gov/resources/activation/), we have ρCdSe = 40.7 
∙ 10−6 Å−2 and ρreaction mixture = 5.5 ∙ 10−6 Å−2 at 18 keV and 260 °C. Note: At room temperature the 
density of the reaction mixture is 0.8 g cm−3. However, for organic materials the thermal expansion 
is significant, and based on refs 51,76 we estimated a thermal expansion of 25% from room tempera-
ture to 260 °C. For that reason, a density of 0.6 g cm−3 was used to calculated ρreaction mixture.

Fitting procedure. Fitting of the experimental data was done following a weighted least squares fitting 
procedure in a custom script. It was weighted with 1/σ2, σ the standard deviation on the measured 
intensity values provided in the processed data from the beamline, ID02 at the ESRF. The standard 
deviation is influenced by the number of counts on a pixel and the number of pixels corresponding 
to a certain q bin.77 Propagation of error was considered when rebinning the data and subtracting 

Figure 2.11 | SAXS modeling and fitting. (a) Schematic representation of a faceted CdSe nanocrystal, 
cadmium atoms are depicted red and the selenium atoms orange (produced with Vesta).74 The nanocrystal 
has a zinc blende crystal structure with six [100] and eight [111] facets at the surface, its shape is that of 
a truncated cube. This representation is closer to the real shape of the nanocrystals prepared in our work 
than the perfectly spherical shape used to fit the SAXS data. (b) Scattering curve of the nanocrystal shown 
in panel a, taking into account all the individual atoms, i.e., the exact shape represented in panel a (orange 
curve), and all orientations. The black curve is the theoretical scattering curve of a perfect sphere with a 
radius of 2.06 nm. It is clear that approximating the shape of the nanocrystals to a perfect sphere does not 
induce significant differences in the scattering curve with respect to the more realistic multifaceted and 
isotropic shape depicted in panel a. (c) Theoretical scattering patterns of an ensemble of nanocrystals with 
average radius of 2 nm and polydispersities of 2.5%, 5%, 10%, 15%, and 25% for respectively purple to red.
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the background. Equation 2.7 with Equation 2.9 were used as model, integrated by summation with 
steps of 0.02 nm, plus an additional constant background. From this fitting procedure we extracted 
the molar concentration, average radius, standard deviation, and background as function of time as 
shown in Figures 2.1b,c. Examples of the obtained fits are shown for selected times in Figure 2.10b.

Reaction yield calculation. From the fits to the SAXS scattering pattern, we obtained the molar con-
centration and the average radius of the CdSe nanocrystals in the reaction mixture. To calculate 
from these data the reaction yield, we first determined the average number of Cd2+ cations in a single 
nanocrystal from the ratio between the average nanocrystal volume 〈Vsphere〉R and the volume of the 
CdSe zinc blende unit cell (a: lattice parameter):

The reaction yield Y is then obtained from the ratio between the total amount of Cd2+ cations 
incorporated in the nanocrystals and the amount of Cd2+ cations initially present in the reaction 
mixture:

where cNC,tot is the molar nanocrystal concentration as deduced from the SAXS analysis, and cCd,0 is 
the initial molar concentration of the Cd precursor.

Synthesis method for aliquot-analysis of reaction development. CdSe nanocrystals were synthesized as 
described in ref 44. In brief, a 10 mL mixture of 0.2 mmol cadmium stearate, 0.4 mmol stearic acid, 
and 1.6 mmol hexadecylamine (HDA) in ODE was loaded in a 25 mL three-neck flask. The reaction 
mixture was degassed for 30–60 min at room temperature and 60 min at 100 °C under a nitrogen 
flow. Afterwards, the temperature was raised to an injection temperature of 245 °C and 2 mL of a 
solution of 0.5 mmol Se in TOP (TOP-Se) was injected. After injection, the reaction temperature 
was stabilized at 230 °C. The reaction was monitored by means of successive aliquots and finally 
quenched by cooling with a water bath.

Aliquots. During the reaction, aliquots were taken and quenched in a 1:5 mixture of OA and tolu-
ene with a known weight. After determining the mass of the aliquot by weighting, the nanocrystals 
were precipitated with a 1:1 mixture of methanol and 2-propanol. The precipitate was redissolved 
in toluene, precipitated a second time with methanol, and again redissolved in toluene. As demon-
strated in the literature, this synthesis yields quasi-spherical CdSe nanocrystals with a zinc blende 
structure.44,78

Aliquot analysis. To determine the amount of CdSe in a given aliquot, we used an average determined 
by combining the absorbance at 340, 320, and 300 nm with published respective intrinsic absorption 
coefficients at these wavelengths and we assumed a fixed 1.2:1 Cd:Se ratio in the nanocrystals.71 The 
radius was determined from the wavelength where the exciton absorbance peaks using a published, 
SAXS-based calibration curve.55 Both numbers were combined to determine the CdSe nanocrystal 
concentration.

Y = cNC,tot
nCd2+
cCd,0

, (2.11)

(2.10)nCd2+ = 4
⟨Vsphere⟩R

a3
.
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Data analysis – CdSe formation. It has been shown in the literature that the time development of the 
amount of CdSe nCdSe in the reaction is in line with a rate-determining monomer generation rate 
that is first order in the cadmium and first order in the selenium concentration:44

Here, nCd,0 is the amount of the Cd precursor in the reaction mixture, β is the molar ratio of the 
selenium and cadmium precursor, k2 is the second-order rate constant of the monomer formation 
reaction and c0 is the inverse of the reaction volume of 12 mL. For reactions at 230 °C, the rate con-
stant k2 was determined at 0.14 L mol−1s−1.44

Data analysis – nanocrystal concentration. To estimate the moment the NC concentration reaches 
98% of its final value, we fitted the NC concentration as obtained for in situ SAXS data and the ali-
quots by means of a single exponential build-up:

This expression can be obtained by considering the monomer mass balance. Under conditions 
where monomer generation is rate determining, the number of monomers used for nucleation 
should equal the difference between the monomer generation rate and the monomer consumption 
by growth. Hence

where Vc is the volume of a critical nucleus, Vm the molar volume of the material precipitating, GM 
is the monomer generation rate and K is the rate at which monomers adsorb at a single nanocrystal. 

Under conditions where Vc, GM, and K are constant, the exponential build-up (Equation 2.13) we 
used for fitting purposes is obtained. Interestingly, this exponential build-up provides a satisfactory 
fit to the time development of the nanocrystal concentration we obtained from the SAXS analysis 
(see Figure 2.12). Considering the assumptions under which the exponential build-up was derived, 
a constant Vc and GM do not seem problematic in the beginning of the reaction. The assumption of 
a constant rate constant k, on the other hand, is less obvious. Probably, the correspondence between 
the data and the exponential build-up results from an average over all existing nanocrystals. Even so, 
the correspondence between the in situ SAXS and the simple exponential build-up warrants the use 

Figure 2.12 | Best fit of an exponential build-up (dashed 
black line) to the time-dependent nanocrystal concentration 
as measured by in situ SAXS (see Figure 2.1).
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of Equation 2.13 to determine the moment at which a synthesis attains 98% of its final concentration.

Experimental method bi-modal size distribution experiments. A mixture with a total volume of 10 mL 
containing 0.2 mmol Cd(OA)2, 0.6 mmol HDA, 0.8 mmol OA, and ODE was stirred under a nitro-
gen flow for 1 h at 120 °C. The nitrogen flow was stopped, and still under nitrogen, the temperature 
was raised to X + 15 °C and 2 mL of a 1 M TOP-Se solution (Cd:Se 1:10) was injected. After injection, 
the reaction temperature was stabilized at X °C. After 4 min, an additional 0.4 mmol of Cd(OA)2 was 
injected and aliquots were taken at different reaction times from 5 s to 600 s after this second injec-
tion step. The same reaction was carried out at X = 200, 230, and 270 °C.

Note that this procedure is highly similar to what has been discussed above. In this case, however, 
oleic acid instead of stearic acid was used as the carboxylic acid and the molar excess of the selenium 
precursor was increased to 10:1, such that the second injection of cadmium oleate can effectively 
start a highly similar nucleation event as the first injection.

Bi-modal reaction procedure without additional injection. Figure 2.13 represents the reaction develop-
ment for the synthesis as described above, carried out at respectively 245 °C and 230 °C as injection 
and growth temperature. The absorbance spectra give no indication of the formation of a second 
population. In this case, 98% of the final yield is reached after 2.5 minutes, while the nanocrystal 
concentration takes 0.3 min to reach a constant value. Hence, we estimate that the nucleation period 
for this reaction lasts for ~12% of the reaction time.

Figure 2.13 | (a) Normalized absorbance of aliquots taken at the indicated times from the CdSe reaction 
mixture. (b) Development of the nanocrystal radius as estimated from the absorbance spectra shown in 
panel a using a SAXS-based sizing curve.55 (c) Development of the amount of (blue) CdSe and (red) nano-
crystals as estimated from the absorbance spectra shown in panel a. The green and orange dashed lines 
respectively indicate the times at which the nanocrystal concentration and the CdSe yield attain 98% of the 
final value.
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Bi-modal reaction procedure after additional injection. Figure 2.14a represents the absorption spectra 
of reaction aliquots taken at the indicated time after the second injection of Cd(OA)2 for the reaction 
carried out at 230 °C injection/growth temperature. The corresponding photoluminescence spectra 
have been represented in Figure 2.4b. In particular in the spectra recorded until 60 s after the second 
injection, the band-edge absorption feature of the smaller subset can be identified. However, an ac-
curate determination of the band-edge position from these spectra is difficult, a result that motivated 
us to analyze the bimodal size distribution by photoluminescence spectroscopy. The thus obtained 
band-edge positions have been added as markers to the spectra shown in Figure 2.14a.

Through the absorption of each quantitative aliquot, we could also determine the additional 
amount of CdSe formed by the second injection. As shown in Figure 2.14b one sees that the second 
injection leads to a conversion yield of 70%, slightly smaller than typically found for a single injection 
reaction. Moreover, a fit to Equation 2.13 yields a second-order rate constant k2 = 0.125 ± 0.015 L 
mol−1 s−1. This rate constant coincides within the measurement error with the published value of k2 
= 0.14 ± 0.01 L mol−1 s−1.44 Given these observations, we conclude that the CdSe formation is indeed 
independent of the presence of nanocrystals.

Luminescence calibration. To establish a calibration curve linking the wavelength of maximum ex-
citon emission to the wavelength of maximum exciton absorbance, we used two CdSe syntheses as 
shown in Figure 2.13, where we changed the oleic acid to cadmium oleate ratio to have a sufficiently 
wide span of the exciton peak absorbance and emission. As shown in Figure 2.15, by taking different 
aliquots during such a synthesis, a relation between the wavelength where the exciton absorbance 
and the emission peak can be established. A linear fit to such data points yields a calibration curve 

Figure 2.14 | (a,b) Absorbance spectra of aliquots for the bimodal distribution experiment at 230 °C, corre-
sponding to Figure 2.4b. The spectra are recorded on quantitative aliquots taken at the indicated moment 
after the second injection of Cd(OA)2. (b) (markers) Yield of CdSe obtained from the absorbance spectra 
shown in a and (full line) fit of these data to Equation 2.13 from which we obtain a second-order rate con-
stant k2 = 0.125 ± 0.015 L mol−1 s−1.
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that we used to turn the emission wavelength in an absorbance wavelength. The latter was recalculat-
ed as a nanocrystal radius using a published, SAXS-based calibration curve.55

Superfocusing analyzed by UV–vis absorption spectroscopy. As shown in Figure 2.14a, the bimodal 
distribution created by the second injection of Cd(OA)2 is difficult to quantify by means of UV–vis 
absorption spectra for the synthesis as described above, hence our use of photoluminescence spec-
troscopy to determine the average radius of both sets of nanocrystals in Figure 2.4. While band-edges 
obtained from photoluminescence correspond to the few identifiable features of both sets of nano-
crystals in the absorption spectra shown in Figure 2.14a, a photoluminescence analysis may create 
artifacts since only emissive nanocrystals are measured.

To avoid such issues, we extended the study on bimodal size distributions and superfocusing to a 
different CdSe synthesis, first described by ref 79. Here, 0.4 mmol CdO was added to 10 mL of ODE 
together with 1.2 mmol of OA in a three-neck flask with cooler under air. The mixture was heated up 
to 270 °C to dissolve the red CdO in ODE by the formation of a cadmium carboxylate complex. The 
formation of CdSe nanocrystals was initiated by injecting a 2 mL solution of ODE containing 0.05 
mmol of black Se powder. The growth temperature was set at 260 °C. After 20 s of reaction, a similar 
injection of 0.05 mmol followed, while keeping the reaction temperature at 260 °C, and aliquots were 
taken at regular intervals.

As can be seen in Figure 2.16, the second injection creates in this case a clearly identifiable ab-
sorption feature of the smaller subset that stands out relative to the shorter wavelength absorption 
features of the larger subset. Identifying the average radius of the initial and the newly formed subset 
from these absorption spectra, we again find that the smaller subset grows significantly faster than 
the larger set than predicted based on the 1⁄r dependence of diffusion-limited growth, i.e., superfo-
cusing.

Figure 2.15 | (a,b) Absorbance spectra of aliquots for the CdSe synthesis used to determine the exciton 
peak absorbance wavelength versus peak emission wavelength calibration curve. The same color is used 
to represent absorbance and emission from the same aliquot. (c) Resulting calibration curve, including an 
expression for the best fitting linear trend line.
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2.5 Theory of nanocrystal growth

The nanocrystal growth rate. We define the NC growth rate jG as the rate of change of the nano-
crystal radius r:

To obtain an expression for jG as a function of the NC radius, we assume that growth involves the 
diffusion of monomers to the NC surface, and the adsorption or desorption of monomers at the NC 
surface, see Figure 2.17. Considering spherical NC, the concomitant fluxes Jdiff, Ja, and Jd [mol s−1] 
can be written as:

Here, D is the monomer diffusion coefficient, [M] and [M(r)] are the monomer concentration in the 
reaction mixture and at the surface of the nanocrystal, respectively. The respective symbols ka(r) and 
kd(r) denote the rate constants for monomer adsorption and desorption, which are explicitly seen as 
radius dependent quantities. Note that in writing Equation 2.18, we assumed that the diffusion layer 
thickness strongly exceeds the NC radius.

Figure 2.16 | Observation of superfocusing in a CdSe synthesis based on the reaction between cad-
mium oleate and black selenium. (a) (colored lines) Absorbance spectra recorded at the indicated times 
after a second injection of black selenium and (filled gray trace) reference spectrum of a CdSe nanocrystal 
batch obtained with the same synthesis after a single precursor injection. Given this reference spectrum, 
we attribute the two absorption features at ~510 nm and ~460 nm in the UV–vis spectrum obtained 5 s 
after the second precursor injection to the initial and newly formed set of nanocrystals, respectively. (b) 
Variation of the nanocrystal diameter as a function of time for the (red) initial set and (black) newly formed 
set of nanocrystals in the reaction mixture. The blue and orange line indicate the expected evolution of the 
diameter of the large set under diffusion and reaction control respectively. The green line represents the 
evolution expected for a growth exponent n = 4.
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Jdiff = 4πrD([M] − [M(r)])
Ja = 4πr2ka(r)[M(r)]
Jd = −4πr2kd(r).
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At the NC surface, the different fluxes are related by a boundary condition Jdiff = Ja + Jd. Accord-
ingly, we obtain [M(r)] as:

Hence, the net monomer flux J towards the NC surface can be written as:

In Equation 2.20, we have introduced the monomer solubility [M]0 and the supersaturation S as 
the ratio [M]/[M]0 between the actual monomer concentration and the solubility. From Equation 
2.20, the growth rate is eventually obtained as:

Here, we have introduced the relation between the adsorption and desorption rate constants that 
follows from equilibrium considerations, where γ is the surface tension, Vm the molar volume of 
the condensed phase, R the gas constant and T the absolute temperature. Indeed, when the mono-
mer concentration is equal to the nanocrystal solubility [M]0(r), the adsorption and desorption flux 
should balance. Hence, using the Kelvin equation, we have:

Rate constants based on a linear free-energy argument. To use Equation 2.21 for the growth rate, an 
explicit expression of the radius-dependence of ka(r) is needed. Here, a possible answer follows from 
extending the Kelvin equation with a linear free energy argument. The argument goes as follows. As 
indicated in Equation 2.22, the solubility of small nanocrystals increases with decreasing radius. This 
can be interpreted as an increase of the chemical potential of the monomers in a nanocrystal solid 
as compared to a bulk solid. As outlined in Figure 2.18, a linear free energy argument states that this 
increase of the free energy of the final state induces a proportional increase of the activation energy 
of the forward reaction, i.e., the adsorption reaction. We thus have:

Figure 2.17 | Representation of the different fluxes involved in 
nanocrystal growth. The dashed line represents the surface at which 
boundary condition Jdiff = Ja + Jd, which was artificially displaced 
from the true nanocrystal surface to highlight the interrelation be-
tween the fluxes.
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Using this relation, we obtain the expression of the growth rate as proposed by Talapin et al., 
which predicts a gradual increase of ka(r) with increasing radius that levels of at ka(∞) in the bulk 
limit.56 Note that by introducing the critical radius rc = 2γVm/RTlnS, Equation 2.21, Equation 2.22, 
and Equation 2.23 can be combined to write the growth rate as:

Combined with Equation 2.21, Equation 2.23 yields a growth rate that increases with increasing 
radius as shown in Figure 2.18b and Figure 2.3c. Here, the calculation was done with parameters as 
summarized in Table 2.1.

Figure 2.18 | (a) Representation of bulk and nanocrystal solubility, where the enhanced solubility of the 
nanocrystals is related to an increased chemical potential of the monomers incorporated in nanocrystals as 
compared to bulk. Through a linear free energy argument, the activation energy for monomer adsorption 
changes proportionally with this increase of the chemical potential,56 as described by the transfer coef-
ficient α. (b) Growth rate obtained in a reaction-limited regime using an adsorption rate constant as de-
scribed by a linear free energy relationship.
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Table 2.1 | Parameter setting for the calculation of the growth rate under diffusion and reaction control as 
shown in Figures 2.3b,c and Figure 2.18b.

Symbol Parameter description Value Unit

D Monomer diffusion coefficient 5 ∙ 10−10 m2 s−1

v0 Volume per CdSe unit cell 5.59 ∙ 10−29 m3

[M]0 Monomer solubility 1 ∙ 10−7 mol m−3

ka(∞) Rate constant for monomer adsorption, bulk limit 4 ∙ 10−3 m s−1

γ Surface tension 0.2 J m−2

S Supersaturation 50 -
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Growth of a bimodal size distribution. We write the growth rate under conditions that the desorption 
reaction is negligible in a generic way as:32

Here, A is a rate constant, and S is the supersaturation. In Equation 2.25 is a convenient way of ex-
pressing the growth rate, since the situation n = 0 would correspond to reaction limited growth in 
the limit of large nanocrystals, whereas n = 1 would yield diffusion limited growth under the same 
conditions. Since jG(r) = dr/dt, we have:

Integration left and right thus yields:

Since Equation 2.27 applies to both sets of nanocrystals in a bimodal ensemble, we have:

So, for n = 1 and n = 0, we obtain:

Similar expressions for any value of n are readily obtained.

Local approximation of functions as 1/rn. Equation 2.4 writes the growth rate in general as:

where we use this relation as a heuristic model to explore different degrees of superfocusing, as char-
acterized by the exponent n. While heuristic, this approach has general relevance since any function 
f(r) can be locally approximated by means of Equation 2.4 by an appropriate choice of n. To under-
stand this, we start by introducing a local approximation for f(r) as: 

Replacing both sides of Equation 2.29 by a first-order Taylor expansion, we obtain:

Hence, an expression of the kind A/rn will locally describe f(r) if we take the exponent n as:

(2.29)f (r) = A
rn

.

(2.30)f (r) + df
dr

dr = A
rn

− n
A

rn+1
dr.

(2.31)n = −
r
f
df
dr

.

(2.25)jG(r) = A
rn
S.

(2.26)rndr = AS(t)dt.

(2.27)
1

n + 1
(rn+1 − rn+10 ) = ∫

t

0
AS(t)dt.

(2.28)rn+11 − rn+10,1 = rn+12 − rn+10,2 .

dnM
dt

= 1
Vm

dVNC
dt

= 4πr2[M] k
rn

, (2.4)

r1,diffusion ≈ √r22 + (r21,0 − r22,0)
r1,reaction ≈ r2 + (r1,0 − r2,0).

(2.2)

(2.3)
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2.6 Kinetic reaction modeling
The reaction chemistry of CdSe formation. According to literature, the formation of CdSe from a cad-
mium carboxylate and trioctylphosphine selenium takes place by means of a two-step mechanism 
in which both precursors first react to form a compound typically referred to as the monomer.42,45 
This monomer is the actual solute or precipitant. The following chemical reactions equations for the 
precursor conversion have been proposed:42,45

Here, the CdSe formula unit represents the CdSe monomer in the reaction mixture. Moreover, it 
was found that the byproducts of the precursor conversion — in particular TOPO — are produced 
at the same rate as the solid CdSe is formed. Therefore, several authors proposed that the conversion 
reaction from precursors to monomers determines the overall rate at which solid material is formed 
through nucleation and growth.44,45 This conclusion was confirmed in the case of CdS formation by 
the finding that the formation rate of CdS was independent of the presence of seed nanocrystals in 
the reaction mixture or not.80 Building on this insight, Abe et al. analyzed the CdSe formation rate as 
a function of the concentration of the Cd(RCOO)2 and TOPSe in the reaction mixture and showed 
that the formation rate follows a simple rate law that is first order in the concentration of either pre-
cursor.44 Importantly, the buildup of CdSe after the second injection in the bimodal size distribution 
experiments yields the same second-order rate constant as published previously by Abe et al.44 This 
observation confirms that the formation of CdSe is determined by the monomer formation rate and 
is independent of the presence or not of CdSe nanocrystals.

Modeling colloidal crystallization. In the literature, two main approaches have been developed to 
describe nucleation and growth in crystallization reactions.62 A first alternative — referred to as 
the population balance equation model in ref 62 — involves a continuous approach in which the 
nanocrystal population balance is expressed through a partial differential equation that takes time 
and the nanocrystal radius as independent variables. A second — dubbed the kinetic rate equation 
method — translates nucleation, growth, and dissolution into a set of discrete ordinary differential 
equations, each addressing a single, discrete nanocrystal size. For computational convenience, both 
methods can be coupled by using separate rate equations for small nanocrystals, and a continuous 
approach for larger nanocrystals. In the case of precipitation reactions involving a homogeneous 
monomer formation, the continuous approach has been used to describe nucleation and growth of 
iron oxide61 and CdSe44 nanocrystals, while a hybrid methodology was implemented by Rempel et 
al.35 For reactions involving surface-catalyzed growth, extensive modeling of nucleation and growth 
has been accomplished by the kinetic rate equation method.39,64

Vetter et al., in ref 62, stated: “We have confirmed for every mechanism separately that the KRE 
and PBE model deliver similar descriptions of the process and that the dependence of the two mod-
els on the key parameters given above is consistent. Nevertheless, the KRE model in general allows 
obtaining deeper insight into the behavior of both sub- and supercritical crystals.” (Page 4904)

TOPSe + Cd(RCOO)2 −−−⇀↽−−− (TOP)Se−Cd(RCOO)2 −−−→ CdSe + TOPO + RCOOOCR. (2.32)
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This statement aligns with the observation that the continuous simulations of a hot injection 
synthesis carried out by Abe et al.44 and the hybrid simulations proposed by Rempel et al.35 yield a 
comparable development of the concentration distribution as a function of time and particle size. 
Even so, one should realize that a continuous approach in which nucleation is modeled by means of 
classical nucleation theory will not give atomistic insight into the nucleation process.

The population balance equations. All simulations are based on the model equations reported and 
explained previously.44 Based on the literature insight in the CdSe synthesis, the modeling approach 
is based on a kinetic scheme where injected precursors P react to form a solute or monomer M, 
which precipitates to form nanocrystals either by nucleation or growth, a mechanism we succinctly 
represent as:

While the formation of a compound such as CdSe requires multiple precursors, we will only 
consider a single precursor species for the reaction simulations. This approach reflects the finding 
that the CdSe synthesis can be carried out under pseudo first-order conditions, for example by using 
a substantial excess of the selenium precursor.

Following Equation 2.33, the central quantities in the modeling are (1) the concentration distri-
bution c(r,t) of NCs in [m−4] — where the product c(r,t)dr yields the concentration of NCs with a ra-
dius between r and r + dr at time t, (2) the supersaturation S(t), which is defined as the ratio between 
the actual concentration of the solute or monomer and its equilibrium concentration [M]0 and (3) 
the precursor concentration [P]. For simplicity, the model assumes a single precursor.

The concentration distribution c(r,t) changes with time since new NCs nucleate (index N) and 
existing NCs grow (index G):

In the above expression, we describe nucleation as the formation of NCs with the critical radius rc 
[m] at a rate JN [m−3 s−1], both given by classical nucleation theory:

where v0 is the monomer volume and NA is Avogadro’s constant. The growth term in Equation 2.34 
is written in terms of the NC growth rate jG, see Equation 2.21.

Regarding the supersaturation S, we assume that its time-dependence is governed by the gener-
ation of monomers from the precursors GM [m−3 s−1] and by their consumption through the nucle-
ation and the growth of nuclei. dS/dt thus reads:

P −−−→ M −−−⇀↽−−− NC. (2.33)

𝜕𝜕c
𝜕𝜕t

= 𝜕𝜕c
𝜕𝜕t |

N
+ 𝜕𝜕c

𝜕𝜕t |
G
= JNδ(r − rc) −

𝜕𝜕(jGc)
𝜕𝜕r

. (2.34)

rc =
2γVm
RT ln S

JN = 2D

v5/3
0

exp(−
16πγ3V2

mNA
3(RT)3(ln S)2

) ,

(2.35)

(2.36)

(2.37)
dS
dt

= 1
[M]0

{GM −
4πr3c
3v0

JN + ∫

∞

0

4πr3

3v0
𝜕𝜕(jGc)

𝜕𝜕r
dr} .
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Finally, the monomer generation rate GM is determined by the reaction of the precursor, and 
therefore the change of the precursor concentration [P] with time. For simplicity, we assume a 
first-order rate equation:

Mathematical analysis growth-only reaction development. Following Equation 2.37, the supersatura-
tion changes in the absence of nucleation according to:

The second part of the right-hand side can be rewritten using integration by parts:

To evaluate the first term on the right-hand side, we express the total number of monomers nM in-
corporated in the nanocrystals as:

To have a finite integral, the integrandum should drop to zero for r → ∞ faster than 1/r, hence c(r) 
must be O(1/r4). Hence, even for jG O(1), the first term on the right-hand side of Equation 2.40 will 
always be zero. To evaluate the second term in Equation 2.40 in view of the growth exponent, we 
write the growth rate as:

We obtain accordingly:

For n = 2, the integral in Equation 2.43 yields the total nanocrystal concentration ctot. Since any 
radius dependence is eliminated, the supersaturation can settle for a time independent value of:

Hence, when n = 2, growth occurs at constant supersaturation as long as GM is constant. In general, 
the integral in Equation 2.43 is proportional to the ensemble average 〈1/rn−2〉. In the case of a qua-
si-stationary supersaturation, we thus have:

When n < 2, 〈1/rn−2〉 will increase for an ensemble of growing nanocrystals while this average will 
decrease when n > 2. As a result, nanocrystals growth reduces the supersaturation when n < 2, while 
the supersaturation will increase by nanocrystal growth when n > 2.

Simulated growth-only development. To illustrate the role of the growth exponent in keeping up the 
supersaturation and promoting persistent nucleation, we implemented the kinetic reaction simula-
tions for an existing concentration distribution under growth-only conditions. Neglecting monomer 

d[P]
dt

= −GM = −k1[P]. (2.38)

dS
dt

= 1
[M]0

{GM + ∫

∞

0

4πr3

3v0
𝜕𝜕(jGc)

𝜕𝜕r
dr} . (2.39)

∫

∞

0

4πr3

3v0
𝜕𝜕(jGc)

𝜕𝜕r
dr = [4πr

3

3v0
jGc]

∞

0
− ∫

∞

0

4πr2

v0
jGcdr. (2.40)

nM = ∫

∞

0

4πr3

3v0
c(r)dr. (2.41)

jG = dr
dt

= Vm[M]0S
ka
rn

. (2.42)

dS
dt

= 1
[M]0

{GM −
4πVm[M]0ka

v0
S∫

∞

0

c(r)
rn−2 dr} . (2.43)

S = GMv0
4πNA[M]0kactot

. (2.44)

S = GMv0
4πNA[M]0kactot ⟨1/rn−2⟩

. (2.45)
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diffusion and desorption, we implemented the growth rate as (see Figure 2.19):

The adsorption rate constant kg(r) was taken as:

Here, θ(r−r0) is the Heaviside step function, which we implement with r0 = 0.5 nm to prevent that 
simulations become unstable at radii close to 0.

As argued before, growth-only reaction development at constant monomer generation rate will 
concur with a decrease of the supersaturation only when the growth exponent n < 2. We analyzed 
this point by modeling the growth-only reaction development of an initial concentration distribution 
corresponding to a Gaussian centered around r = 1.2 nm with a σr of 0.1 nm and a total concentration 
of 830 μM. Figure 2.20 depicts snapshots of the concentration distribution during this development 
for n = 0, 2, and 4. A growth exponent n = 0 results in a mere displacement of the distribution to 
larger radii with time, as expected for a radius-independent growth rate, while growth exponents n 
= 2 and n = 4 result in a marked focusing of the size distribution. More interesting is the variation 
of the supersaturation with time, which indeed drops for n = 0, stays put for n = 2 and increases for 
n = 4. These simulations thus confirm the general point that focusing with a growth exponent n > 2 
will increase the supersaturation during growth-only reaction development; a mechanism that can 
prolong nanocrystal nucleation during an actual synthesis.

Synthesis simulations under reaction-limited conditions. The coupled differential Equation 2.34, Equa-
tion 2.37, and Equation 2.38 were implemented in COMSOL Multiphysics® 5.4. A one-dimensional 
simulation domain for the NC radius ranging from 0 to 4 nm was divided into 502 elements. From 
0 to 0.2 nm, an absorbing boundary condition was implemented for computational stability. The 
nucleation rate JN was implemented as a Gaussian function with a width of 0.02 nm, centered 0.3 nm 

jG = dr
dt

= Vm[M]0Skg(r). (2.46)

kg(r) = A(
rc,0
r

)
n
θ(r − r0). (2.47)

Figure 2.19 | (a) Adsorption rate constants kg(r) for growth exponents as indicated used to simulate 
growth-only reaction development. (b) Shows the growth rates jG for the same growth exponents after 1 
ms. For the simulations we used rc,0 = 1 nm, A = 1 m s−1, Vm = 3.3 ∙ 10–5 m3 mol−1, and [M]0 = 4 ∙ 10–8 mol m−3.
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above the critical radius.

Table 2.2 provides an overview of the different values we used for the model parameters (see 
Equations 2.34–2.38). Measurable numbers were used for the monomer volume v0, which was taken 
as the volume of a single spherical CdSe unit in the zincblende CdSe unit cell, the monomer diffusion 
coefficient D, which was chosen according to literature values for free oleic acid ligands obtained 
from diffusion NMR,81 and the initial precursor concentration, which was taken in agreement with 
the cadmium concentration in the in situ SAXS experiment. Moreover, the first-order rate constant 
was set in line with the experimental reaction rate, whereas an initial precursor concentration was 
taken in agreement with the concentration of the limiting reagent in a real hot injection synthesis. 
Other parameter values, most notably the monomer solubility [M]0, the surface tension γ, and the 
adsorption rate parameter A were set to obtain simulated concentrations and radii in agreement with 

Figure 2.20 | (a–c) Evolution of a nanocrystal concentration distribution under growth-only conditions for 
different growth exponents as indicated. Size distribution focusing for n = 2 and n = 4 is clearly visible. (d) 
Simulated evolution of the supersaturation for the synthesis shown in panels a–c. (e) Simulated evolution 
of the average radius and the nanocrystal concentration. The concentration is the same for all three and 
therefore indicated with a black line. (f) Simulated evolution of the standard deviation on the average radi-
us, clearly showing the impact of size focusing.
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experimental reactions. Because of the nature of the reaction, the chemical meaning of these param-
eter values is limited. Since the monomer concentration is quasi-stationary, monomer consumption 
by growth depends on the product of the rate constant and the monomer concentration. Hence, 
while this monomer consumption rate can be measured, its factorization in a rate constant and a 
monomer concentration requires an independent determination of the monomer concentration. 
Such measurement, however, has remained elusive in the case of a hot injection synthesis. The result 
is that reaction simulations with somewhat different combination of parameter settings may yield 
a synthesis development with a similar outcome in terms of nanocrystal concentration and radius. 
Note that alternative reaction simulation methods will face similar issues when describing reactions 
in which precursor conversion is the rate determining step.

To implement superfocusing, the adsorption rate constant ka(r) appearing in Equation 2.22 was 
taken as:

This expression ensures that regardless of the growth exponent n, the same rate constant is obtained 
at a radius r = rc,0. This point is exemplified in Figure 2.21. In this way, the balancing between nucle-
ation and growth is not changed artificially by a change in initial growth rate for different growth ex-
ponents. In addition, the small radial offset B avoids the singularity at r = 0 that renders expressions 
such as Equation 2.24 difficult to implement numerically, while preserving the role of the growth 
exponent. As outlined in Table 2.2, we set B fixed to 0.2 nm and took rc,0 equal to 0.8 nm, in close 
agreement with the critical radius observed throughout the simulations. Finally, A was chosen such 
that growth is limited by the surface reaction, not by monomer diffusion, and that in combination 
with all other parameters, the nanocrystal radius reaches ~2 nm at the end of the reaction; a number 
in line with the CdSe synthesis studied through in situ SAXS. Concentration snapshots in Figures 
2.5a–c were taken at 3.16, 9.47, 28.34, 49.03, 84.83, 146.78, 253.96, 439.4, and 2275.8 s.

ka(r) = A
(rc,0 + B)n

(r + B)n
. (2.6)

Table 2.2 | Parameter setting for the kinetic reaction simulations shown in Figure 2.5.

Symbol Parameter description Value Unit

D Monomer diffusion coefficient 5 ∙ 10−10 m2 s−1

v0 Volume per CdSe unit cell 5.59 ∙ 10−29 m3

[M]0 Monomer solubility 1 ∙ 10−7 mol m−3

ka(∞) Rate constant for monomer adsorption, bulk limit 4 ∙ 10−3 m s−1

γ Surface tension 0.2 J m−2

[P]i Initial precursor concentration 27 mol m−3

A Adsorption rate parameter 1 4.5 ∙ 10−2 m s−1

B Adsorption rate parameter 2 2 ∙ 10−10 m

rc,0 Adsorption rate parameter 3 8 ∙ 10−10 m
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Nanocrystal concentration build-up. In Chapter 2.4, we showed that the buildup of the nanocrystal 
concentration nNC(t) can be approximated by a single exponential:

In addition, we found that the experimental buildup of the nanocrystal concentration from in situ 
SAXS measurements fits this expression well (Figure 2.12). As shown in Figure 2.22, the same con-
clusion applies to the results of the reaction simulations. For the different choices of the growth 
exponent n, we find that Equation 2.13 yields a reasonable fit for the evolution of the nanocrystal 
concentration with time. Hence, while the description of nucleation through classical nucleation 
theory discards the underlying chemistry of the nucleation process, the modeling approach provides 
a good description of the net effect of nucleation, which is the appearance of growing nanocrystals.

nNC(t) = nNC,∞(1 − e−kt). (2.13)

Figure 2.22 | (markers) Simulated nanocrystal con-
centrations for the different growth exponents as 
indicated and (lines) best fit to a single exponential 
build-up.
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Figure 2.21 | (a) Representation of the rate constant of monomer adsorption ka for different values for the 
growth exponent as indicated, and A, B, and rc,0 parameters as listed in Table 2.2. One sees that the same 
growth rate is obtained at r = rc,0, regardless of the growth exponent. (b) Nanocrystal growth rate linked to 
the rate constant plotted in panel a at different moments during a reaction simulation. The identical growth 
rate at r = rc,0 in the initial stage of the reaction and the pronounced difference in focusing as a function of 
the growth exponent are clearly visible.
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In situ optical spectroscopy and X-ray 
scattering reveals evolution toward mature 
CdSe nanoplatelets by synergetic action of 

myristate and acetate ligands
The growth of two-dimensional platelets of the CdX family (X = S, Se, or Te) in an organic solvent 
requires the presence of both long- and short-chain ligands. This results in nanoplatelets of atom-
ically precise thickness and long-chain ligand-stabilized Cd top and bottom surfaces. The platelets 
show a bright and spectrally pure luminescence. Despite the enormous interest in CdX platelets for 
optoelectronics, the growth mechanism is not fully understood. Riedinger et al. studied the reac-
tion without a solvent and showed the favorable role for short-chain carboxylates for growth in two 
dimensions. Their model, based on the total energy of island nucleation, shows favored side facet 
growth versus growth on the top and bottom surfaces. However, several aspects of the synthesis un-
der realistic conditions are not yet understood: Why are both short- and long-chain ligands required 
to obtain platelets? Why does the synthesis result in both isotropic nanocrystals and platelets? At 
which stage of the reaction is there bifurcation between isotropic and 2D growth? Here, we report 
an in situ study of the CdSe nanoplatelet reaction under practical synthesis conditions. We show that 
without short-chain ligands, both isotropic and mini-nanoplatelets form in the early stage of the 
process. However, most remaining precursors are consumed in isotropic growth. Addition of acetate 
induces a dramatic shift toward nearly exclusive 2D growth of already existing mini-nanoplatelets. 
Hence, although myristate stabilizes mini-nanoplatelets, mature nanoplatelets only grow by a subtle 
interplay between myristate and acetate, the latter catalyzes fast lateral growth of the side facets of 
the mini-nanoplatelets.

Based on 

J.C. van der Bok, P.T. Prins, F. Montanarella, D.N. Maaskant, F.A. Brzesowsky, M.M. van der Sluijs, 
B.B.V. Salzmann, F.T. Rabouw, A.V. Petukhov, C. De Mello-Donegá, D.A.M. Vanmaekelbergh, 
A. Meijerink

Journal of the American Chemical Society 144, 8096–8105 (2022)
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3.1 Introduction

Over the past decades, CdSe nanoparticles with a wide variety of shapes have been synthesized, 
for instance quantum dots (QDs),8 nanorods,82 and nanoplatelets (NPLs). The latter family is of 
particular interest because CdSe NPLs exhibit by far the narrowest-band emission of them all.83 This 
remarkable property makes CdSe NPLs of interest for implementation in displays, as narrow-band 
emitters are needed to achieve higher energy efficiency and a wider color gamut.84,85 The narrow band 
emission arises from the atomically accurate thickness of these quasi-two-dimensional nanoparticles 
resulting in strongly reduced inhomogeneous broadening of the emission spectra compared to QDs 
and nanorods.86–88

Implementation of NPLs in applications is only viable if high-quality NPLs are synthesized with 
high yield and post-synthesis purification steps are minimized. This can only be achieved if the for-
mation of NPLs proceeds with a higher yield than is currently obtained with state-of-the-art syn-
thesis protocols. The synthesis protocol typically used for CdSe NPLs is a solution-based method, 
similar to the first reported method,89 where cadmium myristate and elemental selenium are heated 
in octadecene, and cadmium acetate is introduced in the reaction mixture at elevated temperature. 
Both CdSe QDs and NPLs form and must be separated by size-selective precipitation of the NPLs at 
a later stage.66,69,90–93 This is often not clear from reports on the synthesis and optical properties of 
CdSe NPLs. The NPL yield, if reported, is low; Moreels et al. reported an increase in yield for 3.5 ML 
NPLs using an alternative propionic acid-based method, while the authors reported a chemical yield 
of 40% when they used the standard method of Ithurria and Dubertret.93 Moreover, we find that, 
with the standard CdSe NPL synthesis, the concentration of NPLs formed is far below that of QDs. 
Platelets are thus formed as a side product, and the low reaction yield and necessity of a purification 
step form a severe drawback for commercial application. 

An improved synthesis method can resolve these issues but requires a better understanding of the 
reaction mechanism. Even though the first reports on the syntheses of zinc blende CdSe NPLs date 
from 2008,89,94 the formation mechanism of these NPLs is still under debate. Mechanisms proposed 
for zinc blende CdSe NPL formation include oriented attachment,95–97 templated growth,98 and con-
tinuous lateral growth.69,90,99 Because experimental data on nanocrystal nucleation and the evolution 
of (an)isotropic growth under realistic synthesis conditions are lacking, consensus on the formation 
mechanism has not yet been established. In addition, it is not clear why both long-chain and short-
chain ligands are imperative for NPL formation, what controls the growth of both isotropic QDs 
and 2D NPLs, and how acetate catalyzes the formation of large NPLs in the widely used CdSe NPL 
synthesis method pioneered by Ithurria and Dubertret.89 In this study, we provide answers to these 
questions by studying CdSe QD and NPL nucleation and growth under realistic synthesis conditions. 

It is challenging to study nanocrystal growth under reaction conditions that mimic the standard 
laboratory synthesis, and this has, so far, never been reported for CdSe NPLs. Previous studies on 
the growth of NPLs have either used ex situ analysis of aliquots taken during the reaction or in situ 
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probing of the synthesis performed in capillaries.90,95,99 The pitfalls of the first approach are the low 
temporal resolution and disturbance of the reaction by taking aliquots. Furthermore, aliquots are 
not fully representative of the reaction mixture, and collecting quantitative aliquots is challenging. 
The second approach suffers from higher size polydispersity than for a synthesis performed in a flask 
due to insufficient mixing of reagents and temperature inhomogeneity. Additionally, the difference 
in reaction volume and diffusion rates in a capillary compared to a reaction flask can influence the 
reaction. Moreover, and this is crucial for the CdSe NPL synthesis, no additional reactants can be 
introduced during the reaction when using capillaries. 

To resolve these issues and to allow in situ probing of the NPL growth, we used a specially de-
signed three-neck flask adapted from a design in the literature with an indentation in the glass 
(Figure 3.1a).49,50 This indentation enables in situ UV–vis absorption spectroscopy and small-angle 
X-ray scattering (SAXS) studies because it reduces the pathlength from the entire flask (leading to 
saturation of absorption) to a few millimeters. Hence, the intensity of transmitted light and X-rays is 
sufficient to conduct meaningful spectroscopy and scattering experiments. The use of this adapted 
three-neck flask also enables studies under standard reaction conditions, i.e., inert atmosphere, high 
temperatures, and sufficient stirring, identical to the conditions used in the practical synthesis of 
CdSe NPLs. Moreover, a powder or liquid injector can be installed on top of the flask to remotely add 
other precursors during the synthesis. Therefore, no adaptations need to be made to the synthesis 
method for CdSe NPLs, where cadmium acetate is added at elevated temperatures. The growth of 
high-quality CdSe QDs has previously been investigated for a hot-injection synthesis demonstrating 
the unique capabilities of this home-built setup for in situ monitoring of nanocrystal formation.100

Here, we first follow and quantify the formation of CdSe NPLs and QDs and show that the cur-
rently used synthesis method yields CdSe NPLs in a much lower concentration with respect to CdSe 
QDs. A separation step is required to obtain nearly homogeneous solutions of NPLs, and the chem-
ical yield is low, typically less than 50%. Then, we report on in situ UV–vis absorption spectroscopy 
and SAXS measurements to monitor and quantify the formation of CdSe NPLs and QDs under dif-
ferent synthesis conditions with and without addition of acetate. By combining the results from both 
techniques, insights into the growth mechanism and the role of the ligands are obtained. Oriented at-
tachment and lateral extension at the expense of QDs could be excluded as a formation mechanism. 
Our results show that both myristate and acetate play a pivotal role in the formation of NPLs. In the 
presence of long myristate ligands, a small concentration of mini-CdSe NPLs nucleates in addition to 
QDs, even without addition of acetate. In the continued absence of acetate, isotropic growth of QDs 
dominates. However, the addition of cadmium acetate triggers fast anisotropic growth of the mini-
NPLs along the side facets which almost completely outcompetes further QD growth. The results are 
explained by a subtle interplay between long-chain myristate and short-chain acetate ligands in the 
formation and growth of QDs and NPLs. These insights can help adapt the synthesis to better control 
the interplay between ligands and favor the nucleation and growth of 2D NPLs to improve the yield 
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of CdSe NPLs.

3.2 Results and discussion

The formation of NPLs was followed ex situ and in situ for the widely used synthesis method89 for 
CdSe NPLs which is described in detail in Chapter 3.4. Briefly, it involves a solution-based reaction 
by heating Cd myristate and elemental Se in octadecene (ODE) typically to 240 °C with the addition 
of Cd acetate at a specific temperature. The home-built experimental setup for in situ measurements 
is depicted in Figure 3.1. The setup allows for the addition of cadmium acetate at any time and 
temperature during the synthesis without opening the reaction vessel. First, the optimal addition 
temperature was determined by adding cadmium acetate at 190, 220, or 240 °C. All experiments were 
performed in duplicate to verify reproducibility (Figure 3.6). The addition of cadmium acetate at 
220 °C resulted in the formation of QDs (3.4 nm diameter55) and monodisperse 4.5 monolayer (ML) 
NPLs. Other temperatures yielded more than one NPL population or a higher fraction of QDs, as can 
be deduced from the ex situ absorption (Figure 3.6). For this reason, we focus here on the CdSe NPL 

Figure 3.1 | (a) Schematic of the experimental setup for in situ absorption spectroscopy and X-ray scatter-
ing experiments, containing a magnetic stirrer, a custom-made flask, and a powder injector. A protective 
container and heating ribbon are omitted from the image for clarity. A Teflon™ rod with small cavity func-
tions as a powder holder. This rod can be rotated remotely, upon which the powder falls into the reaction 
mixture. The flask can be connected to a nitrogen outlet. The reaction mixture is probed with either a colli-
mated X-ray beam or UV–vis light beam. An indentation in the reaction flask reduces the pathlength to less 
than 4 mm. (b) TEM image of the product obtained during the in situ SAXS experiment with the addition 
of cadmium acetate at 220 °C. Both NPLs and QDs are formed. The NPLs agglomerate into long stacks. 
(c) Room-temperature absorption (solid) and emission (dashed) spectra of the same product confirm that 
both NPLs (2.43 eV) and QDs (~2.3 eV) are formed during the reaction. The contribution of the NPLs and 
QDs is shown in red and blue respectively. These spectra of the separate contributions were obtained after 
size-selective precipitation.
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synthesis with the addition of cadmium acetate at 220 °C.

A transmission electron microscopy (TEM) image of the product using these reaction conditions 
(Figure 3.1b) shows the presence of both NPLs and QDs in the final product. The NPLs have a rect-
angular shape, typical for when anhydrous cadmium acetate is used,101 with lateral dimensions of 27 
± 2.2 nm by 7.5 ± 1.2 nm (Figure 3.1b and Figure 3.8b). The NPLs tend to form large stacks. Ex situ 
absorption and emission spectra at room temperature are shown in Figure 3.1c. The contribution 
of the NPLs is highlighted in red and features the characteristic heavy- and light-hole transitions of 
4.5 ML NPLs at ~2.4 eV (~510 nm) and ~2.6 eV (~480 nm).89 The QDs produce a relatively weak 
absorption and emission feature near 2.3 eV. The contribution of the QDs to the total absorption is 
indicated in blue. 

The fractions of QDs and NPLs in the absorption spectrum were determined with the absorption 
spectra obtained after size-selective precipitation. From this, we estimated (Figure 3.7) concentra-
tions of QDs and NPLs in the reaction mixture of 2.9 µM and 0.35 µM, respectively. This is a rough 
estimate because the QD fraction still contains residual NPL absorption. Furthermore, the QD con-
centration is underestimated by the scattering of stacked NPLs at 2.35 eV. This scattering also affects 
the absorbance at 300 nm. Nevertheless, this rough estimate reveals that the NPL concentration is 
an order of magnitude lower than the QD concentration. This may seem surprising considering the 
weak absorption feature of the QDs in Figure 3.1c but it is a consequence of the much lower QD 
extinction coefficient due to the difference in the volume (21 nm3 for the QDs compared to 263 nm3 
for the NPLs) and intrinsic absorption coefficient µi (2 ∙ 105 cm−1 compared to 6 ∙ 105 cm−1) at a 
wavelength of 300 nm.91,102,103 Note that even though the concentration of NPLs is about ten times 
lower, the CdSe yield for the QDs and NPLs is similar due to the large volume difference. The diffi-
culty in extracting the absolute concentrations and the relatively low NPL concentration stresses the 
importance of exploring the reaction mechanism using in situ studies.

The temperature and time evolution of the absorption spectra and SAXS data of the in situ mea-
surements are shown in Figures 3.2a,b. The colors reflect the time relative to the cadmium acetate 
addition at t = 0 min, as is specified by the legend on the left. Both data sets show the formation of 
QDs starting from ~170 °C (dark blue) by the increase in UV absorption and scattering. The q0 slope 
extending to 1 nm–1 and shape of the early X-ray scattering patterns match the form factor of spher-
ical particles (Figure 3.12), i.e., the QDs. These QDs grow over time shifting the absorption maxi-
mum to lower energies and slightly shifting the scattering minimum to smaller q-values (compare 
the dark blue and dashed scattering pattern around q = 3 nm−1). These features are consistent with 
the theoretical scattering patterns for growing QDs, but a minor contribution of small anisotropic 
nanostructures cannot be excluded.

The evolution of the QD growth in the scattering patterns is shown in more detail in Figure 3.2e. 
A shallow minimum is visible at q ~3 nm−1 and shifts to ~2.8 nm−1 over time. The minimum is shal-
low because of the polydispersity in size. The intense scattering at q < 0.2 nm−1 in the first few frames 
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is caused by the scattering of undissolved µm-large selenium particles (Figure 3.11f). The additional 
scattering reduces when the selenium dissolves and is not significant anymore at t ≈ 0 min. No lamel-
lar phase is observed in the SAXS data when nanoparticles start to form. The cadmium myristate 
dissolves around 100 °C (Figure 3.11a), well before the onset of nucleation. This rules out templated 
NPL growth on a lamellar Cd myristate phase and is consistent with other reports.69,99,104

The absorption spectra in Figure 3.2a show that after the addition of cadmium acetate at 220 °C 
(dashed), the existing QDs continue to increase in size over the first minute (i.e., the absorption fea-

Figure 3.2 | Absorption spectra (a) and scattering patterns (b and c), shifted for clarity, obtained in situ 
during the synthesis of CdSe NPLs. The colors of all curves correspond to the times indicated in the legend. 
Temperature increases from ~160 to 240 °C and is then kept at 240 °C. Cadmium acetate is added at 220 °C 
(dashed line, t = 0 min). Blue to cyan absorption spectra show growth of QDs. The absorption features of 
the NPLs (2.35 eV) become visible shortly after addition of the acetate. The SAXS data also indicate growth 
of isotropic particles (purple to blue, scattering intensity scaling as q0), followed by growth of NPLs after 
addition of acetate (blue to red, q0 regime disappears). Structure factor peaks are observed, due to stacking 
of the formed NPLs (d = 2π/q = 4.2 nm). In C, the atomic scattering peak of solid cadmium acetate can be 
observed. The peak shifts around 230 °C, probably due to a change in the crystal structure. After ~10 min at 
240 °C the acetate is completely dissolved. (d) The QD absorbance (a spectrum at 230 °C) is subtracted from 
the data in a. The resulting spectra show the heavy- and light-hole transition of 4.5 ML NPLs at 2.35 and 2.52 
eV, respectively, shifted to lower energies compared to room temperature due to temperature effects (see 
text). A dashed gray line is added to emphasize the shift of the absorption maximum in the first few frames 
due to quantum confinement in the lateral dimensions. (e) SAXS patterns until addition of the acetate. (f) 
SAXS patterns shortly after addition of acetate. The scattering increases at q = 2–3 nm–1, but still, a q0 regime 
is observed. (g) SAXS patterns 2.5–12 min after the acetate addition, reflecting particle growth at 240 °C. The 
slope at q < 1 nm–1 becomes steeper than the previous q0 scaling, indicating growth of anisotropic particles. 
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ture shifts to lower energy). Within one minute after the acetate addition, a new absorption feature 
appears at 2.35 eV, quickly outgrowing the QD absorption. In the scattering data, the growth of small 
particles is apparent from the increase in intensity at q = 2–3 nm−1 (Figure 3.2f, arrow). The slope at q 
< 1 nm−1 still scales with q0, typical for isotropic particles. After several minutes (Figure 3.2b, yellow 
and orange), the slope starts to deviate from q0 which shows that anisotropic particles have formed. 
The slope is not equal to a q−2 slope expected for 2D materials (Figure 3.2g) because the scattering 
pattern originates from QD and NPL scattering resulting in a slope between q0 and q−2. 

To monitor the growth of the NPLs, the QD contribution was subtracted from the absorption 
spectra. The resulting spectra are shown in Figure 3.2d and clearly contain the heavy- and light-hole 
transitions characteristic of 4.5 ML NPLs (at 2.35 and 2.52 eV, respectively). Note that at elevated 
temperatures, the peak position shifts to lower energies, and the peak width increases compared to 
room temperature (Figure 3.1c). The peak maximum shifted from 2.43 eV at room temperature to 
2.35 eV at 240 °C, corresponding to a shift of 0.37 meV °C−1, which matches values of 0.31–0.44 meV 
°C−1 reported for the emission of 4.5 ML NPLs.105,106 

The intensity of the NPL absorption in Figure 3.2d increases over time. In addition, the absorp-
tion maximum shifts noticeably between the first few displayed spectra (light blue to green), more 
than expected from temperature effects. Both the increase in intensity and the shift in position are 
evidence of the growth in the NPL lateral dimensions.107 At first, the still laterally small NPL dimen-
sions lead to three-dimensional confinement of the exciton. As the NPLs grow, the lateral dimensions 
quickly exceed the confinement regime, and consequently, the peak does not shift any further. The 
small fluctuations of the absorption maxima (green to orange) are caused by temperature fluctua-
tions, varying between 235 and 245 °C. 

Overall, the evolution of absorption spectra in the different synthesis stages is consistent with 
the scattering data. Additionally, the scattering data show the stacking of NPLs after ~12 minutes as 
structure factor peaks begin to appear at q = 1.5 nm−1 and q = 3.0 nm−1.108 These q-values are consis-
tent with linear stacks of NPLs with a center-to-center distance as d = 2πn/q = 4.2 nm (with n = 1 or 
2). This distance is set by twice the length of the myristate ligand plus the thickness of a 4.5 ML NPL 
(1.3 nm).109 Thus, the length determined for the myristate ligands is 1.45 nm, slightly shorter than 
the 1.7 nm expected for myristate with a fully extended carbon chain.110 This means that the ligands 
are not fully extended, or they slightly interpenetrate. 

The scattering data further reveal the presence and slow dissolution of solid cadmium acetate 
crystallites. The reappearance of strong scattering at q < 0.2 nm−1 at t = 0 min in Figure 3.2e and the 
appearance of a peak in the scattering pattern at q = 6.63 nm−1 (Figure 3.2c) indicate the presence 
of undissolved cadmium acetate crystallites (Figure 3.11e). The peak’s intensity decreases at 230 °C, 
and a new peak appears at q = 6.71 nm−1. This shift is probably caused by a change of the cadmium 
acetate crystal structure.111,112 The signal disappears completely after ~10 min at 240 °C. Similar be-
havior is observed when cadmium myristate and cadmium acetate are heated without the presence of 
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selenium (Figure 3.11d). When cadmium acetate is heated in the absence of cadmium myristate, the 
peak in Figure 3.2c does not disappear until a temperature of 255 °C (Figure 3.11e), i.e., the melting 
temperature of cadmium acetate.111 We conclude that the dissolution of cadmium acetate is assisted 
by reaction with cadmium myristate forming Cd(Ac)2−x(Myr)x. These results show that NPLs start 
forming when cadmium acetate is still, at least partly, present as a solid (compare lemon-colored 
lines in Figures 3.2a,d with that in Figure 3.2c).

The size, aspect ratio, and concentration of the QDs and NPLs can be extracted by fitting the 
SAXS data in Figure 3.2b, this makes it possible to follow the formation of QDs and NPLs over time. 
The scattering patterns were carefully corrected for background effects and analyzed to obtain infor-
mation on the size and shape evolution of nanostructures in the reaction mixture, as described in 
detail in Chapter 3.6. This analysis gave a NPL aspect ratio of 1:3 and a concentration of 0.6 µM. The 
evolution of size and concentration for the QDs is shown in Figure 3.3a in blue and orange, respec-
tively. The length of the largest lateral dimension L of the NPLs is shown in Figure 3.3b in red. The 
scattering patterns were fitted until the NPLs started to stack at t = 12 min. The oscillation in the data 
is caused by a temperature fluctuation during the synthesis. 

Figure 3.3a shows that the QD concentration quickly increases to ~11 µM during the heat-up 
from 170 to 220 °C and remains constant afterward. The QD diameter increases during this period 
as well. In the first 1.5 min following cadmium acetate addition, the QDs continue growing from 3.16 
to 3.36 nm, consistent with the analysis of the absorption spectra discussed earlier. After 1.5 min, the 
QD growth stops.

Immediately after the cadmium acetate addition, the lateral dimensions of the NPLs grow, as 
shown in Figure 3.3b. Within half a minute after the addition of cadmium acetate, NPLs with lateral 
dimensions of 5.0 by 1.7 nm are visible. This indicates that small NPLs are present before the acetate 
addition (vide infra) but not easily observed because the scattering is negligible compared to the 
QD scattering (Figure 3.14b). The edge lengths rapidly increase after acetate addition to 26 by 8.7 
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nm after 12 min, just before the NPLs start to stack. TEM analysis gives lateral dimensions of 27 
± 2.2 by 7.5 ± 1.2 nm (Figure 3.1b and Figure 3.8b), which matches the SAXS results and confirms 
the reliability of the fitting procedure. The constant concentration of QDs after the cadmium acetate 
addition indicates that NPL formation is not due to attachment of seed QDs. Moreover, the diameter 
of the QDs is already 3.16 nm when cadmium acetate is added, by far exceeding the NPL thickness 
of 1.3 nm. The constant QD radius and concentration show that the growing NPLs do not consume 
existing QDs, but the CdSe monomers that are still present in the reaction mixture. The CdSe yield 
of the reaction, calculated from the incorporated amount of selenium in the nanoparticles (Chapter 
3.7) with respect to the selenium added in the reaction mixture, as shown in Figure 3.3c supports 
this. The available CdSe units are far from depleted at t = 0 min: the total yield (purple) is only 40%. 
Over the 12 min following cadmium acetate addition, an additional 10% of the available CdSe is 
incorporated in the QDs. Simultaneously, 40% of the CdSe is incorporated in the NPLs. Hence, the 
growth of the NPLs is much faster than that of the QDs after the addition of cadmium acetate. 

Additionally, the 10% increase in yield due to QD growth indicates that the QDs do not dissolve 
in favor of NPL growth. The QDs are an undesired by-product of the reaction and consume roughly 
half of the available precursors. The concentration of QDs (~11 µM) is much higher than the NPL 
concentration (0.6 µM), as was also estimated from the ex situ absorption spectrum. Although most 
QDs formed before cadmium acetate addition induces the growth of NPLs, they still form when 
cadmium acetate is added much earlier (Figure 3.8a), and such procedures produce 3.5 ML NPLs 
instead of 4.5 ML NPLs.

To study the role of cadmium acetate further, we compare the results discussed above with a 
synthesis using the same reaction conditions but without the addition of cadmium acetate. The in 
situ absorption spectra and SAXS patterns are shown in Figures 3.4a,b, respectively. They show, up 
until 220 °C, a similar QD evolution compared to the results in Figures 3.2a,b. In contrast to the ex-
periment of Figure 3.2, we add no acetate at 220 °C at t = 0. Nevertheless, a new absorption feature 
still arises around t = 2 min. The feature, labeled with “NPLs” in Figure 3.4a, is first visible at 2.34 eV 
(light blue) and later shifts to 2.28 eV (green). Clearly, a mixture of two types of nanoparticles still 
forms in the absence of acetate (Figure 3.19).

The presence of two populations of nanoparticles is evident in the ex situ absorption and emission 
spectra as well (Figure 3.4c). The luminescence and absorption spectra at room temperature show, in 
addition to the QD absorption and emission, a peak of a second population of nanoparticles at 2.47 
eV. These two populations could be separated with size-selective precipitation. The high-angle an-
nular dark-field scanning transmission electron microscopy (HAADF-STEM) image in Figure 3.4d 
reveals that the two species of nanoparticles are spherical QDs and small anisotropic nanoparticles. 
The anisotropic nanoparticles appear as rod-like structures in the HAADF-STEM image with the 
largest lateral dimension equal to ~5 nm. 

These nanoparticles stack during the synthesis, which results in the structure factor peaks in the 
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SAXS data at q = 1.5 nm−1 and q = 3 nm−1. These q-values are due to stacking at a center-to-center 
distance of 4.5 nm, which is larger than the center-to-center distance found above for the stacked 
4.5 ML NPLs (Figure 3.2b) by 0.3 nm. This difference matches the thickness of one CdSe monolayer, 
i.e., half a unit cell. The anisotropic nanoparticles are thus likely “mini-NPLs” of 5.5 ML thickness. 
They appear as rod-like structures on (S)TEM images and in a HAADF-STEM tilt series (Figure 3.9) 
because the shortest lateral dimension is not much larger than the thickness of the mini-NPLs, when 
assuming a similar aspect ratio as that of the large NPLs (3:1).

Heating the reaction mixture to 240 °C results in the formation of 5.5 ML mini-NPLs. Mini-NPLs 
with a thickness of 4.5 ML can also be synthesized by lowering the final reaction temperature to 190 
°C instead of 240 °C. Structure factor peaks at the same position as in Figure 3.2b were observed in 

Figure 3.4 | Absorption spectra (a) and scattering patterns (b) of in situ experiments when no acetate is 
added to the reaction mixture. In a, the spectra are shifted in intensity for clarity. The weak absorption fea-
tures of 4.5 mini-NPLs at 2.34 eV and 5.5 ML mini-NPLs at 2.28 eV are labeled with NPLs for clarity. Features 
shift to lower energies compared to room temperature due to temperature effects. The structure factor 
peaks of the stacked 5.5 ML mini-NPLs are labeled in b (d = 4.5 nm). (c) Absorption (solid) and emission 
(dashed) spectra at room temperature of the product obtained during the in situ SAXS experiment. Next to 
QD absorption and emission (2.3 eV), also a second population of nanoparticles is present: mini-NPLs (2.47 
eV). The blue and red curves represent contributions from the supernatant (QDs, blue) and precipitate (pre-
dominantly mini-NPLs, red) after selective precipitation. (d) HAADF-STEM image of the reaction product 
showing stacked mini-NPLs and QDs. (e) Diameter (blue) and polydispersity (red) of the QDs extracted from 
fitting the SAXS data in b. (f) QD concentration during the reaction (orange) and the reaction yield (green). 
This yield only accounts for the CdSe consumed by the QDs. The total yield, including the mini-NPLs, is ~3% 
higher than the yield in f. The gray line in e and f at ~5 min indicates when the stacking of the mini-NPLs 
starts to contribute to the total scattering. 
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SAXS data obtained using these reaction conditions (Figure 3.18). In the reaction with acetate, the 
4.5 ML mini-NPLs rapidly grow to form 4.5 ML NPLs. Without acetate, 5.5 ML mini-NPLs form 
upon heating to 240 °C. This temperature dependence suggests that the two absorption features in 
Figure 3.4a, labeled with NPLs, correspond to mini-NPLs with a thickness of 4.5 ML formed below 
240 °C (2.34 eV, slightly higher energy than that of large 4.5 ML NPLs) and 5.5 ML mini-NPLs 
formed after a temperature of 240 °C is reached (2.28 eV). Note that the stronger confinement for the 
small lateral dimension of the 5.5 ML mini-NPLs results in stronger temperature dependence of the 
absorption maximum, shifting it to a higher energy (2.47 eV) at room temperature compared to the 
thinner but larger 4.5 ML NPLs (2.43 eV).

The size, polydispersity, and concentration of the QDs and mini-NPLs and the reaction yield 
were extracted from the SAXS data as well (Chapter 3.6).113 The form factor of a disk was used to 
approximate the mini-NPLs shape. An average radius for the mini-NPLs of 3.5 nm was obtained with 
4.5% polydispersity and a concentration of ~0.25 µM. The fit results for the QDs are shown in Figures 
3.4e,f. The evolution of the QD concentration in the cases with and without cadmium acetate is very 
similar, (orange, Figure 3.3a and Figure 3.4f). The polydispersities are also similar, reaching a value 
of ~0.5 nm after an initial increase. However, the increase in QD size over time is strikingly different 
between the experiments. While acetate addition leads to stagnating QD growth shortly after t = 0 
(Figure 3.2), the growth continues until a final size of 3.8 nm at t = 10 min in the absence of acetate. 
The 0.4 nm difference in final size shows that without cadmium acetate, more CdSe precursor is 
available for QD growth. In other words, the presence of cadmium acetate results in precursor con-
sumption by the growth of the second population of nanocrystals, i.e., the NPLs.

The same conclusion can be drawn by comparing the reaction yields with and without the addi-
tion of cadmium acetate. The yield of the reaction without cadmium acetate is given in Figure 3.4f in 
green. The yield in Figure 3.4f accounts only for the CdSe incorporated in the QDs and can therefore 
directly be compared to the corresponding results of the experiment with acetate (green in Figure 
3.3c). Similar values for the yield are obtained until t = 0 min (38%). However, without the addition 
of cadmium acetate, the final CdSe consumption by QDs is much higher (70% compared to 50% 
after 12 min). Without acetate, the anisotropic particles (mini-NPLs) take up 3% of the total CdSe 
content (Chapter 3.7), compared to 40% CdSe incorporated in NPLs in the experiment with acetate. 
We verified the yield derived from the SAXS results by inductively coupled plasma optical emission 
spectrometry (ICP-OES) analysis. Yields of 47 ± 1.5% and 75 ± 1% were obtained with ICP-OES at 
reaction times corresponding to t = 10 minutes and t = 30 minutes in Figure 3.4f, respectively. This 
matches well with the SAXS results. The results from optical absorption, SAXS, and ICP-OES are 
consistent and show that the contribution of the stacked and individual mini-NPLs to the total yield 
for the synthesis without acetate is low. 

We learn from these experiments that the addition of acetate strongly enhances the growth rate of 
already existing anisotropic particles (mini-NPLs) but not the growth rate of the QDs. The presence 
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of acetate promotes the lateral growth of already existing NPLs so strongly that almost no reactants 
are used in the further growth of the QDs. The question arises if acetate also affects the nucleation of 
mini-NPLs versus small QDs in the initial stage of the reaction. From the fit, we estimate a mini-NPL 
concentration of 0.25 µM without and a NPL concentration of 0.6 µM with acetate. The 0.25 μM is a 
lower limit as only the stacked mini-NPLs contribute, while the 0.6 μM is a more reliable estimate of 
the total concentration of NPLs. Both concentrations of (mini)-NPLs are very small compared to the 
QD concentration. Hence, acetate does not strongly affect the initial ratio between QDs and mini-
NPLs, but its role is to favor very strongly the lateral growth of already existing mini-NPLs.

Figure 3.5 gives a schematic overview of the reaction mechanism based on the data discussed in 
this work. In the early stage of the reaction, both QDs and mini-NPLs with small lateral dimensions 
form. The mini-NPLs have an order of magnitude lower concentration than the QDs. Once formed, 
the mini-NPLs are likely stabilized by strong Van der Waals interactions between the long alkyl 
chains of the ligand layers on the top and bottom facets. The stability of the myristate layers on the 
large facets is evidenced by the center-to-center distances observed for (mini-)NPL stacks by in situ 
SAXS. Even at high temperatures, these distances are consistent with a spacing created by slightly 
interpenetrating myristate layers. Furthermore, a higher concentration of long-chain ligands results 
in increased NPL absorption relative to QD absorption.104

Figure 3.5 | Schematic overview of the CdSe NPL growth mechanism. (a): Nanoparticles nucleate and 
grow. An order of magnitude more QDs are formed than NPLs. Middle (b): The addition of acetate results 
in faster monomer consumption. With the reaction conditions used here, most monomers are consumed 
by growth of the small facets of the NPL (red arrows). As a result, the NPLs grow laterally, and the QDs do 
not grow much (d). The concentration of QDs and NPLs is unaffected by the addition of an acetate. Middle 
(c): If no acetate is added, both QDs and mini-NPLs grow with a comparable monomer consumption (red 
arrows). This way the NPLs remain small, and slightly larger QDs are obtained compared to with the addition 
of acetate (e).
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When solid cadmium acetate crystallites are added to the reaction mixture, the solution concen-
tration of cadmium acetate is initially low as the crystallites dissolve slowly. As the concentration 
of acetate in solution increases, the monomer consumption by the small facets of the NPL starts to 
outcompete the monomer consumption by the QDs. Importantly, our work demonstrates that the 
conditions under which NPLs grow are not required to make NPLs nucleate. Indeed, we observe 
mini-NPLs even if we do not add acetate to the reaction and at approximately the same final concen-
tration as for the large NPLs. On the other hand, the formation of mini-NPLs seems to be disrupted 
if too much acetate is available too early in the reaction. For example, when cesium acetate (melting 
point 195 °C) instead of cadmium acetate is added at 190 °C while heating to 240 °C, only 3D parti-
cles are formed (Figure 3.10a). Under these conditions, the concentration of acetate in solution is too 
high immediately after addition. On the other hand, NPLs are formed when cesium acetate is added 
at 190 °C without further heating to 240 °C (Figure 3.10b). The results are in line with previous re-
ports on acetates catalyzing NPL growth.89 All reported acetates have melting points well above 190 
°C (see Chapter 3.4). Note that the addition of different acetates also affects the lateral shape of the 
NPLs. Likely other factors next to the melting point, such as the reactivity of the cation acetate, also 
affect the growth of the NPLs.

The model proposed by Norris et al.69,114 explains anisotropic 2D growth of (mini-)NPLs by a 
lower activation energy for island nucleation on side facets compared to top and bottom facets. This 
activation energy is determined by the volume, area, and line energies of zinc blende CdSe. The syn-
thesis condition used to construct the model, i.e., NPLs formed in a melt of cadmium acetate and 
selenium, deviates significantly from the solution-based synthesis studied here. Furthermore, the 
work of Norris et al. considers constant reaction conditions, while in our and standard experiments, 
the conditions are changed midway by addition of cadmium acetate. The presence of acetate affecting 
the CdSe monomer consumption stresses the importance of including the effect of the surfactants 
on anisotropic growth. 

The effect of cadmium acetate addition can be included in a NPL growth model as a drop in the 
values for area, line, and volume energies. Lowering any of these energies results in a decrease in the 
activation energy for “island nucleation”, i.e., the formation of a new monolayer on an existing facet, 
and hence an acceleration of crystal growth. With the right combination of energy values, island nu-
cleation rates on the narrow facets outpace those on the top and bottom facets. The fastest growing 
facets can consume available monomers so quickly that growth on other facets effectively stops. In-
terestingly, further lowering area, line, and volume energies decreases the difference in the activation 
energies between narrow and large facets. This explains why the addition of too much acetate early in 
the reaction results in isotropic growth, as it decreases the anisotropy in growth rates.

The middle part of Figure 3.5 gives a molecular picture of the potential effects of cadmium ace-
tate on the volume, surface, and line energies. The volume energy may become more negative when 
cadmium acetate is present in the reaction mixture by lowering the solubility of the cadmium pre-
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cursor. The surface and line energies decrease due to changes in the ligand coverage of the NPL by 
exchanges of myristate ligands with acetate. The reaction rate for all NPL and QD facets will likely 
increase. However, as the activation energy for island nucleation on narrow NPL facets is the lowest, 
the effective monomer consumption by the narrow facets of the NPL will outcompete the monomer 
consumption by the QDs and large facets (red arrows). A higher ligand exchange of the side facets by 
short acetate ligands, due to weaker binding sites at the edges,66 may further enhance the 2D growth 
by lowering the steric barrier for monomer attachment on side facets.

The formation of large NPLs, using the standard CdSe NPL reaction protocol, thus ultimately 
relies on the synergy between cadmium myristate and cadmium acetate ligands, where the cadmium 
myristate reduces isotropic growth by stabilizing mini-NPLs at the early stages of the reaction, and 
addition of cadmium acetate results in faster growth on the small side facets. The molecular picture 
that we present is in line with the model of Norris, which emphasizes that an appropriate balance of 
surface and line energies is required for two-dimensional growth. When no acetate is added, both 
the QDs and mini-NPLs grow with a comparable monomer consumption (Figure 3.5c). This can be 
deduced from the similar ratio between the concentrations and contributions to the total yield (11 
µM compared to 0.25 µM and 75% yield compared to 3% yield after 12 min). The presence of acetate 
favors lateral growth of the platelets and, by precursor consumption, impedes further growth of the 
QDs. Acetate addition determines the sizes but not the final concentrations of the two types of par-
ticles (Figures 3.5d,e).

3.3 Conclusion

With our home-built setup, we were able to probe in situ the formation of CdSe NPLs with (or 
without) the addition of cadmium acetate for the standard NPL synthesis under realistic reaction 
conditions. Analysis of in situ absorption and scattering experiments shows that both isotropic and 
anisotropic particles form at an early stage of the reaction even without short-chain ligands. NPLs 
with large lateral dimensions (~27 by 7.5 nm) are formed due to a synergy between the long myristate 
ligands stabilizing top and bottom facets of the 2D structures and short acetate ligands that promote 
fast growth of the NPL side facets but do not affect the NPL concentration. The concentration of 
NPLs (~0.6 µM) is low compared to the QDs (~11 µM), which are always formed as a prominent 
and undesired side product. These QDs are responsible for a low NPL reaction yield and have to be 
removed using size-selective precipitation. The new insights in the mechanism of CdSe NPL forma-
tion can help improve the synthesis conditions (such as type and concentration of ligands, reaction 
temperature, etc.) to optimize the mini-NPL versus QD formation and NPL growth to improve the 
NPL yield.
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3.4 Methods

Chemicals. 1-butanol (anhydrous, 99.8%), 1-octadecene (ODE, 90%), cadmium(II) acetate anhy-
drous (99.995%), cadmium(II) nitrate tetrahydrate (99,99%, trace metal basis), cesium(I) acetate 
(99.999%, trace metal basis), hexane (anhydrous, 95%), methanol (anhydrous, 99,8%), methanol 
(hydrous, 100%), oleic acid (OA, 90%), sodium myristate (≥99%), and toluene (anhydrous, 95%) 
were all purchased from Sigma-Aldrich®. Selenium powder (-200 mesh, 99.999%) was purchased 
from Brunschwig Chemie. ODE and OA were degassed at 100 °C under vacuum for 3h and the other 
chemicals were used without further purification. 

Cadmium myristate precursor. Cadmium myristate precursor was prepared by dissolving 1.23 g cad-
mium nitrate tetrahydrate (4 mmol) in 40 mL methanol and 3.13 g sodium myristate (12.5 mmol) in 
250 mL methanol. The cadmium nitrate solution was added to the sodium myristate solution while 
stirring. A white precipitate was visible. The precipitate was vacuum filtrated using a Büchner flask 
and rinsed with 1 L of methanol (hydrous). The cadmium myristate was dried overnight under vac-
uum to remove methanol and water.

NPLs synthesis. 4.5 ML CdSe NPLs were synthesized as reported by Ithurria et al.90 For the in situ 
measurements, the synthesis was scaled down by a factor of two. 85 mg of cadmium myristate (0.15 
mmol), 6.0 of mg elemental selenium (0.075 mmol) and 7.5 mL of ODE were loaded in a specially 
designed three-neck flask and degassed under vacuum at room temperature for 1 h. After degas-
sing, the mixture was put under a nitrogen atmosphere, and the powder injector (Figure 3.1a) was 
attached with 26 mg of cadmium (0.11 mmol) acetate in the powder holder. The system was flushed 
three times by applying a vacuum or nitrogen flow. Then, the mixture was heated to 240 °C with a 
rate of 15 °C min−1 using a heating ribbon around the flask. For the in situ absorption measurements, 
a transparent medium was needed to align the flask with the UV–vis light beam. Therefore, an addi-
tional heating step to ~110 °C, before heating to 240 °C, was implemented to melt and dissolve the 
cadmium myristate.

A series of experiments was conducted to investigate the role of acetate in the formation of CdSe 
NPLs. In the various experiments, the flask with the reaction mixture was heated to 240 °C. Cad-
mium acetate was added at 190, 220, or 240 °C by rotating the powder holder. Furthermore, an 
experiment without the addition of acetate was performed. During the reaction, UV–vis absorption 
spectra or X-ray scattering patterns were recorded. After heating up and a reaction time of 10–45 
min at 240 °C the mixture was let to cool down to room temperature. 0.5 mL of oleic acid was added 
at 70 °C and 7 mL hexane at room temperature. The product was purified twice by adding 45 mL of 
methanol/butanol mixture (1:2) and centrifuged at 3000 rpm. Special care was taken to precipitate 
all the product to ensure that the absorption spectra give a reliable view of the ratio QDs-to-NPLs. If 
the supernatant was not transparent, more methanol was added. Finally, the product was redispersed 
in 4 mL of hexane.
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NPLs synthesis with cesium acetate. The synthesis method for NPLs with the addition of cesium ac-
etate is similar to the method above. The amounts were not halved for these experiments and were 
performed in a standard 100 mL three-neck round-bottom flask. 86 mg cesium acetate (0.44 mmol) 
was added at 190 °C. A twice as high amount in mmol of cesium(I)acetate compared to cadmium(II)
acetate was added to ensure that an equal amount of acetate was present during the reaction.

SAXS. The SAXS experiments were conducted at the SWING beamline of synchrotron Soleil at an 
energy of 16 keV and a sample-to-detector distance of 1.83 m. This allowed us to probe a q-range 
of 0.05 nm−1–8 nm−1. 2D scattering patterns were recorded every 5 s with an exposure time of 3 s. 
The background scattering of the solvent, reactants and flask was subtracted from the azimuthally 
integrated 2D scattering patterns (Chapter 3.6). Models for the fitting of the scattering patterns are 
also discussed in Chapter 3.6.

UV–vis absorption. The in situ absorption experiments were performed using a DH-2000-BAL lamp 
as the excitation source, 200 µm core solarization resistant fibers, and a USB4000 spectrometer all 
from Ocean Optics. To obtain a collimated light beam with a diameter smaller than 5 mm, the di-
ameter of the indentation in the glass, the following optics was used: 14 mm focal point (f14) VIS 
achromatic lens, 350 nm long pass filter, f30 VIS aspherical achromatic lens, 200 µm pinhole, and f14 
VIS aspherical achromatic lens. The light bundle after the sample was coupled into a fiber using a f14 
VIS aspherical achromatic lens. The lenses and filter were obtained from Edmund Optics. Spectra 
were recorded with an integration time of 100 ms. The absorbance was calculated afterward, taking 
an I0 spectrum just before nanoparticles started to form. 

TEM. The TEM images and HAADF-STEM images were either recorded on a FEI Tecnai 20 operat-
ing at 80 keV or a FEI Talos F200X operating at 200 keV. Samples were made by drop-casting a dilute 
dispersion of nanoparticles on a TEM grid.

Preparation and measurement method ICP-OES. To prepare the inductively coupled plasma optical 
emission spectrometry (ICP-OES) samples, first, the unreacted precursors were removed after a syn-
thesis using the standard washing method discussed above. The total mass of the product in hexane 
was weighted (~10 g). 2 grams of the whole product was taken and put under vacuum to remove 
hexane. 2 mL 65% nitric acid was added to dissolve the CdSe nanoparticles. After the solution was 
clear, it was diluted with Milli-Q® water to a total volume of 10 mL. The samples were diluted at least 
500 times with a 5% nitric acid in Milli-Q® water solution to obtain a cadmium concentration of ~0.5 
ppm. The exact cadmium concentration was determined with a 0–1 ppm cadmium in a 5% nitric 
acid calibration curve made using standard solution 3 of PerkinElmer®. Measurements were con-
ducted with a PerkinElmer® ICP-OES OptimaTM 8300. The cadmium concentration was measured 
using the emission lines at 228.8, 214.4, and 226.5 nm. The yield was calculated using the average 
ppm values obtained with measurements on these three emission lines. 
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Melting point other acetate salts. In the literature other acetate salts have been reported, including 
Mn(Ac)2 ∙ 4H2O, Zn(Ac)2, Mg(Ac)2 ∙ 4H2O, Co(Ac)2 ∙ 4H2O, and Na(Ac), to promote formation 
of CdSe NPLs.89 All these mentioned acetates resulted in the formation of NPLs in our own ex-
periments as well (addition temperature of 190 °C). The melting temperature of all these acetates is 
higher than 190 °C: Co(Ac)2 (298 °C), Mn(Ac)2 (210 °C), Zn(Ac)2 (257 °C), and Na(Ac)2 (324 °C). 
For Mg(Ac)2 ∙ 4H2O, a melting point of 90 °C is often reported. However, Mg(Ac)2 dissolves in the 
water incorporated in the crystal at this temperature, giving a seemingly lower melting temperature. 
A melting temperature of ~230 °C is reported by Jiang et al. for Mg(Ac)2.115 In this respect, it is worth 
noting that we only observe anhydrous cadmium acetate in the scattering patterns (peak at q = 6.63 
nm−1) when we either add anhydrous or hydrous cadmium acetate. The water incorporated in the 
crystal is apparently quickly evaporated. Therefore, we consider the melting points of the anhydrous 
salt even if the hydrous version is added.

3.5 Additional figures
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Figure 3.6 | Absorption spectra products in situ SAXS experiments in homebuilt setup. Ex situ absorp-
tion spectra of the product from in situ SAXS experiments where cadmium acetate is added at 190, 220, and 
240 °C. Experiments were performed in duplicate (blue and red). These ex situ results verify that synthesis is 
reproducible in our homebuilt setup. NPLs emitting at 2.7 eV (460 nm) are obtained next to NPLs emitting 
at 2.45 (510 nm) and QDs at ~2.3 eV (~540 nm) when acetate is added at 190 °C. When cadmium acetate 
is added at 240 °C, more QDs compared to NPLs are formed. Addition at 220 °C results in the formation of 
only one population of NPLs and a smaller amount of QDs. For these reasons we used the 220 °C procedure 
in Chapter 3.2. 
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Figure 3.7 | Concentration QDs and NPLs from ex situ absorption spectra. (a) Synthesis with addition of 
cadmium acetate (Figure 3.1c). NPLs (red) and QD (blue) contributions were extracted using size-selective 
precipitation. (b) Synthesis without addition of cadmium acetate (Figure 3.4c), mini-NPLs and QD contribu-
tion are shown in red and blue, respectively. No pure mini-NPL fraction could be extracted, the spectrum in 
red therefore contains a little contribution of absorption by QDs. The NPL and QD concentration were esti-
mated from the ex situ spectra using Lambert-Beers law. The contribution of the NPLs or QDs absorbance 
to the total absorbance at 300 nm (4.13 eV) was determined by fitting the spectra with the QD and NPL 
fractions obtained with size-selective precipitation. The absorption coefficients well above the band edge 
absorption were calculated for the NPLs and QDs as described in literature.55,102,116 For these calculations, 
the QD volume was extracted from the absorption spectra using the sizing curve by Maes et al.55 and the 
volume of the NPLs was obtained from TEM analysis. The resulting concentrations of the product disper-
sions were scaled to match the volume during the synthesis at 240 °C, i.e., scaled to a total volume of 9.4 mL 
(7.5 mL ODE and a volume expansion of 25% at 240 °C.76) This ensures that the calculated concentrations 
can directly be compared to the concentrations obtained from the in situ SAXS analysis. A QD and NPL con-
centration of 2.9 µM and 0.35 µM were obtained for the synthesis with addition of cadmium acetate. A QD 
concentration of 11.2 µM was extracted for the synthesis without addition cadmium acetate.

ca b
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Figure 3.8 | TEM images of 3.5 ML NPLs, 4.5 ML NPLs, and 5.5 ML mini-NPLs. (a) TEM image displaying 
3.5 ML NPLs and QDs obtained when cadmium acetate is added at room temperature and the reaction 
mixture is heated to 240 °C for 10 minutes in a standard three-neck flask. (b) TEM image of 4.5 ML NPLs ob-
tained during SAXS experiment in homebuilt setup with addition of cadmium acetate at 220 °C. The lateral 
dimensions of a few NPLs are indicated in the image. The average lateral dimensions, 27 ± 2.2 nm by 7.5 ± 
1.2 nm, were determined by measuring >100 NPLs. (c) Bright-field TEM image 5.5 ML mini-NPLs obtained 
when no cadmium acetate is added. Synthesis performed in homebuilt setup.
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Figure 3.9 | Tilt series HAADF-STEM 5.5 ML mini-NPLs. Tilt series of the reaction product without addition 
of cadmium acetate. The HAADF-STEM images were measured for the reaction product without size-selec-
tive precipitation and show the presence of both mini-NPLs and QDs.
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Figure 3.10 | TEM images and absorption spectra cesium acetate experiments. TEM images of the syn-
thesis product when cesium acetate is added at 190 °C and temperature is increased to 240 °C (a) or cesium 
acetate is added at 190 °C without increasing the temperature (b). The absorption spectra are shown in 
blue and red, respectively (c). NPLs are only observed on TEM images and in absorption spectra when the 
temperature is not increased above the melting temperature of cesium acetate (195 °C).

3.6 Data analysis

SAXS data processing. We obtained the 1D scattering curves of the growing nanocrystals by azimuth-
al integration of the patterns recorded on the 2D detector. The curves were processed by subtracting 
the temperature-dependent scattering of a cadmium myristate precursor solution in the reaction 
flask (Figure 3.11, top row) and the scattering of the empty flask

Iproc (T) = Iraw (T) − aIflask − b [ICd(Myr)2inODE (T) − Iflask] . (3.1)
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Figure 3.11 | SAXS patterns of the precursors. Top: Scattering patterns of cadmium myristate in ODE at 
low (a) and high (b) temperatures. At low temperatures a lamellar phase is observed, which melts around 
100 °C. The scattering patterns of experiments discussed in Chapter 3.2 were corrected using these scat-
tering patterns. Middle: scattering patterns of cadmium myristate in ODE with the addition of cadmium 
acetate at 190 °C. The addition of cadmium acetate can be observed by the increase in scattering at small 
q-values (q < 0.2 nm−1) and by a peak at ~6.7 nm−1 (orange, d). The scattering peak is plotted more clearly 
next to the bottom image. These scattering patterns are shifted for clarity. The increase in intensity at q < 
0.2 nm−1 and the peak at ~6.7 nm−1 disappear upon heating the mixture to 230 °C. Note: This temperature 
is lower compared to when the acetate is injected at 220 °C (experiment in Chapter 3.2) because the acetate 
is introduced earlier. Bottom: (e) scattering patterns of cadmium acetate in ODE at different temperatures 
(acetate injected at 190 °C). The increase in scattering at small q and the appearance of a peak at ~6.7 nm−1 
upon addition of the acetate is also observed here. Around 230 °C, the peak shifts to higher q-values, similar 
to what was observed during the experiment in Chapter 3.2. The cadmium acetate salt does not melt/dis-
solve at temperatures lower than its melting temperature (255 °C) without the presence of cadmium myri-
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state in the mixture. In the right panel, where the cadmium acetate peak is shown, the peak is still observed 
after prolonged heating at 240 °C. The two plots at 240 °C are 20 min apart. This indicates that the cadmium 
acetate reacts with cadmium myristate when both are present in the reaction mixture. (f) Scattering pat-
terns at different temperatures of selenium in ODE (selenium added at room temperature). The presence of 
large selenium clumps results in scattering at small q-values. Selenium starts to dissolve after reaching 150 
°C. Selenium in ODE gives an almost constant background at 220 °C and higher.

The values for a varied between 0.95 and 1.05. A constant value of ~0.8 was used for b for all tem-
peratures. This value was determined at 240 °C. After this processing, Iproc(T) still contained some 
residual cadmium myristate scattering before the temperature reached 240 °C because less myristate 
precursor had reacted. This additional scattering was accounted for during the fit by approximating 
the scattering, arbitrarily, with the form factor of a sphere with a radius of ~0.7 nm (Psphere,myr in text 
below). Figure 3.12 shows that the scattering of cadmium myristate resembles that of a sphere (red) 
for q > 1 nm–1. At these q-values, cadmium myristate background is the dominant contribution to 
the scattering signal in the initial stages of our in situ synthesis experiments. The strength of this 
background signal decreases as the reaction mixture is heated and is negligible when the temperature 
hits 240 °C. Selenium does not produce any significant background at intermediate q-values, and it 
fully dissolves in ODE at the temperatures of interest.

The absolute scattering intensity was corrected for the pathlength of X-rays through the reaction 
flask, which ranged from 3.4 mm to 3.8 mm, and was determined by measuring the scattering in-
tensity of water for each of the different flasks used during our experiments. The scattering intensity 
could then be calibrated using the known absolute scattering cross section of water (1.65 ∙ 10−3 mm−1

 

at 16 keV).73
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Figure 3.12 | The scattering of cadmium myristate (gray) at 200 °C (a) and 240 °C (b) can be approximat-
ed with the scattering pattern of a spherical particle with a radius of 0.7 nm (red). This calculated scatter-
ing curve was used during the fitting procedure to fit the initially higher scattering of cadmium myristate, 
which was underestimated by the correction described above.
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Model for QDs. CdSe quantum dots (QDs) have a quasi-spherical shape. Good fit results can be 
obtained from SAXS data of CdSe QDs by assuming spheres with a Gaussian size distribution. The 
scattering intensity of spherical particles with a Gaussian distribution of radii is given by

where n1 is the number density, ∆ρ the scattering length density (SLD) contrast, 〈Psphere(q)〉R the av-
erage form factor for spherical particles with average radius R0 and standard deviation σR. Sspheres(q) 
is the structure factor due to positional order between the particles. In our experiments, the QD 
density remains low and the inter-QD interactions are weak, so Sspheres(q) = 1. The form factor of a 
sphere of radius R is

Averaging over a Gaussian size distribution is described by

where Vsphere is the volume of a sphere with radius R. ∆ρ is calculated by subtracting the SLD of the 
reaction mixture from that of CdSe: ∆ρ = ρCdSe − ρreaction mixture. Using the SLD calculator provided 
by the National Institute of Standards and Technology (NIST, https://www.ncnr.nist.gov/resourses/
activation/) we obtained ρCdSe = 40.6 ∙ 10−6

 Å−2 for CdSe at 16 keV. For the organic reaction mixture, 
we considered a mass density of 0.63 g cm−3 at 240 °C 76 due to thermal expansion. With this density, 
we obtain ρreaction mixture = 6.1 ∙ 10−6

 Å−2 at 16 keV.

Model for the experiments without acetate addition: stacked mini-NPLs. The scattering intensity of a 
stack of NPLs can be approximated by117

where n2 is the number density of the NPLs, ∆ρ the SLD contrast between the NPL and the reac-
tion mixture (see above), 〈PNPLs(q)〉R the average form factor of the lateral shape of the NPLs and 
Fstacking(q) the shape factor for the structure in the perpendicular direction. The mini-NPLs were, for 
simplicity, fitted with the form factor of a disk with radius R

With a Gaussian distribution in the radii of the disk, this becomes

with ANPL the area of a disk with radius R, J1(qR) the first-order Bessel function, R0 the average radius 
and σR the standard deviation in R.

The shape factor Fstacking(q) is the Fourier transform of the electron density profile in the stacking 
direction and is given by113

where L is the thickness of the 5.5 ML mini-NPLs which is 1.6 nm, d the spacing between two NPLs 
which could be determined by the position of the structure factor peaks (d = 4.5 nm), N is the num-

I(q) = n1Δρ2 ⟨Psphere(q)⟩R
Sspheres(q), (3.2)

Psphere(q) = 36πΔρ2V2
sphere [ sin(qR) − qR cos(qR)

(qR)3
]
2
. (3.3)

⟨Psphere(q)⟩R
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0
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2σ2R V2
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2
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ber of NPLs in a stack. A Gaussian distribution was also used for the number of NPLs in a stack

The complete model, used for the synthesis where no acetate is added, is

The first term is background scattering and the second accounts for the additional scattering of cad-
mium myristate during the heat-up. The scattering patterns were fitted using this model, with B, n0, 
n1, n2, Rmini-NPLs, RQDs, σR,mini-NPLs, σR,QDs, N, and σN as free fit parameters. An example of a fit with 
the contribution of the QDs and stacked NPLs is shown in Figure 3.14.

Model for the experiments with acetate addition: large rectangular 4.5 ML NPLs. The large 4.5 ML 
NPLs obtained when cadmium acetate is added during the reaction could not be fitted well with the 
form factor of a disk (in contrast to the 5.5 ML mini-NPLs). These scattering patterns were fitted us-
ing the form factor of a rectangular-shaped particle with a thickness of 1.3 nm, corresponding to 4.5 
ML NPLs. The form factor, averaged over all orientations, for this anisotropic particle is given by118

where R, W, and d are the half-length, half-width, and thickness of the particles, respectively. Best fits 
were obtained with W equal to 3R. Again, a Gaussian distribution in R was used.

The complete model to fit the scattering data for experiments with acetate addition is
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tionally, the minima for rectangular particles are less pronounced due to rotational averaging.
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qx = q sin θ cosϕ, qy = q sin θ sinϕ, qz = q cos θ,

(3.11)

I(q) = B + n0Psphere,myr(q) + n1Δρ2 ⟨Psphere(q)⟩R
+ n2Δρ2 ⟨PNPLs(q)⟩R + aICd(Ac)2inODE. (3.12)
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The first term accounts for background scattering and the second for the additional myristate scatter-
ing during the heat-up. The last term accounts for the scattering of the cadmium acetate crystallites 
in the reaction mixture. The ratio between the lateral dimension, W/R = 3, and the NPL concentra-
tion, n2/NA = cNPL = 0.6 μM, were determined from a fit to the scattering curve at an experiment 
time where the cadmium acetate has melted, i.e., t = 9 min. The values were fixed for the fits to the 
curves at all other times.

Both experiments (with and without acetate addition) saw the polydispersity of the QDs (σR,QDs) 
increase to a value of 0.5 nm during the heat-up to 220 °C. Background scattering from cadmium 
acetate, following addition at 220 °C, complicated reliable fitting of the scattering contribution from 
QDs. We therefore fixed the QD polydispersity at σR,QDs = 0.5 nm for the analysis of all scattering 
curves following acetate addition. Examples of fitted data before and after cadmium acetate dissolu-
tion are shown in Figure 3.15.

Variations fitting procedure SAXS data with acetate addition. In Figure 3.17, we check that our fit 
results are robust to slight variations of the model used. We compare the fit results obtained with a 
fixed time-independent NPL concentration cNPL to those obtained when cNPL is a free parameter, and 
the results obtained with and without the inclusion of a background contribution due to cadmium 
acetate. The estimated lateral dimensions are similar at t > 7.5 min for three variations considered to 
the model (blue, red, and green). The variation where both the NPLs concentration and cadmium 
acetate background was fitted (orange) gives slightly smaller values because it overestimates the cad-
mium acetate background. However, if no cadmium acetate background is included in the model, 
the NPL concentration shows an unrealistic peak in the NPL concentration around t = 2 min and the 
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lateral dimensions are very large at t < 2.5 min (Figure 3.17, green). This is likely an artifact due to the 
false assignment of the sloping background scattering of cadmium acetate to NPLs. We resolve this 
difficulty by fixing cNPL = 0.6 µM, which is the constant value extracted for t > 5 min (Figure 3.17b). 
This might give rise to a slight overestimation of the lateral dimension in the first minutes after the 
addition of cadmium acetate. The value of 0.6 µM is similar to the concentration of mini-NPLs 
obtained when no acetate is added and therefore is likely a good estimate of the NPL concentration 
around t = 0–5 min.
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Figure 3.18 | (a) Scattering data without adding cadmium acetate with a reaction temperature of 190 °C 
instead of 240 °C as in Chapter 3.2. The scattering data corresponds to the form factor of spherical NCs, but 
after prolonged heating, structure factor peaks appear corresponding to 4.5ML mini-NPLs (red). (b) Upon 
addition of cadmium acetate (t = 35 min), the mini-NPLs first unstack (purple to blue spectrum), and the 
lateral dimension of the NPLs increase (green to orange), which can be deduced from the change in slope 
for q < 1 nm−1. At the end of the reaction, the large NPLs also form stacks, indicated by the structure factor 
peaks. The peaks’ positions correspond to 4.5 ML NPLs. 

SAXS data formation mini-NPLs at 190 °C followed with addition cadmium acetate. The data in Chap-
ter 3.2 shows that 5.5 ML mini-NPLs form when the reaction mixture is heated to 240 °C without 
adding cadmium acetate at 190 °C. Thinner mini-NPLs can be synthesized when the reaction tem-
perature is kept at 190 °C instead. The structure factor peaks in Figure 3.18a show that 4.5 ML mini-
NPLs form after prolonged heating at 190 °C. Large 4.5 ML NPLs can still be formed when cadmium 
acetate is added after 35 min at 190 °C. The reaction temperature is also increased to 240 °C as for a 
standard 4.5ML NPLs synthesis (Figure 3.18b).
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3.7 Comparison SAXS and ICP-OES results

Calculation yield from SAXS data. The yields of the reaction displayed in Figure 3.3c and Figure 3.4f 
were determined from the SAXS data by calculating the amount of selenium incorporated into the 
QDs and (mini-)NPLs and the amount of selenium added at the start of the reaction (6 mg) because 
selenium is the element in deficit. From the SAXS scattering patterns, we extracted the molar con-
centration (nNP/NA = cNP) and average volume 〈VNP(q)〉R of the nanoparticles (NPs), where R are 
the radii (QDs and mini-NPLs) or edge lengths (NPLs). The yield can be obtained by calculating the 
average amount of selenium in a NP

where a3 = 0.22 nm3 is the volume of the cubic unit cell of zinc blende CdSe. The 4 comes in because 
a unit cell contains four Se atoms. The yield can then be expressed as:

where c0 is the initial concentration of selenium (8.2 ∙ 10−3 M), i.e., 6 mg in a total reaction volume of 
9.4 mL, taking the thermal expansion of the reaction mixture into account.

Note that for the volume of the NPLs and mini-NPLs a thickness of 1.2 nm and 1.5 nm is used 
instead of the actual thickness (1.3 nm and 1.6 nm) to account for the additional cadmium layer. The 
number of selenium atoms in a (mini-)NPL would be overestimated without this adjustment. 
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Figure 3.19 | Fit in situ absorption synthesis without addition acetate. Single Gaussian (a) and double 
Gaussian (b) fit of first exciton transition in the in situ absorption spectrum at t = 10 min and T = 240 °C for 
the synthesis without addition of cadmium acetate (orange spectrum Figure 3.4a). The fit and the fit re-
siduals of the single Gaussian fit (a and c) show a systematic deviation and reveal an additional feature on 
the high energy side. The double Gaussian fits the data well (see fit residuals, d) and reveals a small extra 
absorption peak at the position of the 5.5 ML mini-NPLs (at ~2.28 eV).

NSe =
4 ⟨VNP⟩R

a3
, (3.13)

Y = cNC
NSe
c0

, (3.14)
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Yield and concentration synthesis without addition Cd(Ac)2. Figure 3.4f shows the CdSe consumption 
by the QDs (CdSe yield by QDs) when no cadmium acetate is added. For the total yield of the syn-
thesis the CdSe consumption by the mini-NPLs should also be considered. The concentration and 
size of the mini-NPLs could be extracted from the SAXS data when the mini-NPLs started to stack. 
The reaction yield as a function of reaction time was then calculated as

where 〈Vmini-NPL(q)〉R is the NPL volume averaged over the fitted distribution of disk radii, a3 = 0.22 
nm3 is the volume of the cubic unit cell of zinc blende CdSe, and c0 is the initial concentration of Se 
(the element in deficit) in the reaction mixture. The 4 comes in because a unit cell contains four Se 
atoms. To calculate the volume relevant for Se consumption, a thickness of 1.5 nm instead of 1.6 nm 
was used to compensate for the additional cadmium layer as both top and bottom facets are Cd-ter-
minated. 

The concentration and yield of the stacked mini-NPLs are shown in Figure 3.20. After 30–40 min, 
the concentration was ~0.25 µM and the yield ~3%. This results in a total yield, QD and mini-NPLs 
CdSe consumption of 81% after a reaction time of 40 min. 

The concentration and yield of the mini-NPLs could be underestimated because only the con-
centration of the stacked mini-NPLs could be extracted from the SAXS data. Therefore, the total 
reaction yield was also determined ex situ with ICP-OES. The selenium concentration (element in 
deficit) in a sample cannot be determined directly with ICP-OES because sample preparation with an 
strong acid results in the formation of H2Se, which escapes. Instead, the cadmium concentration was 
measured and a molar ratio of Cd:Se = 1 in the QDs and mini-NPLs was assumed to determine the 
yield of the reaction. The sample preparation is discussed below. The yields obtained after a reaction 
time of 10 min and 30 min are shown in Table 3.1.

The yield obtained via ICP-OES is similar to the SAXS results. After 30 min, the total yield is 
~75% and ~79%, respectively. After 13 min, the yield is a bit lower in the ICP-OES analysis (~47% 
compared to ~72%), which is likely due to the heat-up difference in a standard three-neck flask 
compared to the flask used for SAXS analysis. Overall, the comparison of ICP-OES and SAXS results 
shows that the mini-NPL concentration and yield are not heavily underestimated with only probing 
the stacked mini-NPLs.

Yield synthesis with addition Cd(Ac)2. The SAXS yield was also verified with ICP-OES for the syn-
thesis with addition of cadmium acetate. The comparison is shown below in Table 3.2. The ICP-OES 
yield was measured thrice. For the ICP-OES results, a molar ratio of Cd:Se = 1 in the QDs and NPLs 
was used. Due to the additional cadmium layer, this ratio will deviate for the NPLs. Also here, the 
yield around 13 minutes is slightly lower, likely due to the heat-up difference in a standard three-neck 
flask compared to the flask used for SAXS analysis. Both the SAXS and ICP-OES results show that 
at 13 min a higher total reaction yield is obtained when cadmium acetate is added to the reaction 
mixture.

Y =
4 ⟨Vmini-NPL⟩R

a3
cmini-NPLs

c0
, (3.15)
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Figure 3.20 | Concentration (a) and yield (b) of 5.5 ML mini-NPLs as a function of reaction time for synthe-
sis without addition cadmium acetate. The oscillations are caused by temperature oscillation (Figure 3.16) 
affecting the expansion of the reaction flask and reaction volume. The concentration and yield plotted are 
underestimated values because only the scattering of stacking mini-NPLs is visible over scattering of QDs, 
while scattering of individual mini-NPLs is too weak. The growth of mini-NPL concentration and yield be-
tween t = 5 min and 30 min reflect that more and longer stacks are formed. Starting from t = 30 min, the 
NPL concentration levels off to a constant value of 0.25 µM. Table 3.1 shows the total yield determined with 
ICP-OES and SAXS for reactions without addition of cadmium acetate. The values represent the selenium 
consumption by QD and mini-NPLs. At 13 min, there is not much stacking of the mini-NPLs yet. The yield is 
estimated to be between 1.5% and 3%.

Table 3.1 | Yield ICP-OES and SAXS without addition Cd(Ac)2.

ICP-OES SAXS

t (min) Total yield (%) t (min) Total yield (%) QD yield (%) NPL yield (%)

13 52 ± 0.8 13 71.5–73 70 1.5–3

13 44 ± 0.8 30 79 76 3

13 42 ± 2.7 40 81 78 3

13 49 ± 0.9

30 74 ± 1.0

30 75 ± 0.9

Table 3.2 | Yield ICP-OES and SAXS with addition Cd(Ac)2.

ICP-OES SAXS

t (min) Total yield (%) t (min) Total yield (%) QD yield (%) NPL yield (%)

13 63 ± 1.4 13 88 50 38

13 76 ± 1.5

13 70 ± 1.0





Chapter 4

The formation of NaYF4:Er3+,Yb3+ 
nanocrystals studied by in situ X-ray 

scattering: phase transition and size focusing
β-NaYF4 nanocrystals are a popular class of optical materials. They can be doped with optically 
active lanthanide ions and shaped into core-multi-shell geometries with controlled dopant distribu-
tions. Here, we follow the synthesis of β-NaYF4 nanocrystals from α-NaYF4 precursor particles using 
in situ small-angle and wide-angle X-ray scattering and ex situ electron microscopy. We observe an 
evolution from a unimodal particle size distribution to bimodal, and eventually back to unimodal. 
The final size distribution is narrower in absolute numbers than the initial distribution. These pecu-
liar growth dynamics happen in large part before the α-to-β phase transformation. We propose that 
the splitting of the size distribution is caused by variations in the reactivity of α-NaYF4 precursor par-
ticles, potentially due to inter-particle differences in stoichiometry. Rate equation modeling confirms 
that a continuous distribution of reactivities can result in the observed particle growth dynamics.

Based on 

P.T. Prins, J.C. van der Bok, T.P. van Swieten, S.O.M. Hinterding, A.J. Smith, A.V. Petukhov, 
A. Meijerink, F.T. Rabouw

Angewandte Chemie International Edition 62, e202305086 (2023)
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4.1 Introduction

Lanthanide ions are used for their light-emitting properties in a variety of applications. They are 
attractive because of their many options for color conversion, producing narrow-band emissions 
with long excited-state lifetimes. In particular, upconversion of light is possible with lanthanide ions, 
i.e., the conversion of low energy into high-energy photons. This phenomenon is useful for back-
ground-free imaging,119–121 security inks,122,123 solar-energy conversion,124,125 and other applica-
tions.126 It often relies on energy-transfer processes between lanthanide dopants in a crystalline host 
material. The most popular host material for this purpose is β-phase NaREF4, with RE = Y, Gd, or 
Lu, because it makes high upconversion efficiencies possible and reproducible synthesis procedures 
for high-quality nano127,128 and bulk materials129 are available. Where bulk materials are usually su-
perior in terms of quantum efficiency,127,128,130 colloidal nanocrystals (NCs) are non-scattering and 
solvent-dispersible, which makes them preferable for various applications126 and processing meth-
ods.131,132

NaREF4 NCs of the cubic α-phase were first reported in 2004.133 A synthesis procedure for NCs 
of the hexagonal β-phase followed in 2006.134 The latter procedure did not use molecular precursors 
but small α-NaREF4 precursor particles for the nucleation and growth of β-NaYREF4 NCs. This pe-
culiar strategy has since been further developed to produce bright and highly monodisperse batches 
of β-NaREF4 NCs for a wide variety of compositions.135,136 It has also been employed for the synthe-
sis of core–shell or core–multi-shell geometries with improved properties due to a designed dopant 
distribution.127,137–142

The intriguing formation of large monodisperse β-NaREF4 NCs from smaller α-NaREF4 precur-
sor particles has triggered studies into the growth mechanism. The studies involve, for example, ex 
situ electron microscopy and X-ray scattering/diffraction on aliquots taken during synthesis.143–146 
Such techniques provide insight into the intermediate stages of the reaction, but they offer limited 
time resolution and limited possibilities for quantitative analysis. Other studies have used in situ pho-
toluminescence to study the growth mechanism from α-NaREF4 to β-NaREF4 NCs,144,145 which en-
hances the time resolution but quantitative interpretation remains difficult. Models for the synthesis 
mechanism are sometimes directly contradictory. For example, one model proposes that α-NaREF4 
precursor particles dissolve, after which β-NaREF4 NCs nucleate and grow,143 while an alternative 
model proposes that α-NaREF4 particles grow, after which an α-to-β phase transition occurs at a 
specific size.147 One of the most thorough studies, using a combination of in situ photoluminescence 
and multiple ex situ techniques, concludes: “It is still not completely clear where the β-phase seeds 
originate from.”145

In this work, we follow the formation of β-NaYF4 NCs from α-NaYF4 precursor particles us-
ing in situ X-ray scattering. A home-built adaptation of a three-neck flask ensures similar reaction 
conditions—temperature, volume, stirring—to common lab-based syntheses, while allowing X-ray 
access.148 Small-angle X-ray scattering (SAXS) reveals the size distribution of NCs, while wide-angle 
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X-ray scattering (WAXS) on crystal planes shows the α-to-β phase transition.149 Surprisingly, we 
observe a small subensemble of rapidly growing α-NaYF4 precursor particles, while the rest remains 
small and eventually dissolves. This produces a striking bimodal particle size distribution midway 
during the reaction. The α-to-β phase transition does not occur until the growing particles are >4 
nm radius. This disproves earlier models of dissolution of α-NaYF4 particles followed by nucleation 
of β-NaYF4 NCs, as well as the idea that the phase transformation triggers rapid growth.143,147 We 
hypothesize that variations in surface reaction rate of the α-NaYF4 precursor particles trigger faster 
growth of a small subensemble, which eventually transforms into β-NaYF4 NCs. This idea is corrob-
orated by population-balancing simulations. We propose that the distribution of surface reaction 
rates of the α-NaYF4 precursor particles is due to variations in Na/RE ratio. Indeed, the average 
stoichiometry is known to affect the growth kinetics of NaYF4 NCs on the ensemble scale.150 These 
insights could lead to new synthesis strategies for bright NCs or intricate core–shell geometries.

4.2 Results and discussion

We study the state-of-the-art synthesis procedure for upconversion NCs of β-NaYF4 doped with 
2% Er3+ and 18% Yb3+,150 which is schematically visualized in Figure 4.1a. For brevity, we will omit 
the specification of dopant content in the rest of the text. The used method is hydroxide-free and 
thereby avoids the incorporation of OH− at F− positions in the lattice, significantly improving the 
upconversion quantum efficiency.127,151 The first step of the procedure is the formation of cubic 
α-NaYF4 particles (Figures 4.1b,c) at 200 °C from a solution of oleate salts and NH4F in oleic acid and 
1-octadecene (see Chapter 4.5 for details). Transmission electron microscopy (TEM; Figure 4.1c) 
shows small particles with ill-defined shapes. The SAXS pattern of our α-NaYF4 particles (Figure 
4.1b; left) matches spherical particles with radius 2.2 ± 0.5 nm (volume-weighted mean ± standard 
deviation) and the WAXS pattern (Figure 4.1b; right) confirms the cubic crystal phase. In the second 
step, the purified α-NaYF4 precursor particles are heated to 300 °C in a mixture of oleic acid and 
1-octadecene, transforming into β-NaYF4 NCs (Figures 4.1d,e) over the course of 90 minutes. The 
SAXS pattern of our final NCs (Figure 4.1d; left) shows that they are 5.7 ± 0.3 nm in radius (vol-
ume-weighted), while the WAXS pattern (Figure 4.1d; right) matches the hexagonal crystal phase. 
Indeed, TEM (Figure 4.1e) shows larger, monodisperse, and well-defined NCs with a radius of 5.5 ± 
0.4 nm (number-weighted; Figure 4.6a).

We followed the second step of the synthesis in situ, i.e., the transformation from α-NaYF4 to 
β-NaYF4, using SAXS and WAXS at beamline I22 of Diamond Light Source, United Kingdom (see 
Chapter 4.5 for details).152 The high X-ray photon flux enabled scattering measurements through 
approximately 4 mm of reaction mixture in our custom three-neck flask at an integration time as 
short as 1 second. Scattering patterns were recorded continuously every 5 s while the dispersion of 
purified α-NaYF4 particles was heated from room temperature to 300 °C at a rate of 10 °C min−1. 
The moment the reaction mixture reached 300 °C is defined as t = 0 (Figure 4.2a). In the following, 
we will discuss the evolution of scattering patterns after t = 0. The early patterns at 300 °C are already 
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somewhat different from the patterns at room temperature, most likely reflecting a slight increase in 
crystallinity and/or size of the α-NaYF4 precursor particles upon heating.

Figures 4.2b,c show the scattering patterns recorded in situ at different times during the synthesis. 
In the WAXS pattern (Figure 4.2b), a narrow peak at 30.38 nm−1 due to β-NaYF4 appears, while a 
broader peak at 32.53 nm−1 due to α-NaYF4 goes down. This shows the formation of large β-NaYF4 
NCs with narrow diffraction peaks from smaller α-NaYF4 precursor particles with broader diffrac-
tion peaks. The SAXS patterns (Figure 4.2c) show a shift of the first dip from 2 nm−1 at t = 10 min 
to 0.7 nm−1 at t = 60 min, confirming the growth of particles. Simultaneously, multiple pronounced 
minima are evident at t > 40 min. This highlights the narrowing of the size distribution of the parti-
cles. These results are qualitatively consistent with the ex situ TEM data of Figure 4.1.

Figure 4.1 | Synthesis of β-NaYF4:Er3+,Yb3+ NCs from α-NaYF4:Er3+,Yb3+ precursor particles. (a) Sche-
matic of the synthesis procedure. Step 1: Na(oleate), F−, and RE(oleate)3 (with RE = Y, Er, Yb) form small 
α-NaYF4 precursor particles. Step 2: The precursor particles transform into larger β-NaYF4 NCs. (b) SAXS and 
WAXS patterns of the α-NaYF4 particles at 300 °C. Diffraction peaks expected for α-NaYF4 are indicated with 
blue squares.153 (c) TEM image of the α-NaYF4 particles before heating. (d) Same as in panel b but for the 
β-NaYF4 product NCs measured after 60 min at 300 °C. The reference for β-NaYF4 in WAXS is shown with red 
hexagons.154 (e) TEM image of the final β-NaYF4 NCs after 90 min of reaction. 
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For a quantitative analysis of the in situ scattering, we first focus on the SAXS data. We fit the 
patterns with t > 5 min to an ensemble of polydisperse spherical particles with a distribution of 
radii using the open-source program McSAS.155,156 This model of polydisperse spherical particles 
approximates our slightly faceted and randomly oriented particles (Figure 4.1e) well. This program 
can retrieve size distributions using a Monte Carlo rejection sampling approach (see Chapter 4.6 for 
details). The patterns at t < 5 min are very complex because of particle aggregation (Figure 4.8) and 
are therefore disregarded in our quantitative analysis. The gray lines in Figure 4.2c show best fits to 
the SAXS patterns at six different reaction times, as found by McSAS. The fitted size distributions 
as a function of reaction time are presented in the color map of Figure 4.3a. The initially unimodal 
size distribution with radii of 2.2 ± 0.5 nm (volume-weighted; mean ± standard deviation) splits into 
two peaks at t = 17 min. The mean radius in both peaks increases with time and the small-particle 
peak disappears around t = 57 min. The final distribution is again unimodal, with radii 5.7 ± 0.3 

Figure 4.2 | In situ measurements of phase transformation and growth. (a) The temperature recorded 
by a thermocouple during the synthesis procedure as a function of reaction time. Colored dots highlight 
moments of the recordings shown in panels b and c. (b) WAXS patterns recorded at various times (see 
panel a), showing the phase transition from α- to β-NaYF4. Diffraction peaks due to the α- and β-phases 
are indicated with a blue square and red hexagons, respectively: the 220 (32.53 nm−1) reflection of α-NaYF4 
and the 201 (30.38 nm−1) and 210 (32.35 nm−1) reflections of β-NaYF4. Nanocrystal growth is evident from 
the peak narrowing of both the α- and β-peak. (c) SAXS patterns recorded at the same times as the data in 
panel b. The NCs are more monodisperse and larger at later times, as evidenced by the sharper dips in the 
pattern occurring at lower scattering vector. The gray lines are fits to a model of spherical particles with a 
distribution of radii, optimized using McSAS.155 A model for polydisperse spherical particles is a good ap-
proximation for the slightly faceted but randomly oriented particles that we measure in reality (Figure 4.1e). 
See Figure 4.7 for full-range WAXS and unshifted SAXS patterns.
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nm (volume-weighted). Our fitting procedure thus shows that the absolute size dispersity decreases 
during the reaction, from 0.5 to 0.3 nm. Such size focusing has been known but a decrease in absolute 
values for size dispersion is remarkable, especially considering that a crystal phase transition occurs 
simultaneously.

Figures 4.3b–f are different visualizations of the particle size distributions during the reaction. 
The size distributions in terms of volume fraction (Figure 4.3b) show that the total volume of NaYF4 
material (i.e., the area under the curves) remains approximately constant during the transition from 
a unimodal to a bimodal distribution and back. The size distributions in terms of number of parti-
cles (Figure 4.3c) show that, meanwhile, the particle concentration decreases by a factor 25. This is a 
necessary consequence of particle growth at a constant amount of material. We distinguish between 
the kinetics of “small” and “large” particles by integrating the size distributions using a threshold 
radius of 3.5 nm (Figure 4.3d). Evaluating the particle concentration as a function of time (Figure 
4.3e) shows that the number of large particles grows until t = 35 min and then remains constant. 
Meanwhile, the reaction yield as a function of time (Figure 4.3f) shows that the transfer of material 
from small to large particles is quantitative and complete at t = 55 min. This is the moment when the 
small particles have completely disappeared (Figure 4.3e).

It is tempting to interpret the bimodal size distribution from the SAXS analysis (Figures 4.3a–f) 
as due to small α-NaYF4 precursor particles and large β-NaYF4 NCs. Indeed, we know from ex situ 
analysis (Figure 4.1) that the initial precursor particles are small and α-NaYF4, while the product 
NCs are larger and β-NaYF4. The SAXS data suggest a mechanism where some precursor particles 
undergo an α-to-β phase transition that triggers their further growth at the expense of the dissolu-
tion of remaining precursor particles. This simple and attractive model, previously suggested in the 
literature,147 is however inconsistent with the kinetics in the WAXS data. We see that at moments 
when the size distribution is already distinctly bimodal (e.g., green line in Figure 4.3b; t = 30 min), 
the corresponding in situ diffraction (green line Figure 4.2b) shows only a minor reflection from 
β-NaYF4. If the large particles were β-NaYF4 already at t = 20–40 min, we should observe strong 
β-NaYF4 reflections in WAXS, even more so because diffraction intensity scales with the square of a 
crystallite’s volume. Instead, we observe that the amplitude of the β-NaYF4 WAXS peak (Figure 4.3g) 
grows more slowly than the amount of material in large particles (Figure 4.3f). A significant portion 
of the large particles must be α-phase particles. We thus have to conclude that splitting of the size 
distribution is not triggered by an α-to-β phase transition in a subset of particles but is instead due to 
differences in growth rate among the α-phase particles.

To confirm that some of the large particles midway during the reaction are α-phase, we turn to 
ex situ high-resolution TEM. Figure 4.4 shows TEM images of aliquots taken midway during the 
synthesis of β-NaLuF4 NCs. We were able to obtain high-resolution TEM images of NaLuF4 particles 
but not of NaYF4. The two materials are chemically similar (Figure 4.10), but NaLuF4 contains the 
heavy element Lu (atomic number Z = 71 versus Z = 39 for Y), which provides the critical advantage 
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Figure 4.3 | Growth dynamics from in situ X-ray scattering. (a) Size distribution as a function of reaction 
time, determined from fitting SAXS patterns. The color scale shows the size distribution in terms of volume 
fraction density per unit of radius. The dashed lines highlight the modes of the distributions, which are 
unimodal in the initial (t < 17 min) and final (t > 57 min) stages of the reaction, and bimodal midway. (b) Six 
size distributions picked at specific times from Figure 4.3a on a one-dimensional scale. Colors correspond to 
the same times as in Figure 4.2c and those highlighted by colored disks in panel a. The y-axis shows volume 
fraction density, i.e., the particle volume per unit of volume of reaction mixture per unit of radius. The bin 
width on the x-axis is 0.1 nm. (c) The same size distributions as in panel b but converted to a y-axis showing 
concentration density, i.e., number of particles per unit of volume of reaction mixture per unit of radius. (d) 
Schematic of our procedure to obtain total concentrations and yields, using the distributions at t = 40 min 
(yellow in panels b and c) as an example. Integrating volume fraction density (top), we obtain the reaction 
yield while integrating concentration density (bottom), we obtain the total concentration. Setting the up-
per (lower) integration bound at a radius of 3.5 nm yields the reaction yield of small (large) NCs or the total 
concentration of small (large) NCs. (e) The total reaction yield (black line), reaction yield of small NCs (green 
area; note the cumulative presentation), and reaction yield of large NCs (orange area) as a function of time, 
where we set the threshold between small and large at 3.5 nm (panel d). The gray area is small material with 
a fitted radius of <1 nm, perhaps incorporating excess Na provided by off-stoichiometric α-NaYF4 precursor 
particles (Figure 4.9). The yield is defined with respect to the total amount of α-NaYF4 precursor material at 
t = 0. (f) Same as in e but in terms of concentration. (g) Amplitude of the WAXS peaks at 19.92 nm−1 (blue; 
α-NaYF4, 111 reflection) and 30.38 nm−1 (red; β-NaYF4, 201 reflection) as a function of reaction time.
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of strong interaction with the electron beam. In situ SAXS and WAXS (Figure 4.11 and Figure 4.12) 
and ex situ TEM analysis (Figures 4.13c,d) show that the synthesis mechanism of β-NaLuF4 NCs is 
the same as for β-NaYF4 NCs, except that full conversion takes 30 minutes longer and the final size is 
larger (15.7 ± 1.0 nm). Quantitative analysis of the SAXS patterns of NaLuF4 particles is more chal-
lenging because of aggregation resulting in additional scattering.

The TEM images (Figure 4.4a) of an aliquot taken midway during the reaction confirm that it 
contains a mixture of small and large particles. This is visible in the particle size distribution obtained 
from the TEM analysis (Figures 4.13a,b). In Figures 4.4b,c we magnify two regions of the TEM image 
and highlight four larger particles with radii of 4–5 nm. The atomic lattice planes of these particles 
are visible. Fast Fourier transforming the images (Figures 4.4d,e) helps us determine the lattice spac-
ings of the particles. Based on this, we can identify one large α-phase and one large β-phase particles 
in each image. More examples of large α-phase and β-phase particles are given in Figure 4.14. The 
simultaneous presence of large α- and large β-phase particles supports our interpretation of the in 
situ SAXS and WAXS data: a subset of the α-phase particles grows before they transform into the 
β-phase. Growth of α-phase particles is also consistent with the narrowing of the diffraction peak of 
the α-phase in Figure 4.2b; compare dark blue, cyan, and green diffraction patterns. 

Now the question arises: What causes the differences in reaction rate among initial α-phase pre-
cursor particles that triggers the splitting of the size distribution? First, the α-phase precursor parti-
cles differ in terms of surface faceting and ligand coverage. This is however not a likely cause for the 
differences in reaction rate because the surface of NCs is highly dynamic, and fluctuations average 
out the reaction rates of any particular surface structure. Instead, we propose that differences in stoi-
chiometry determine which α-phase precursor particles grow faster than others. Indeed, the overall 
Na/RE ratio in a reaction mixture has been used as a parameter to control the reaction kinetics and 
final product size in synthesis procedures.150 Our results suggest that variations in—rather than the 
average—Na/RE ratio among particles is a hidden but key aspect enabling this size control. The small 
materials produced during the synthesis (<1 nm diameter; gray area in Figure 4.3e; see also Figure 
4.9) might be left-over NaF from the conversion of partially off-stoichiometric α-NaYF4 to stoichio-
metric β-NaYF4.

On the ensemble scale, the average stoichiometry of α-phase particles can vary continuously be-
tween a RE excess (Na/RE = 0.6) and a Na excess (Na/RE = 1.2), which affect the reaction kinetics.150 
Stoichiometries likely vary continuously on the single-particle scale as well. Yet the size distribution 
midway during the synthesis is distinctly bimodal (Figures 4.3a–c). To reconcile the seeming con-
tradiction between a continuous stoichiometry distribution and bimodal growth, we constructed a 
simple mathematical model for nanoparticle growth with a continuous distribution of growth rates. 
This model and its results are presented below. It produces an evolution from a unimodal to a bimod-
al and back to a unimodal size distribution, in qualitative agreement with the experiment, and helps 
us explain these unusual size dynamics.
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Figure 4.4 | Ex situ electron microscopy of an aliquot taken midway during the reaction. These experi-
ments were performed on NaLuF4 particles, which are chemically similar to NaYF4 (Figure 4.40). (a) TEM im-
age of an aliquot taken 30 min after the reaction mixture reached 300 °C. (b,c) Zooms of the areas highlight-
ed with black squares in panel a. Blue and red circles highlight α- and β-phase particles, respectively. (d,e) 
Fast Fourier transforms of panels b and c, respectively. The spots highlighted with blue arrows are at a dis-
tance of 2π/d = 20 nm−1 from the origin, matching the {111} lattice spacing, d111 = 0.31 nm, of α-NaLuF4.153 
The red arrows highlight spots matching the {100} lattice spacing, d100 = 0.51 nm, of β-NaLuF4.154 Compar-
ing the orientation of the lattice planes in panels b,c with the angle of the spots in panels d,e, we identify 
the particles circled in blue as α-phase and those circled in red as β-phase. The additional peaks in the 
patterns, not indicated by arrows, are likely due to some small particles in the same region shown in panels 
b,c. See Figure 4.14 for more examples.
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Our model simulates the evolution of the radii of spherical α-NaYF4 particles as they exchange 
monomers with the surrounding solution. It thus focuses on the surprising evolution of the size 
distribution of α-NaYF4 particles rather than on the transformation into the β-phase. Release of 
monomers results in particle shrinking, while uptake results in growth. The growth rate of a particle 
of radius r is

The factor between brackets describes how the growth rate depends on monomer concentration. 
It contains the surface energy γ and number density ρ of the particles, the thermal energy kBT, and 
the supersaturation S, defined as the monomer concentration normalized to the concentration of a 
solution in equilibrium with bulk α-NaYF4. The prefactor f(r) describes the radius dependence of the 
reaction rate. We take f(r) = A/r2, which reflects a size-dependent rate constant for monomer uptake/
release100 and allows for straightforward tuning of a particle’s reaction rate through the value of A. 
Slightly different expressions for f(r) have been used for the cases of diffusion- or reaction-limited 
growth with size-independent rate constants.

We model the simultaneous growth of particles with uniformly distributed rate constants A. This 
tests whether α-NaYF4 particles with a continuous distribution of reaction rates can evolve from a 
unimodal to a bimodal and back to a unimodal size distribution (Figure 4.5a). We approximate the 
continuous distribution with 80 different types of particles, having values of A of {Amax/80, 2Amax/80, 
3Amax/80, …, Amax/80}. We start off the simulation with the same number of each type of particle 
(Figure 4.5b; top) and initiate each type with Gaussian distribution in radius with mean 2 nm and 
standard deviation 0.25 nm (Figure 4.5c; top). We discretize the radius distributions and make the 
radii evolve according to Equation 4.1. The time dependence of S is tracked simultaneously, as it 
changes because of monomer uptake and release by the particles. The value of S is initiated such that 
at t = 0 the monomers are in equilibrium with particles of the mean radius (2 nm). This means that 
particles smaller than the mean tend to dissolve, while larger particles grow. Chapter 4.7 provides 
more details on the algorithm of this simplified reaction model, while the text below presents the 
results and interpretation.

Figures 4.5b–e show the simulation results. Midway during the reaction, half of the particles 
with the fastest reaction rate have dissolved (Figure 4.5b; mid, purple) while the other half have sig-
nificantly grown (Figure 4.5c; mid, purple). Meanwhile, particles with an intermediate reaction rate 
dissolved more (Figure 4.5b; mid, blue) and grew less (Figure 4.5c; mid, blue) than the fast-reacting 
particles. Slowly reacting particles hardly dissolved (Figure 4.5b; mid, green) nor changed size (Fig-
ure 4.5c; mid, green). At late stages of the reaction, particles of intermediate and slow reaction rates 
have dissolved nearly completely, while the fast-reacting particles survive (Figures 4.5b,c; bottom). 
This evolution of number of particles is summarized in Figure 4.5d. It produces an overall particle 
size distribution that is unimodal initially, is bimodal midway during the reaction, and then returns 
to unimodal (Figure 4.5e). Hence, a continuous distribution of reaction rates (through parameter A) 

dr
dt

= f (r) (S − e2γ/kBTρr) . (4.1)
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can naturally produce a bimodal size distribution of particles coupled through monomer exchange.

The simulation results of Figures 4.5b–e help us explain the evolution of the particle size distri-
bution intuitively. The size distribution is bimodal midway during the reaction because: (1) particles 
with fast reaction rates grow rapidly, (2) particles with slow reaction rates have not had sufficient 
time to change size, (3) particles with intermediate reaction rates are too slow to keep up with the 
growth of the fastest particles, but sufficiently fast to dissolve as the few growing particles reduce the 
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Figure 4.5 | Simulation of the splitting size distribution of α-phase particles. (a) Schematic of the pro-
posed synthesis mechanism, based on in situ SAXS and WAXS. Some of the initial α-phase precursor parti-
cles grow, while the others remain small, producing a bimodal size distribution midway during the reaction. 
The large particles transform into β-phase while the small particles dissolve eventually. (b) Our rate equa-
tion model couples particles of different reaction rates through uptake and release of monomers in the 
solution. From top to bottom: the number of particles at different reaction rates at different stages of the 
reaction. In our model, particles can grow or dissolve, while the reaction rate constant A (see text) is fixed. (c) 
From top to bottom: size distributions of particles of 80 different reaction rates (gray lines) at different stag-
es of the reaction. Highlighted are the size distributions of the particles reacting most slowly (in green), at 
the mean rate (in blue), and fastest (in purple). (d) Time evolution of the number of particles reacting most 
slowly (green), at the mean rate (blue), and fastest (purple). The times denoted “Start” (S), “Midway” (M), and 
“End” (E) in panels b and c are indicated. (e) Total simulated size distribution (number of particles per unit of 
radius) at increasing reaction time, going from blue to red.
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monomer concentration. The distinct minimum in the growth rate distribution (Figure 4.5b; mid) 
results in the bimodal size distribution in the simulation (Figure 4.5e), which we also observe exper-
imentally (Figure 4.3b).

4.3 Conclusion

Our combined in situ scattering experiments, ex situ electron microscopy, and kinetic modeling 
provide a new mechanistic picture of the synthesis of β-NaYF4 NCs. As the reaction temperature 
is reached, a subensemble of the α-NaYF4 precursor particles with higher reactivity starts growing. 
Whether or not an α-NaYF4 precursor particle grows may be determined by its stoichiometry. While 
stoichiometry likely varies continuously across the ensemble of particles, the simulation shows that 
this can produce the bimodal size distribution that we observe midway during the reaction. The 
subensemble of α-NaYF4 particles largest in size then transforms into β-NaYF4, likely because of a 
size-dependent balance between surface and bulk free energies of the two phases.157 Meanwhile, the 
smaller α-NaYF4 particles dissolve as larger particles (α- or β-phase) consume monomers from solu-
tion. The consumption of smaller α-NaYF4 particles might accelerate as the larger particles transition 
into the thermodynamically more stable β-phase. Our experiments show that, if this happened, it 
would be after the bimodal size distribution appears (Figure 4.2).158 The simulation does not include 
this phase transformation and its potential effect on growth rates explicitly, because it aims to test the 
origin of the bimodal size distribution conceptually.

The sequence of events we uncovered here is markedly different from commonly considered 
reaction mechanisms for NC synthesis. In particular, a mechanism of dissolution of α-phase and 
simultaneous nucleation of β-phase particles is excluded by the observation of growing α-NaYF4 
particles (Figures 4.3e,g). Non-classical mechanisms of growth by attachment or coalescence are 
unlikely given the continuously shifting peaks in the size distribution (Figures 4.3a–c). The proposed 
role of stoichiometry variations offers a new handle to optimize synthesis outcomes. Indeed, existing 
synthesis procedures have used the overall stoichiometry in a reaction mixture to, for example, tune 
particle size150 or prevent secondary nucleation.135 Clever strategies with intentional stoichiome-
try variations among precursor particles might enable the one-pot synthesis of core–shell or gradi-
ent-composition β-NaREF4 NCs, using rapidly reacting precursors with high Na/RE ratio150 for the 
core and slowly reacting precursors with (gradually) lower Na/RE ratio150 for the (graded) shell. Such 
procedures might not only be more time-efficient, but also lead to a less defective core–shell interface 
or doping concentration gradients that guide the internal energy flow in the NCs.137–142 Beyond Na-
REF4, stoichiometry-dependent reaction rates could be key in the synthesis mechanisms of various 
other material classes with loose stoichiometries, including hybrid organic/inorganic perovskites, 
Cu- and Ag-containing semiconductors, or metal alloys.
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4.4 Additional figures
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Figure 4.6 | (a) Statistical analysis of particle sizes as observed by TEM on the final β-NaYF4:Er3+,Yb3+ NCs 
synthesized during in situ SAXS and WAXS experiments. These as the experiments discussed in Chapter 4.2. 
A representative TEM image is shown in Figure 4.1e. The number-weighted radii are 5.5 ± 0.4 nm (mean ± 
standard deviation). (b) Same as a, but for β-NaLuF4:Er3+,Yb3+ NCs. A representative TEM image is shown in 
Figure 4.10e. The final product is non-spherical, with number-weighted axis lengths of 24.2 ± 2.2 nm and 
33.5 ± 2.5 nm. In situ SAXS and WAXS results are shown in Figures 4.11,4.12.

Figure 4.7 | Unshifted SAXS patterns and full-range WAXS patterns on the formation of β-NaYF4:Er3+,Yb3+ 
NCs at the same times as the data in Figure 4.2 in panels b and c. See Chapter 4.2 for the discussion of the 
data.
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Figure 4.8 | In situ measurements on the formation of β-NaYF4:Er3+,Yb3+ NCs during heat-up to 300 
°C until t = 5 min. (a) The temperature recorded by a thermocouple during the synthesis procedure as 
a function of reaction time. Colored dots highlight moments of the recordings shown in panels b–d. (b) 
Wide-angle X-ray scattering (WAXS) patterns recorded at times defined in panel a. The diffraction peak due 
to the α-phase is indicated with a blue square:153 Although less evident due to changing background scat-
tering, the peak narrows indicating some particle growth and/or increase in crystallinity during heat-up. (c) 
Small-angle X-ray scattering (SAXS) patterns recorded at the same times as the data in panel b. (d) Unshifted 
SAXS patterns and full-range WAXS patterns same times as the data in panels b and c. Initially, the SAXS 
patterns do not match the form factor scattering as expected for isolated spherical particles; the particles 
are clustered, resulting in structure factor scattering. The presence of structure factor scattering is especially 
clear at low scattering vectors where the scattering pattern is not flat, and at q = 1 nm−1 where there is a 
structure factor peak. After reaching 300 °C around t = 5 min, the scattering patterns become flat at low 
scattering vectors, and it is possible to fit the patterns with a model of spherical particles with a distribution 
of radii, as discussed in Chapter 4.2.
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Figure 4.9 | Six size distributions as obtained from the Monte Carlo 
fitting procedure. Colors correspond to the same times as in Figure 
4.2c and those highlighted by colored disks in Figure 4.2a and Figure 
4.3. The y-axis shows volume fraction density, i.e., the particle vol-
ume per unit of reaction mixture volume per unit of radius. The bin 
width on the x-axis is 0.1 nm. This plot includes the material with 
radius <1 nm, the gray area in Figure 4.3e.
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Figure 4.10 | Synthesis of β-NaLuF4:Er3+,Yb3+ NCs from α-NaLuF4:Er3+,Yb3+ precursor particles. (a) 
Schematic of the two-step synthesis procedure. Step 1: Na(oleate), F−, and RE(oleate)3 (with RE = Lu, Er, 
Yb) form small α- NaLuF4:Er3+,Yb3+ precursor particles. Step 2: The precursor particles transform into larger 
β-NaLuF4:Er3+,Yb3+ NCs. (b) SAXS and WAXS patterns of the α-NaLuF4:Er3+,Yb3+ particles at 300 °C. Diffrac-
tion peaks expected for α-NaLuF4 are indicated with blue squares.153 A fit of the SAXS pattern with the 
McSAS method described below, gives a radius of 2.5 ± 0.9 nm. (c) Transmission electron micrograph on the 
α-NaLuF4:Er3+,Yb3+ particles before heating to 300 °C. (d) Same as in panel b but for the β-NaLuF4:Er3+,Yb3+ 
product NCs measured after 131 min at 300 °C. The reference for β-NaLuF4 in WAXS is shown with red hexa-
gons.154 (e) Transmission electron micrograph on an aliquot taken at 150 min. The β-NaLuF4:Er3+,Yb3+ NCs 
are anisotropic with dimensions 24.2 ± 2.2 nm and 33.5 ± 2.5 nm (Figure 4.6b).
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Figure 4.11 | In situ measurements of phase transformation and growth during the formation of 
β-NaLuF4:Er3+,Yb3+ NCs. (a) The temperature recorded by a thermocouple during the synthesis procedure 
as a function of reaction time. Colored dots highlight moments of the recordings shown in panels b–d. (b) 
Wide-angle X-ray scattering (WAXS) patterns recorded at different times (see panel a), showing the phase 
transition from α- to β- NaLuF4:Er3+,Yb3+. Diffraction peaks due to the α- and β-phases are indicated with a 
blue square and red hexagons, respectively: the 220 (32.96 nm−1) reflection of α-NaLuF4 and the 201 (30.81 
nm−1) and 210 (32.66 nm−1) reflections of β-NaLuF4. Nanocrystal growth is evident from the peak narrow-
ing. (c) Small-angle X-ray scattering (SAXS) patterns recorded at the same times as the data in panel b. (d) 
Unshifted SAXS patterns and full-range WAXS patterns same times as the data in panels b and c. Early in the 
synthesis, sharp features arise in the SAXS patterns around 0.6 nm−1, indicative of structure factor scattering 
due to clustering of the NCs. The slope at lower scattering vectors also indicates the presence of clusters; the 
clusters have sizes larger than the NCs resulting in scattering at lower scattering vectors. At the end of the 
synthesis, the features shift and become more apparent, most likely due to both NC growth and cluster size 
growth. The peak positions indicate hexagonally packed columns of stacked NCs with a stacking distance 
of 33 nm and an intercolumn separation of 22 nm. These dimensions correspond well to the sizes obtained 
from the TEM analysis in Figure 4.6b, 33.5 ± 2.5 nm and 24.2 ± 2.2 nm, respectively.
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Figure 4.14 (left page) | Ex situ electron microscopy of an aliquot taken midway during the formation 
of β-NaLuF4:Er3+,Yb3+ NCs. Panels display an extended analysis of the sample discussed in Figure 4.4. Be-
low fast Fourier transforms of the circled and numbered areas in the TEMs are given. The particles highlight-
ed in blue are identified as α-phase particles and in red as β-phase. As in Figure 4.4, the spots highlighted 
with blue arrows are at a distance of 2π/d = 20 nm−1 from the origin, matching the {111} lattice spacing, d111 
= 0.31 nm, of α-NaLuF4. The red arrows highlight spots matching the {100} lattice spacing, d100 = 0.51 nm, 
of β-NaLuF4.

4.5 Methods

Synthesis of α-NaYF4:Yb3+,Er3+ and α-NaLuF4:Yb3+,Er3+ precursor particles. α-NaYF4:Er3+,Yb3+ 
precursor particles were synthesized using the protocol by Homann et al.127 For the first step, the 
synthesis of the α-NaYF4:Er3+,Yb3+ particles, 4.06 g (12 mmol) yttrium acetate tetrahydrate, 1.14 g 
(2.7 mmol) ytterbium acetate tetrahydrate, and 0.126 g (0.3 mmol) erbium acetate tetrahydrate were 
combined with 150 mL oleic acid and 150 mL 1-octadecene in a 1 L flask. The mixture was kept 
under vacuum for 1 h at room temperature followed by 2 h at 100 °C to degas and remove the acetic 
acid. Next, 13.7 g (45 mmol) sodium oleate was added under a nitrogen flow, and the vacuum was 
reapplied while the sodium oleate dissolved. Afterward, 3.33 g (90 mmol) ammonium fluoride was 
added under nitrogen flow, and subsequently, the reaction vessel was flushed three times to eliminate 
oxygen by alternating a short vacuum and refilling with nitrogen. The mixture was heated to 200 °C 
under a nitrogen atmosphere and kept at this temperature for 1 h. After letting the reaction mixture 
cool down to room temperature, the nanoparticles were extracted from the reaction mixture by a few 
purification steps. First, ethanol was added with a ratio of 1:2 of reaction mixture to ethanol, and the 
mixture was centrifuged at 2750 rpm for 5 min. The precipitate was redispersed in 100 mL hexane 
and centrifuged at 1000 rpm for 10 min. The sediment, the byproduct NaF, was discarded. The nano-
crystal dispersion was washed once more with a 1:2 ratio of reaction mixture to ethanol and centri-
fuged at 3000 rpm. The precipitate was redispersed in 10 g hexane. The dispersion contains 17.4 wt% 
of α-NaYF4:Er3+,Yb3+ material, as determined by thermal gravimetric analysis (TGA) measurements 
showing a weight loss of 40% due to the ligands.

NaLuF4:Er3+,Yb3+ nanocrystals were synthesized using the method described above with 3.66 
g (8.64 mmol) lutetium acetate tetrahydrate, 0.820 g (1.94 mmol) ytterbium acetate tetrahydrate, 
0.090 mg (0.22 mmol) erbium acetate tetrahydrate, 108 mL oleic acid and 108 mL 1-octadecene. 
The mixture was degassed overnight at 120 °C. In the subsequent steps, 9.84 g (32.4 mmol) sodium 
oleate and 2.40 g (64.8 mmol) ammonium fluoride were added. The dispersion contains 14.1 wt% 
α-NaLuF4:Er3+,Yb3+ material, as determined by TGA showing a weight loss of 22.6% due to the 
ligands.

Formation of β-NaYF4:Yb3+,Er3+ and β-NaLuF4:Yb3+,Er3+ nanocrystals. The β-NaYF4:Er3+,Yb3+ 
nanocrystals were synthesized in situ at the beamline in a custom designed flask100,148 with a reduced 
volume compared to the protocol by Homann et al.127 Therefore, the synthesis was down-scaled to 
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three-tenth of the standard reaction volume. 1.78 g of the hexane dispersion containing 1.5 mmol 
of NaYF4:Er3+,Yb3+ units, 3 mL oleic acid, and 3 mL 1-octadecene were combined in this flask and 
put under vacuum for 30 min at room temperature and at least 1 h at 50 °C to degas the mixture and 
remove the hexane. The mixture was then put under a nitrogen atmosphere and heated to 300 °C 
with a ramp rate of 10 °C min−1. After 90 min, the mixture was cooled down to room temperature. 
The reaction mixture was purified twice with ethanol (1:4 ratio of reaction mixture to ethanol, 3000 
rpm) and redispersed in 6 g hexane.

For the β-NaLuF4:Er3+,Yb3+ synthesis at the beamline, 2.42 g of the hexane dispersion containing 
1.25 mmol of NaLuF4:Er3+,Yb3+ units was combined with 2.5 mL oleic acid and 2.5 mL 1-octade-
cene. The same procedure was used as for the synthesis of β-NaYF4:Er3+,Yb3+ nanoparticles. Reac-
tion time at 300 °C was 180 min.

2.92 g (1.5 mmol) of the α-NaLuF4:Er3+,Yb3+ nanoparticles dispersed in hexane was combined 
with 3 mL oleic acid and 3 mL 1-octadecene for the β-NaLuF4:Er3+,Yb3+ with aliquots synthesis. The 
reaction time for this synthesis was 120 min at 300 °C. The aliquot of Figure 4.4 was taken at 60 min 
at 300 °C.

Small- and wide-angle X-ray scattering measurements. The SAXS and WAXS experiments were per-
formed at I22 of synchrotron Diamond at an energy of 20 keV ± 2.3 eV using a Pilatus P3-2M SAXS 
detector and a P3-2M-DLS L-shaped WAXS detector. The sample-to-detector distance to the SAXS 
and WAXS detectors was 216 mm and 9776 mm, respectively. This enabled us to probe a q-range 
of 0.023–3.1 nm−1 for SAXS and a range of 2.4–61 nm−1 for WAXS. The scattering patterns were 
collected with an exposure time of 1 s followed by a waiting time of 4 s. The beamline setup and data 
acquisition of I22 are discussed in ref 152.

The SAXS and WAXS experiments were conducted under nitrogen flow in a custom-made three-
neck flask and setup discussed in detail in refs 100,148. In these experiments, a Vigreux was added 
on top of the flask instead of an injector.

TEM measurements. TEM samples were prepared by drop-casting a diluted (100–1000 times) disper-
sion of NCs onto a copper TEM grid. The TEM grids of the NaLuF4:Er3+,Yb3+ aliquots, which were 
not purified, were treated with a mixture of ethanol and activated carbon as described in ref 159 to 
reduce contamination by hydrocarbons during imaging. The measurements on NaLuF4:Er3+,Yb3+ 
were performed on a FEI Talos F200X operating at 200 keV, and other TEM measurements were 
performed on a FEI Tecnai 20 operating at 200 keV.

4.6 Data analysis

Data preparation for fitting. The SAXS and WAXS patterns contain the scattering of the NCs but also 
from additional components. This background scattering needs to be removed before the data can 
be analyzed. Background scattering originates from the setup, flask, and the mixture of oleic acid 
and 1-octadecene (OA/ODE). The isolated scattering of these components is obtained by measuring 
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an empty beam path, an empty flask, and a flask with OA/ODE inside, respectively. The SAXS and 
WAXS patterns of the empty beam and empty flask are shown in Figure 4.15a. The scattering of OA/
ODE is temperature dependent and was for that reason measured as a function of temperature. The 
temperature-dependent patterns are shown in Figures 4.15b–d.

When measuring the temperature-dependent SAXS and WAXS of the solvent mixture without 
any nanoparticles, i.e., 3 mL OA and 3 mL ODE, we observed that part of the SAXS did not depend 
on temperature alone but also on time. Additional scattering, noticeable from q = 0.03–0.5 nm−1, 
appears after 260 °C, increases with time, and remains when cooling down to room temperature. 
We could isolate the additional scattering by comparing the scattering before and after heating and 
subtracting the temperature-dependent contribution. The time-dependent scattering pattern, shown 
in Figure 4.15d, has a slope of q−2 in the Guinier regime (low q) and q−4 in the Porod regime (high q). 
This is the same pattern that would be produced by Gaussian polymer chains or randomly oriented 
two-dimensional structures (lamellae or platelets). We thus used scattering models of these struc-
tures to obtain an analytical model for the background signal. When performing a least square fitting 
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Figure 4.15 | (a) SAXS and WAXS from the empty beam path (blue) and an empty reaction flask (red). (b–d) 
Temperature dependence of the SAXS and WAXS from a mixture of 3 mL oleic acid (OA) and 3 mL octa-
decene (ODE). (b) Temperature recorded with a thermocouple during the heating of a solvent mixture of 
OA and ODE as a function of time. Colored dots highlight moments of the recordings shown in panel c. 
(c) SAXS and WAXS patterns recorded at times defined in panel b. The scattering intensity at q < 1 nm−1 is 
not reversible when cooling down. (d) Component of the SAXS that is time-dependent, extracted from the 
patterns shown in panel c. The red line is a fit with a general model for the Guinier and Porod regime (see 
text below). The best fit is obtained with a radius of gyration of 4.5 nm. The temperature dependence of the 
WAXS pattern is fully reversible and only depends on temperature.



94

Chapter 4

with the shape-specific model from ref 160, we obtain a radius of gyration of 4.5 nm. We hypothesize 
that the scattering originates from polymerized 1-octadecene, as discussed in ref 161.

In total we consider five contributions to the in situ SAXS and WAXS patterns: the nanocrystals, 
the setup, the flask, the OA/ODE mixture, and the polymer structures

Values of 0.9 and 0.65 were obtained for the prefactors a1 and a2, respectively. These values are in-
dependent of time and temperature. The prefactor a3 is determined by a least-square fitting method 
for every scattering pattern. Specifically, as the polymer structures are the only contribution that 
produces a sloped SAXS pattern at low q, the low-q region is a sensitive probe for a3(t). Since we now 
know all factors involved, we can obtain INC(q, t, T). To speed up the fitting process in the next step, 
we rebinned the data to 162 data points on the interval q = 0.1–7 nm−1.

Lastly, we have to correct the intensity for the pathlength of the flask to obtain the intensity in 
units of mm−1. The pathlength of the flasks was acquired by measuring the transmission through 
the flask with and without chloroform. Using the known attenuation length of chloroform at 20 keV, 
1.01 mm, we obtained a pathlength of 4.5 mm and 4.1 mm through the flasks used for the NaY-
F4:Er3+,Yb3+ and NaLuF4:Er3+,Yb3+ synthesis, respectively.

The curve of INC(q, t, T) corrected for pathlength was provided to the McSAS program for further 
analysis of particle size distributions.

Thermal expansion. The amount of starting material in the synthesis is 1.5 mmol of α-NaY-
F4:Er3+,Yb3+ units as discussed above. At room temperature, the volume of the mixture is 3 mL OA 
and 3 mL ODE. However, at 300 °C this volume will expand due to thermal expansion of OA and 
ODE, following

with V1 and V2 the volume at 20 °C (T1) and 300 °C (T2), respectively. αV(T) is the temperature-de-
pendent volume-expansion coefficient obtained from Yaws.162 The obtained volumes are 3.9 mL 
OA and 4.1 mL ODE at 300 °C. With a total volume of 8 mL, we obtain a concentration of α-NaY-
F4:Er3+,Yb3+ units at t = 0 of cNaYF4 = 0.19 mol L−1.

The thermal expansion of α-NaYF4:Er3+,Yb3+ is less compared to the reaction mixture but was 
still taken into account. The unit cell volume increases from 0.551 nm3 at 20 °C to 0.555 nm3 at 300 
°C using a volume thermal expansion coefficient of 81.68 ∙ 10−6 K−1.

In relation to the volume changes calculated above, the densities of OA, ODE, and α-NaY-
F4:Er3+,Yb3+ decrease due to thermal expansion from 0.888, 0.785, and 4.062 g cm−3 at 20 °C to 
0.570, 0.690, and 3.970 g cm−3 at 300 °C respectively. These values were used to calculate the theoret-
ical scattering length density (SLD), see text below.

I(q, t,T) = INC(q, t,T) + Isetup(q) + a1Iflask(q) + a2IOA+ODE(q,T) + a3(t)Ipolymer(q). (4.2)

V2 = V1 exp[∫

T2

T1

αV(T)dT] , (4.3)
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Data fitting with McSAS. The particles investigated here are quasi-spherical, and for that reason, we 
used a model for spheres with a distribution of radii. The scattering intensity for spheres with a dis-
crete distribution of radii

where Δρ is the SLD difference between the spheres and the medium, Rmin and Rmax are the radius 
of the smallest (0.05 nm) and largest (7.95 nm) bin respectively, ϕk is the volume fraction of nano-
crystals in bin k, Vk is the volume of particles in bin k, and B is a constant background contribution. 
When optimizing the model, the McSAS code, discussed in ref 155, adjusts ϕk and B to obtain a 
good fit. We used the following settings: 50,000 as maximum number of iterations, 2000 as number 
of contributions, 2/3 as compensation component, 20 as number of repetitions, and a convergence 
criterion of 3.5. This convergence criterion was too low for the early scattering patterns; a successful 
fit was not obtained within the maximum number of iterations. Thus, the convergence criterion was 
slightly increased to still obtain fitting results for the first few patterns.

Scattering length densities. When taking the limit q → 0 of the Equation 4.4 above we obtain

Given that at t = 0, the amount of α-NaYF4:Er3+,Yb3+ is expected to be equal to the amount added, 
we get

By inserting the number of units in a unit cell zunit cell = 2, cNaYF4, and Vunit cell as discussed above 
we obtain Δρ = 22.8 ∙ 10−6 Å−2. To obtain this value we used the first 15 scattering patterns after t = 
0, a period in which the yield does not change. This calculated value for Δρ corresponds well to the 
theoretical Δρ = 24.5 ∙ 10−6 Å−2, calculated on the National Institute of Standards and Technology 
(NIST) website (https://www.ncnr.nist.gov/resources/activation/) using the densities of OA, ODE, 
and α-NaYF4 at 300 °C specified above. For the reaction mixture, we used the volume weighted SLD 
using 6.58 ∙ 10−6 Å−2 for OA and 5.55 ∙ 10−6 Å−2 for ODE resulting in 6.05 ∙ 10−6 Å−2. The calculated 
SLD for α-NaYF4 is 30.58 ∙ 10−6 Å−2.

We used Δρ = 22.8 ∙ 10−6 Å−2 as an input parameter in the McSAS fitting procedure. Thereby, the 
fitting resulted in absolute volume fractions and NC concentrations. These results are shown and 
discussed in Chapter 4.2.

I(q) = Δρ2
Rmax

∑
k=Rmin

ϕk
Vk

[3Vk(sin(qRk) − qRk cos(qRk))
(qRk)3

]
2
+ B, (4.4)

lim
q→0

I(q) = Δρ2
Rmax

∑
k=Rmin

ϕkVk + B. (4.5)

Rmax

∑
k=Rmin

ϕk =
cNaYF4NAVunitcell

zunitcell
. (4.6)
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4.7 Simulation of particle growth

We simulate particles that change their radius r in time t according to

where γ and ρ are the surface energy and density of the particles, and kBT is the thermal energy. The 
supersaturation S is the monomer concentration in solution normalized to the monomer concentra-
tion of a solution in equilibrium with a macroscopic crystal. We choose

This describes growth with a stronger size dependence than expected for diffusion- or reac-
tion-limited growth with a size-independent rate constant. Such stronger size dependence is nec-
essary to produce absolute size focusing in a synthesis where particles nucleate over a prolonged 
period.100 The continuous distribution of reaction rate constants in our model makes size-dependent 
rate constants necessary to keep a narrow size distribution.

We initiate the model with a flat distribution of reaction rate constants A uncorrelated with a 
Gaussian distribution of particle radii. To solve the evolution of sizes from Equation 4.7, we discretize 
the distribution of rate constants, the distribution of radii, and time. More precisely, we consider M 
types of particles with reaction rate constants

where j ∈ {0, 1, 2, . . . M − 1}. For each type j of particle, we initiate the number of particles ni,j of radi-
us ri,j,0 (where 0 denotes start of the simulation; time t = 0) according to a Gaussian size distribution

where N is the number of discrete radii considered and n0 is the total number of particles in the 
system

The initial radii are uniformly distributed between rmin and rmax

with i ∈ {0, 1, 2, . . . N − 1}. We see that the initial radii are independent of particle type j. We initiate 
the super-saturation at a value of

where again the subscript 0 denotes the start of the simulation (t = 0). The value of S0 is such that 
particles at the peak of the size distribution, i.e., those with radius rN/2,j,0 (for any j), are stable at t = 
0. Indeed, Equation 4.7 shows that dr/dt = 0 for these particles at t = 0.

dr
dt

= f (r) (S − e2γ/kBTρr) , (4.1)

f (r) = A
r2

. (4.7)

Aj =
j + 1
M

Amax, (4.8)

ni,j =
8ntot

√2πMN
exp[−

1
2

( i − N/2
N/8

)
2
] , (4.9)

ntot =
M−1
∑
j=0

N−1
∑
i=0

ni,j. (4.10)

ri,j,0 = rmin +
i

N − 1
(rmax − rmin) (4.11)

S0 = exp( 2γ
kBTρrN/2,M/2,0

) , (4.12)
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Next, we let the particle radii evolve in discrete time steps

for all i and all j. We update the supersaturation using

If any of the radii ri,j,t ever drops below a threshold value rth, we immediately dissolve these par-
ticles (ni,j → 0) and no longer track this subset (i, j). This step minimizes numerical errors as the radii 
of shrinking particles could otherwise go below zero.

From the simulation output we calculate particle size distributions as a function of time. The 
number ni,j of particles of type j at time t is converted into a ‘density’ xi,j,t of particles of type j per 
unit of radius:

This conversion is necessary because the radii become nonuniformly distributed as time pro-
gresses. We assign the value of density xi,j,t to a radius value of ri,j,t. The particle size distributions 
presented in Figures 4.5c,e show these densities of particles per unit of radius.

For the simulation results in Figure 4.5, we used the following input values: M = 80, N = 200,  
Amax = 8 ∙ 10−5, ntot = 0.31, rmin = 1, rmax = 3, rth = 0.1, γ/kBT = 10, and ρ = 10.

St+1 = St +
4π
3
ρ
M−1
∑
j=0

N−1
∑
i=0

ni,j(r3i,j,t − r3i,j,t+1).

ri,j,t+1 = ri,j,t +
A
r2i,j,t

(St − e2γ/kBTρri,j,t) (4.13)

(4.14)

xi,j,t =
ni,j

ri+1,j,t − ri−1,j,t
. (4.15)
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The fine-structure constant as a ruler for the 
band-edge light absorption strength of bulk 

and quantum-confined semiconductors
Low-dimensional semiconductors have found numerous applications in optoelectronics. However, a 
quantitative comparison of the absorption strength of low-dimensional versus bulk semiconductors 
has remained elusive. Here, we report generality in the band-edge light absorptance of semiconduc-
tors, independent of their dimensions. First, we provide atomistic tight-binding calculations that 
show that the absorptance of semiconductor quantum wells equals mπα (m = 1 or 2 with α as the 
fine-structure constant), in agreement with reported experimental results. Then, we show exper-
imentally that a monolayer (superlattice) of quantum dots has similar absorptance, suggesting an 
absorptance quantum of mπα per (confined) exciton diameter. Extending this idea to bulk semi-
conductors, we experimentally demonstrate that an absorptance quantum equal to mπα per exciton 
Bohr diameter explains their widely varying absorption coefficients. We thus provided compelling 
evidence that the absorptance quantum πα per exciton diameter rules the band-edge absorption of 
all direct semiconductors, regardless of their dimension.

Based on 

P.T. Prins, M. Alimoradi Jazi, N.A. Killilea, W.H. Evers, P. Geiregat, W. Heiss, A.J. Houtepen,  
C. Delerue, Z. Hens, D.A.M. Vanmaekelbergh

Nano Letters 21, 9426–9432 (2021)
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5.1 Introduction

Low-dimensional semiconductors and quantum wells play a key role in optoelectronic devices, 
such as infrared photodetectors, solar cells, lasers, and phosphors in displays and LEDs.9,163–168 Op-
tical transitions over the fundamental gap involve the valence hole and conduction electron states. 
The absorption and emission spectra depend on the semiconductor band structure and thus on the 
degree of electron (hole) confinement. Regarding the energetics of optical transitions, the effects of 
quantum confinement have been extensively studied, and this knowledge has resulted in a tremen-
dous series of applications. The effects of confinement on the rate or strength of optical transitions 
are less documented and especially for band-edge absorption, a quantitative comparison between 
semiconductor nanostructures and bulk semiconductors is still very much needed. For one thing, 
such an analysis is hampered by the impact of dielectric screening on transition rates. For instance, 
for zero-dimensional (0D) quantum dots (QDs), the dielectric contrast between the semiconductor 
and its surroundings leads to a substantial reduction of the incident electromagnetic field within the 
QD, which lowers the effective transition rates.116,169–171 Considering quasi-spherical QDs, a sys-
tematic correction for screening effects made clear that QDs exhibit similar absorption coefficients 
as the corresponding bulk semiconductors at energies where quantum confinement is negligible.116 
But a quantitative comparison on the strength of band-edge absorption and the effects of quantum 
confinement on this is lacking, although semiconductor QDs are often qualified as “strong” absorb-
ers and emitters. The band-edge transition in QDs is typically characterized by an oscillator strength 
or integrated cross section, not unlike a two-level system (see Chapter 5.4). These quantities are valid 
as descriptors. However, these quantities obscure possible similarities or differences with band-edge 
absorption in bulk semiconductors, which is typically described by an absorption coefficient. 

Here, we use the notion of absorptance per active element, i.e., the volume of the electron–hole 
exciton, to compare the band-edge absorption strength of a wide variety of direct semiconductors 
from three-dimensional (3D) bulk semiconductors to 0D QDs. This means that for 0D QDs we 
measure the absorptance of a compact monolayer of QDs to obtain the absorptance per confined ex-
citon volume; for bulk semiconductors, we derive the absorptance per bulk exciton volume from the 
absorption coefficient spectrum and the exciton Bohr diameter, obtained from the effective electron 
and hole mass. As a starting point, we reconsider the absorptance of two-dimensional (2D) semicon-
ductors (quantum wells) in which the exciton experiences confinement in the direction perpendicu-
lar to the well. The absorptance of InAs quantum wells of different thicknesses has been reported to 
increase in steps of πα, with α = e2/4πε0ħc being the fine-structure constant.172 We show by means of 
atomistic tight-binding calculations that this “quantum of absorption” characterizes the absorptance 
of a multitude of 2D semiconductors, which invariably exhibits steps with increasing photon ener-
gy of mπα, with m = 1 or 2, depending on the nature of the conduction- and valence-band valleys. 
By generalizing literature results,171–174 this outcome urged us to investigate the absorptance of 0D 
QDs; we therefore designed QD samples in which the absolute band-edge absorptance can be mea-
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sured in the same way as for the 2D quantum wells. After correction for photonic effects, we report 
that the absorptance per QD is close to mπα. Finally, we develop a heuristic model to frame these 
remarkable results. For bulk semiconductors, the model suggests an absorptance of mπα per Bohr 
exciton diameter. We confirm this by using reported values of the band edge absorption coefficients 
for many different semiconductors spread over 2 orders of magnitude. We thus show empirically that 
the absorptance quantum πα is a good ruler to estimate the band-edge absorption strength of all di-
rect semiconductors, independent of the degree of quantum confinement, if we consider the exciton 
volume as the elementary optically active volume.

5.2 Results and discussion

With InAs quantum wells as an example, it was experimentally shown that the absorptance in-
creases stepwise with the photon energy with steps equal to πα,172 see Figure 5.1a. The InAs quantum 
wells of different thickness were grown on a CaF2 substrate, each showing pronounced steps equal to 
1.6% in the absorptance spectrum. To address intrinsic material properties, however, this result has 
to be corrected for reflection from the substrate by a factor 4nm/(ns + nm)2, where nm is the refractive 
index of the medium (air, nm = 1) and ns the refractive index of the substrate (CaF2, ns = 1.43), see 
Figure 5.1b. Each step in the absorptance amounts then to πα, i.e., π/137 = 2.3%. Importantly, in this 
quasi-2D configuration, the semiconductor itself does not screen the electromagnetic field, for light 
perpendicularly incident on the quantum well surface. 

In ref 172 it was argued that this remarkably simple result follows from applying Fermi’s golden 
rule within a k ∙ p description of a set of nondegenerate energy bands for which many factors in the 
transition dipole matrix element and the joint density of states mutually cancel, see also Chapter 
5.5. However, we found that this result has a more general meaning and is not due to coincidental 
simplifications in the effective mass theory. We performed atomistic tight-binding calculations for an 
InAs quantum well (of varying thickness) in the single-particle regime (see Chapter 5.5). As shown 
in Figure 5.1a, the tight-binding calculated absorptance spectra (thick solid lines) show overall steps 
of close to πα. However, a close watch shows some fine structure in the first plateau, due to the tran-
sitions of the heavy-hole, light-hole, and spin–orbit split-off band to the lowest conduction band, 
all three transitions contribute to an overall absorptance of close to πα. With the understanding of 
these features in the atomistic tight-binding calculations, we now also recognize these features in 
the experimental data from ref 172. The inset in Figure 5.1a shows the experimental and calculated 
absorptance spectra of a 6 nm thick InAs quantum well in more detail. Atomistic tight-binding cal-
culations account for deviations of parabolicity of the bands, for the existence of heavy- and light-
hole bands with anisotropic warping, and for the mixing of these band states due to the quantum 
confinement. In order to find out if this result is independent of the semiconductor material, we have 
calculated the absorptance for specific II–VI and IV–VI compounds as well. As shown in Figure 5.7, 
CdSe quantum wells also feature absorptance steps of πα, while the absorptance of PbSe quantum 
wells is characterized by steps of 2πα (see Figure 5.8a). We assign the latter finding to a combination 

2
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Figure 5.1 | Measured and calculated absorptance of InAs quantum wells, and a schematic represen-
tation of the screening of the electromagnetic field in a quantum well and a QD monolayer. (a) Mea-
sured absorptance spectra of InAs quantum wells with variable thickness; 6 nm (blue), 9 nm (green), 14 nm 
(orange), and 19 nm (red) (data from ref 172). The thick solid lines represent the absorptance spectra calcu-
lated with an atomistic tight-binding model in which we have slightly adjusted the quantum well thickness 
to match the optical threshold with the measured one (details and justification in Chapter 5.5). The right 
axis provides the absorptance corrected for substrate reflection (see text and below). For all experimental 
and calculated spectra, the absorptance of the first allowed transition (and subsequent steps) is equal to 
πα. The inset shows the experimental and calculated absorption spectra for a 6 nm thick InAs quantum well 
in more detail. The calculated spectrum is shifted with 0.5% for clarity. The labels are the transitions from 
the heavy-hole (HH), light-hole (LH), and spin–orbit split-off band (SO) to the lowest conduction band. (b) 
A schematic overview of the photonic effects that results in a screening of the electromagnetic field. Step 
1 induces a factor 1/nm on the absorptance, nm the refractive index of the surrounding medium. Step 2 
includes the effect of reflection in case a substrate with refractive index ns is present, resulting in a factor 
4nm/(ns + nm)2

. The third step is the screening of the dielectric field inside the QDs, reducing the squared 
field strength with a factor |F|2. (c–e) Comparison of the reduction of the electromagnetic field by dynamic 
charge accumulation (dielectric screening) in a quantum well (no screening |F|2 = 1), a square quantum dot 
superlattice |F|2 = 0.59, and a honeycomb quantum dot superlattice, |F|2 = 0.36.

of a 4-fold degenerate bandgap at the L points of the Brillouin zone and the quasi-linear dispersion 
relation of the valence and conduction bands around the L points (see Figure 5.8b). We thus find in 
general that the absorptance of direct 2D semiconductors equals A2D = mπα, with m = 1 or m = 2, 
depending on the nature of the band edges.

In the very active field of colloidal QDs, the size-dependence and inhomogeneous broadening 
of the band-edge absorptance as measured on QD suspensions has been extensively investigated. 
However, the absorption of light resonant with the band-edge transition was rarely compared quan-
titatively to the corresponding bulk semiconductor. This is partly due to dielectric screening of the 
electromagnetic field by QDs, which obscures the underlying optical transition rate, and partly to 
different quantification of band-edge absorption by an absorption coefficient for bulk semiconduc-
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tors and an oscillator strength or integrated absorption coefficient for QDs, see Chapter 5.4. To min-
imize the impact of dielectric screening, we analyzed the absolute absorptance of a series of QD 
superlattices built from PbSe or CdSe QDs.175–177 Such samples combine a 0D confinement with 
a 2D geometry,178 which makes that only minor corrections are needed for the screening of the 
electromagnetic field (see also Figures 5.1b–e). More precisely, we calculated for the different QD 
samples the local field factor F, which is the ratio between the external and the local electric field 
using atomistic dielectric modeling (see Chapter 5.6), and found that |F|2 ranges between 0.4 and 
0.8. Hence, in terms of dielectric screening, such superlattices indeed form a bridge to quantum wells 
(Figure 5.1c), which do not screen the electric field (|F|2 = 1) for perpendicular incidence and exhibit 
an absorptance mπα per allowed transition.

Figures 5.2a,b present two monolayer superlattices of epitaxially connected PbSe QDs, one with 
a square and the other with a silicene-type honeycomb geometry. The high-angle annular dark-field 
scanning transmission electron microscopy (HAADF-STEM) images of the lattices (in lower right 
insets) show the atomic connection of QDs via their [100] facets. The electron diffraction patterns 
(upper right insets) reveal that the structures have a high degree of crystallinity, as observed by the 
occurrence of four and six sharp spots in electron diffraction patterns recorded on a selected area 
(see Figure 5.10) for the honeycomb and square superlattices, respectively. The width of the electron 
diffraction patterns reflects a slight disorder in the alignment of the QDs, as discussed elsewhere.179 
The absorptance spectra of both superlattices are presented in Figures 5.2c,d. These spectra were 
measured by placing the samples under a small angle inside the integrating sphere of a UV–vis–NIR 
spectrometer (see Chapter 5.6 for more details). The absorptance spectra shown here are represen-
tative for a series of measurements recorded independently by different research groups, see Figure 
5.11. The results are summarized in Table 5.1. The first absorption feature at ~0.7 eV is indicative of 
the bandgap transition. As an aside, we remark that two monolayer superlattices stacked on top of 
each other show an absorptance increased by a factor 2. The right axis of Figures 5.2c,d present the 
absorptance corrected for the photonic effects, where the screening of the electromagnetic field is 
accounted for by the factor |F|2, and reflectance by the factor 4nm/(ns + nm)2. The maximum absorp-
tances reaches about 3.8 and 4.5%, for square and honeycomb superlattices respectively. Thus, this 
is close to two times the absorptance quantum πα, which is in agreement with the steps calculated 
for a PbSe quantum well. The absorptance spectra for CdSe honeycomb and square superlattices are 
presented in Figure 5.12. In those cases, a first absorptance peak occurs at 2.0 eV, typical for superlat-
tices consisting of CdSe QDs.176 The absorptance lies between πα and 2πα; we expect m = 1 for the 
fundamental absorption in CdSe. It is remarkable that, despite their very different bandgap, degree 
of quantum confinement, and electronic structure, the absorptance of PbSe and CdSe superlattices 
at the band-edge transition is very well quantified by πα. 

Above, we showed that the reported absorptance of semiconductor quantum wells, increasing 
with mπα per allowed optical transition, is corroborated by atomistic tight-binding theory. The ab-
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Figure 5.2 | Absorptance of quantum dot monolayer superlattices. (a) TEM image of a part of a PbSe 
square superlattice taken from the sample also used in the absorptance measurements. Lower right insert: 
HAADF-STEM images of the superlattice showing the epitaxial connection of the QDs. Top right insert: Elec-
tron diffraction pattern showing atomic alignment between the QDs. (b) TEM image of a part of a PbSe 
superlattice with silicene-type honeycomb geometry. Lower right inset: HAADF-STEM image showing the 
epitaxial connection between the QDs and the hexagonal array of voids in the superlattice. Top right inset: 
Electron diffraction pattern showing atomic alignment between the QDs, oriented with the [111] axis up-
ward. (c) Absorptance (%) as a function of photon energy for a square PbSe superlattice (blue, one mono-
layer in thickness) present on a quartz substrate, the absorptance is 1.5% at 0.7 eV. The green spectrum 
shows the absorptance when a second PbSe square superlattice is stacked on the first one. (d) Absorptance 
for one layer of the honeycomb superlattice (blue); the absorptance is 1.1% at a photon energy of 0.7 eV. 
The addition of one more honeycomb monolayer (green) adds a similar contribution to the absorptance 
as the first monolayer. In both panels c and d, the right y-axis shows the bare absorptance, thus corrected 
for photonic effects. In both cases, the bare absorptance at 0.7 eV is close to 2πα. This is very similar to the 
result calculated with an atomistic tight-binding model for PbSe quantum wells. The light gray dashed lines 
in panels c and d show the absorptance feature calculated from the known integrated absorption cross 
section (Chapter 5.4).
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sorptance quantum also rules the band-edge absorptance of a monolayer of QDs present in a su-
perlattice. We now present a heuristic model that shows that the absorptance quantum per exciton 
volume is a ruler that unifies the experimental results obtained for 0D quantum dots, 2D quantum 
wells, and even 3D bulk semiconductors.

We start with the effective mass two-band model for 2D quantum wells,172 see Chapter 5.4. We 
consider light absorption from free carrier states | v 〉 of the highest valence sub-band induced by the 
vertical confinement to free carrier states | c 〉 of the lowest conduction sub-band. Excitation involves 
a monochromatic beam with energy density I, linearly polarized, and normal incidence on the 2D 
semiconductor, and couples to states resonant with the photon energy (ħω = Ec − Ev = Ecv). The ab-
sorptance A is the ratio of the energy absorbed by optical transitions in the semiconductor versus the 
incident energy, and can be written as

In Equation 5.1, W(ħω) is the transition rate between the states | v 〉 and | c 〉, ρ2D(ħω) is the joint 
density of states of optical transitions, and σi is the integrated absorption cross section of a single 
transition (see Chapter 5.4). Within k ∙ p theory, the dipole matrix element |〈 c | x | v 〉|2 is given by 
ħ2/4μEcv, while ρ2D amounts to μ/πħ2, with μ being the reduced effective mass of an electron–hole 
pair. Substitution of these elements in Equation 5.1 results in the absorptance being equal to πα 
within a single quantum-well sub-band, in agreement with the experimental steps observed for InAs 
quantum wells. 

The density of states ρ2D(ħω) measures a number of states per unit area and per unit of energy. 
Interestingly, one can rewrite ρ2D(ħω) using the Bohr radius rX, in fact √2rX, as a unit of length and 
the exciton binding energy EX as a unit of energy

Equation 5.2 suggests that a given 2D semiconductor attains steps πα in the absorptance by hav-
ing n = 1/2πrX absorbing transitions per unit area in an energy range EX. In this regard, a quantum 
well can thus be represented by a set of active elements, each measuring 2rX in area (edges √2πrX 

Configuration Compound Aexp (%) Acorr (%) |F|2 Surrounding

Honeycomb superlattice PbSe 1.1 4.5 0.36 4/(1.44+1)2

Square superlattice PbSe 1.5 3.8 0.59 4/(1.44+1)2

Quantum Well PbSe - 4.6a 1 -

Honeycomb superlattice CdSe 1.7 3.4 0.66 4/(1.46+1)2

Square superlattice CdSe 1.4 3.2 0.75 4/(1.46+1)2

Table 5.1 | Overview of the experimental parameters as discussed in the text. aCalculated with tight-bind-
ing approach.

2

2

A(ℏω) = EcvW(ℏω)
I

= (πα)4πEcv|⟨ c | x | v ⟩|2ρ2D(ℏω) = σiρ2D(ℏω). (5.1)

ρ2D(ℏω) = μ
πℏ2 = 1

2πr2XEX
. (5.2)
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≈ 2rX, i.e., the exciton Bohr diameter) and exhibiting an absorptance πα (or 2πα) across the energy 
range EX, see Figure 5.3a. While different 2D semiconductors will be represented by squares of differ-
ent sizes, the interplay between the integrated cross section and the 2D density of states always yields 
the same absorptance steps πα (or 2πα). Hence, πα can be used as a ruler to quantify σi

Extending this approach to 3D (bulk) semiconductors, we conjecture that for such materials the 
bulk Bohr diameter of the electron–hole exciton similarly sets the physical volume contributing to a 
single optical transition. In the heuristic model, this physical volume can be approximated by a cube 
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Figure 5.3 | Schematic representation of the heuristic model, and its evaluation for bulk semiconductors. 
(a) The band edge light absorptance of a quantum well, equal to mπα per allowed transition, can be inter-
preted by dividing the quantum well in square regions with area approximately 4rX having an absorptance 
mπα across the exciton binding energy range EX, see text and Equations 5.1–5.3. (b) Extension of this proven 
concept in the case of bulk semiconductors; this would mean that cubes with edge equal to 2rX have each 
an absorptance equal to mπα per allowed transition, see text and Equation 5.4. (c–e) Experimental check 
of the above concept by presenting the experimental absorption coefficient spectra for the bulk semicon-
ductors GaAs,180 InSb,181 and PbSe, 182 respectively; the vertical gray line shows the bandgap taken from ref 
183, the horizontal line shows the value of mπα/2rX with rX being the bulk exciton Bohr radius taken from ref 
183. (f) Experimental check of the concept for a large variety of semiconductors, by plotting mπα/2rX versus 
the absorption coefficient a(Eg) at the band edge. The black line shows a(Eg) = mπα/2rX with m equal to 1 
except for the IV–VI semiconductors for which it is 2.

r2

σi =
πα

ρ2D(ℏω)
= πα

πℏ2

μ
. (5.3)
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with edges equal to the Bohr diameter 2rX, see Figure 5.3b. If correct, the absorption coefficient a, i.e., 
the absorptance per unit length, would be given by

The above relation can be tested by analyzing experimental absorption coefficient spectra for bulk 
semiconductors from the literature. In Figures 5.3c–e, we plot such spectra for GaAs,180 InSb,181 and 
PbSe.182 Similar plots for other semiconductors are collected in Figure 5.13, (ECV and rX are from 
ref 183). It is clear that the crossing of the gray lines (ECV, πα/2rX), indicates a point very close to 
the saturated absorption coefficient at the band edge. For bulk PbSe, we took the value of 2πα to ac-
count for the degeneracy of the band edges (see above). Furthermore, Figure 5.3f represents πα/2rX 
versus the absorption coefficient at the band edge for a large variety of semiconductors with very 
different bandgaps, effective electron and hole mass, and crystal structures. Very remarkably, for a 
large variety of direct bulk semiconductors with the absorption coefficient spanning over 2 orders of 
magnitude, πα/2rX is in a reasonable agreement with the absorption coefficient at the band-edge. A 
more rigorous theoretical approach is outlined in Chapter 5.7, where we introduce the absorptance 
quantum according to Equation 5.3 as a ruler to quantify absorption spectra of semiconductors. In-
terestingly, since the transition matrix element to form exciton states can be written in terms of the 
matrix element 〈 c | x | v 〉 to form free electron–hole pair states, this ruler approach can be extended 
to include electron–hole interaction by the formation of unbound excitons. In that case, we obtain a 
band-edge absorption coefficient of (πα/2rX)γ2 with the correction factor γ2 close to unity, see Sup-
porting Information of ref 184. Clearly, such excitonic effects can contribute to the deviations of the 
band-edge absorption coefficient of specific semiconductors from the mπα/2rX reference line that is 
apparent in Figure 5.3f, in particular for semiconductors such as CdS with large effective masses and 
small dielectric constants. Otherwise, deviations could be caused by errors on the experimental data 
or uncertainties on the Bohr diameter.

Extending this approach to 0D QDs, it appears that the volume of a single optical transition is 
equivalently set by the QD diameter d in the absence of any photonic effects. A QD superlattice 
monolayer would thus have an absorption coefficient mπα/d or an absorptance mπα for the band-
edge transition; this is a conclusion in line with the experimental results shown in Figures 5.2c,d. In 
this case, however, the analysis is more complicated because the band-edge transition is heteroge-
neously broadened to yield an effective density of states ρ2(ħω). Considering a Gaussian broadening 
and writing the QD surface density as n, ρ2(ħω) reads

Using again the absorptance quantum as a ruler to quantify the integrated cross section (Equa-
tion 5.3), the absorptance of a QD superlattice monolayer is then obtained as

a = A
2rX

= mπα
2rX

. (5.4)

ρ2(ℏω) = n
1

√2πη
e

− (E−(Ec−Ev))2
2η2 ≈ 1

d2
1

√2πη
e

− (E−(Ec−Ev))2
2η2 . (5.5)

A = mπα
πℏ2

μd2
1

√2πη
e

− (E−(Ec−Ev))2
2η2 ≈ mπα

EQ
(2π)3/2η

e
− (E−(Ec−Ev))2

2η2 . (5.6)
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Here, we have introduced the quantization energy EQ in a QD according to the effective mass 
model. Interestingly, Equation 5.6 predicts that the band-edge absorptance will peak at mπα when 
the full width at half maximum of the exciton line is about one-sixth of the quantization energy; a 
result that agrees quite well with the experimental data shown in Figures 5.2c,d, and in fact also for 
most QD suspensions in which the size dispersion is kept to a minimum. Importantly, a more rig-
orous approach in which we use the known integrated cross section of the PbSe QDs enables us to 
predict very precisely the absorptance spectrum of the epitaxially connected QD films (see Figures 
5.2c,d and Chapter 5.6). We thus conclude that the band-edge absorptance of 0D QDs will indeed 
peak at around mπα for a heterogeneous line broadening typically found with colloidal QDs.

5.3 Conclusion

The above observations have important consequences. While any 2D semiconductor exhibits the 
same absorptance πα, the absorption coefficient of 3D semiconductors is inversely proportional to 
the Bohr diameter of the exciton (see Equation 5.4 and Figure 5.3f); the bulk exciton volume thus 
determines the widely varying absorption coefficient observed for bulk semiconductors, being the 
smallest for semiconductors with bands with low effective hole- and electron mass. The absorptance 
per crystal unit cell will thus increase the strongest for this type of semiconductors when considering 
the evolution from the 3D case to the 0D case. In practice, the enhanced absorption coefficient of 
small effective-mass QDs is often cloaked by pronounced dielectric screening. Incorporation of such 
QDs in a medium with high dielectric constant can therefore strongly enhance the absorptance of 
light at the band edge, a highly desirable property for their application as LED phosphor or infrared 
light absorber. The knowledge that a single QD in an appropriate dielectric medium and a semicon-
ductor quantum well both have an absorptance in the range of πα is important for the engineering of 
luminescent light concentrators and photovoltaic devices. To highlight that even one QD monolayer 
shows sufficient absorption under normal incidence for optoelectronic applications, we present in 
Chapter 5.8 an infrared photodetector based on a honeycomb monolayer of PbSe QDs; this system 
has a sufficiently strong light absorptance and at the same time is conducting enough to act as a sen-
sitive photodetector. 

For monolayer transition metal dichalcogenide semiconductors, absorptances considerably above 
πα have been reported.185 This is due the strongly enhanced exciton binding energy. We remark here 
that for low dimensional systems, the exciton-binding energy and thus also the enhancement of the 
absorptance above πα, may strongly depend on the dielectric function of the environment.186,187 In 
this respect, the absorptance of πα can be considered as the single particle basis to estimate the en-
hancement of light absorption if interactions play a role.

The experimental results and model calculations presented here definitely show that photons 
resonant with the band-edge transition have a probability close to πα to be absorbed for each Bohr 
exciton diameter pathlength in a semiconductor, independent of whether the exciton is confined 
in three dimensions, one dimension, or represents a bulk exciton. The heuristic framework that we 
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present provides a basis to understand this compelling generalization. However, a more comprehen-
sive understanding must exist for the observed generality in the absorption strength per exciton Bohr 
diameter. Also, the finding that for semimetals, such as graphene,173 and plasmonic systems,174 the 
absorptance is equal to πα in a very broad energy region further highlights this point.

5.4 Theory section – Light Absorption by a Two-Level system

The transition rate from the initial to the final state from time-dependent perturbation theory. We con-
sider a two-level system with a ground state | v 〉 and an excited state | c 〉, characterized by the ener-
gies Ev and Ec, respectively. Moreover, we will assume that the energy difference Ec − Ev is described 
by a Gaussian distribution rather than a single number. This approach can reflect the unavoidable 
coupling of electronic states in solids or nanocrystals to lattice vibrations or to the surroundings (see 
Figure 5.4), or it may reflect heterogeneity in an ensemble of two-level systems. Taking this approach, 
the transition energy E = Ec − Ev can be described by an effective density of states ̄ρ(E) characterized 
by a broadening η according to

Note that according to Equation 5.7, the energy-integrated density of states is 1, i.e., ̄ρ(E) describes 
a single two-level system.

We calculate the transition rate of a two-level system from its initial (ground) state to its final 
(excited) state when exposed to electromagnetic radiation by time-dependent perturbation theory. 
Here, we assume that the two-level system is a point-like object. In that case, the operator Hr describ-
ing the incident radiation can be included in the Hamiltonian operator of the two-level system as a 
harmonically oscillating electric potential. Assuming the incident light is linearly polarized with the 
electric field E along the x-axis, we thus have

Note that the above expression assumes that the light is monochromatic. This approximation can be 
used when the spectral distribution of the incident light is narrower than the energy distribution of 
the transition.

Ec,0

Ev,0
E

Ec,0−Ev,0

2η

ρ(
E)

Figure 5.4 | Representation of a two-level system 
with fluctuating energy levels. The resulting distri-
bution of transition energies Ec − Ev can be repre-
sented by a Gaussian function with a width η. 

ρ̄(E) = 1
√2πη

e
− (E−(Ec,0−Ev,0))2

2η2 . (5.7)

Hr = eEx sin(ωt). (5.8)
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By means of this sinusoidal perturbation, the transition rate W from the initial to the final state 
is obtained as

One readily shows that a similar expression can be obtained in the case of a narrow transition in 
combination with a broad spectral distribution of the incident radiation.188 In that case, the density 
of state ̄ρ(E) will be replaced by a distribution of the incident radiation over frequency or photon 
energy.

The transition dipole matrix element. Equation 5.9 shows that the properties of the two-level system 
determine the transition rate W mostly through the dipole matrix element 〈 c | x | v 〉. For a single 
electron, 〈 c | x | v 〉 is related to the matrix element of the momentum operator px. Writing the energy 
gap Ec,0 − Ev,0 between both levels as ħω0 and the mass of the electron as me, the following relation 
applies189

Hence, an alternative expression for the transition rate W reads

An alternative approach to reach this expression for the transition rate is to include light mat-
ter interaction by replacing the momentum operator p by p + eA, where A is the vector potential 
describing the electromagnetic field.189 In that case, the light–matter coupling is described by the 
Hamiltonian H′ given by

The absorptance of a two-level system. The absorptance A is the ratio between the incident and the 
absorbed energy. The absorbed energy per unit time is equal to the product of the transition rate W 
and the energy E = ħω absorbed per transition. The incident energy per unit time, on the other hand, 
is more easily expressed as a power density I, i.e., the energy passing per second through a unit sur-
face. Indeed, writing the speed of light as c and the permittivity of the vacuum as ε0, the electric field 
E is related to the power density as

To obtain a dimensionless absorptance, the incident power density should be compared to the 
power absorbed per unit of surface area. For this purpose, we write the number of two-level systems 
present per unit of surface area as n. With this definition, we obtain A at the photon energy ħω as

In the above expression, we have introduced the fine structure constant α as

In addition, we have singled out in Equation 5.14 the product nρ(ħω) of the number of two-level 
systems and the density of states of a single two-level system at E = ħω This combination in fact yields 

W = π
2ℏ

e2E2|⟨ c | x | v ⟩|2ρ̄(ℏω). (5.9)

⟨ c | px | v ⟩ = imeω0⟨ c | x | v ⟩. (5.10)

W = π
2ℏ

e2E2

m2
eω2

0
|⟨ c | px | v ⟩|2ρ̄(E). (5.11)

H′ = −
e
me

A ⋅ p. (5.12)

I = cε0
2
E2. (5.13)

A(ℏω) = Wnℏω
I

= (4π2α|⟨ c | x | v ⟩|2ℏω) × n ̄ρ(ℏω). (5.14)

α = e2

4πε0ℏc
. (5.15)
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the number of transitions per energy range and per unit of surface area at E = ħω, a quantity we call 
the effective 2D density of states ρ2(ħω):

With this definition, an equivalent expression for the absorptance A(ħω) is obtained as

Opposite from Equation 5.14, the expression for A(ħω) given by Equation 5.17 can be readily 
applied to systems characterized by a density of transitions or a joint density of states — such as a 
bulk or a 2D semiconductor. Introducing the quantum of absorptance πα, A(ħω) can be normalized 
to yield

The absorption cross section and the oscillator strength. By describing the transition energy for a 
two-level system through a distribution, the transition rate at a given energy E = ħω will depend on 
the broadening η. However, what remains constant is the energy integrated transition rate. Intrinsic 
properties of a transition are therefore better expressed using quantities that reflect this integrated 
rate, rather than the transition rate at a given energy. Relevant quantities in this respect are the oscil-
lator strength fcv or the integrated cross section σi of a transition. Both are linked to the dipole matrix 
element 〈 c | x | v 〉 of the transition.

For monochromatic light, the absorption cross section σ(ω) of a transition is the coefficient relat-
ing the transition rate W to the incident photon flux JN = I/(ħω):

For the two-level system, we thus have:

While σ(ω) indeed depends on the broadening of the line, the integrated cross section does not, 
provided that the line broadening is significantly smaller than the photon energy. For a line centered 
around E = ħω0, we then obtain

Hence, the absorptance A of the layer can be written as (for η ≪ ℏω0)

Interpretation. According to Equation 5.19, σ(ω) has units m2 since it is a coefficient linking a tran-
sition rate (s−1) to a photon flux (m−2 s−1). On the other hand, the absorption cross section is related 
to the absorptance, which can be seen as the probability that an incident photon is absorbed. Let us 
assume now that we have light incident on a medium that contains n two-level systems per unit of 
surface area. In that case, we can assign each two-level system an area S = 1/n, and the ratio between 
the photons absorbed by each two-level system and the photons N passing through the area 1/n can 
be expressed as

Hence, we can represent a unit area of that medium by a set of n adjacent squares, each having an area 

ρ2(ℏω) = n ̄ρ(ℏω). (5.16)

A(ℏω) = (4π2α|⟨ c | x | v ⟩|2ℏω) × ρ2(ℏω). (5.17)

A(ℏω)
πα

= 4π|⟨ c | x | v ⟩|2ℏωρ2(ℏω). (5.18)

W = σ(ω)JN. (5.19)

σ(ω) = 4π2α|⟨ c | x | v ⟩|2ℏω ̄ρ(ℏω). (5.20)

σi = 4π2α|⟨ c | x | v ⟩|2ℏω0. (5.21)

A(ℏω) = σi ρ2(ℏω). (5.22)

W
N

= A(ω) = σ(ω)n. (5.23)
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S = 1/n and characterized by an absorptance A(ω) = σ(ω)n across that area, see Figure 5.5.

The correspondence with Equation 5.22 indicates that a similar interpretation applies in the case 
of a continuous distribution of final states, provided we focus on the integrated absorptance over an 
energy range ∆E. Following Equation 5.22, this integrated absorptance is in first order given by

The oscillator strength. Next to the integrated cross section, the transition between the initial and the 
final state of a two-level system can also be quantified by the oscillator strength fcv. This is a dimen-
sionless number, defined in terms of the transition angular frequency ω0 and the transition dipole 
moment

Comparing Equation 5.21 and Equation 5.25, one sees that the integrated cross section and the oscil-
lator strength indeed provide the same information on the optical transition, and both can be used 
to obtain an absorptance spectrum once the density of states is known.

Corrections induced by dielectric material properties. The previous equations for the absorption cross 
section and the absorptance only consider the response of the electrons involved in the resonant 
optical transitions. The response of the other electrons present in the studied systems and their envi-
ronment can be described through the dielectric properties of the materials.

As shown in ref 172, when a semiconductor film or nanocrystals are mounted on a substrate of 
refractive index ns, they experience both the incident electric field and the reflected one. This leads to 
a correction factor 4/(ns + 1)2 that must be applied to A(ħω) or σ(ħω). See also Figure 5.1b.

There is an additional correction |F|2 where F = Ein/E coming from the fact that the local electric 

Figure 5.5 | (a) The absorptance of a medium 
having n two-level systems per unit area can be 
represented by n squares, covering each an area 
S = 1/n and exhibiting absorptance A(ω) = σ(ω)n 
across that area. (b) To obtain the integrated ab-
sorptance across an energy range ∆E of a medium 
having ρ2(ħω) transitions per unit of energy and 
area, the medium can be represented by ρ2(ħω)∆E 
squares per unit area, each providing an absorp-
tance σiρ2(ħω).

a b

σ(ω)n σiρ2(ħω)

σiρ2(ħω)
σ(ω)n

ħωħω

A AΔE

ΔE

S
1
n

= S =
1

ρ2(ħω)ΔE

A(ℏω)ΔE = σiρ2(ℏω)ΔE. (5.24)

fcv =
2me

ℏ
ω0|⟨ c | x | v ⟩|2. (5.25)
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field Ein seen by the two-electron system is screened compared to the bare one (E) due to the dielec-
tric response of the semiconductor material itself. In the well-known case of a spherical system of 
dielectric constant εin embedded in a medium of dielectric constant εout, the local-field factor is given 
by190

In more complex situations, the local-field factor F must be computed using numerical methods. 
In the case of semiconductor films or nanostructures deposited on a substrate, the total correction 
factor becomes 4|F|2/(ns + 1)2 where F must account for the response of the substrate to the polar-
ization charges induced in the semiconductor. The case of superlattices of epitaxially-connected QDs 
is discussed below.

Final expression for the absorptance of a layer of two-level systems. We can therefore summarize the 
results for an ensemble of two-level systems forming a 2D layer with a surface density n = 1/S0 on a 
substrate with refractive index ns. Combining the expressions given in the previous section, Equation 
5.7, Equation 5.14, and Equation 5.25, we derive an analytical expression for the absorptance

leading to

where A is displayed in percentage, S0 is given in nm2 and η in eV.

5.5 Theory section – The absorptance of a 2D semiconductor

Theory within the effective mass approximation. Using Equation 5.21, we can readily calculate the ab-
sorptance of a 2D direct band-gap semiconductor in the effective mass approximation, as shown in 
ref 172. For such a system, the effective 2D density of states ρ2 corresponds to the actual joint density 
of states ρ2D of the 2D material. For a combination of a parabolic valence and conduction band (see 
Figure 5.6), we have

k = 0

k

E ħ2k2

*2mh
2

ħ2k2

*2me
2

Figure 5.6 | Representation of a direct band-gap semiconductor with par-
abolic valence and conduction band. The states at the band extrema in the 
center of the Brillouin zone are indicated with red markers and labeled | v0 〉 
and | c0 〉. The red arrow represents an optical transition between both states.

F = 3εout/(εin + 2εout). (5.26)

A(ℏω) = 4|F|2

(ns + 1)2
πe2ℏf

2mecε0S0η√2π
e

− (ℏω−ℏω0)2

2η2 . (5.27)

A(ℏω) = 0.438
4|F|2

(ns + 1)2
f
S0η

e
− (ℏω−ℏω0)2

2η2 . (5.28)

ρ2D = μ
πℏ2 . (5.29)
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Here, µ is the reduced effective mass of the electron-hole pair

Combining Equations 5.11, 5.20, 5.21, and 5.29, the absorptance A of a 2D semiconductor due 
to transitions between the valence-band state | v ⟩ and the conduction-band state | c ⟩ is obtained as

Within a two-band model, the effective masses m⋆
e  and m⋆

h  are related to the matrix element 
⟨ c0 | px | v0 ⟩ between the band-edge states | v0 ⟩ and | c0 ⟩ as defined in Figure 5.6

Here, Eg is the bandgap of the corresponding bulk semiconductor. Summing both relations enables 
us to express ⟨ c0 | px | v0 ⟩ as a function of µ

Assuming that the transition dipole matrix element is independent of the wave vector, Equation 
5.31 can thus be rewritten as

Note that the quantum of absorptance is approximately obtained since the ratio Eg/ħω0 will be some-
what smaller than 1 due to size quantization in a 2D semiconductor.

The finding that the absorptance of a 2D semiconductor boils down to the quantum of absorp-
tance πα has been experimentally verified for the case of InAs quantum wells,172 yet the above der-
ivation stresses that this outcome is seemingly the result of a subtle balance between the transition 
dipole matrix element and the density of states.

Tight binding calculations for a selection of 2D semiconductors. In the following, we present tight bind-
ing calculations for InAs, CdSe, and PbSe (100) quantum wells. The absorptance is calculated using 
Equation 5.14 in which | c ⟩ and | v ⟩ are replaced by | c, k ⟩ and | v, k ⟩, the conduction and valence 
band states of wave-vector k, respectively. The terms in Equation 5.14 are summed over the bands 
c and v, and over the k vectors allowed for a sample of surface S on which boundary conditions are 
applied (n = 1/S). Each transition line is broadened using Equation 5.7 in which Ec,0 − Ev,0 is replaced 
by Ec(k) − Ev(k). Following refs 190,191, the dipole matrix elements are calculated from those of the 
momentum (Equation 5.10) which, in tight binding, can be deduced from the matrix elements of the 
Hamiltonian H(k)

In the case of a quantum well irradiated perpendicularly, the external field is unscreened (F = 1). The 

μ =
m⋆

e m⋆
h

m⋆
e +m⋆

h
. (5.30)

A2D = 4π2α|⟨ c | px | v ⟩|2
ℏ

m2
eω0

μ
πℏ2 . (5.31)

1
m⋆

e
= 1
me

+ 2
m2

e

|⟨ c0 | px | v0 ⟩|2

Eg
(5.32)

1
m⋆

h
= −

1
me

+ 2
m2

e

|⟨ c0 | px | v0 ⟩|2

Eg
. (5.33)

1
μ
= 4
m2

e

|⟨ c0 | px | v0 ⟩|2

Eg
. (5.34)

A2D = πα
Eg

ℏω0
≈ πα. (5.35)

⟨ c, k | px | v, k ⟩ →
m0
ℏ

⟨ c, k |
𝜕𝜕H(k)

𝜕𝜕kx
| v, k ⟩. (5.36)
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correction to Equation 5.14 is thus limited to the factor describing the reflection of the light by the 
substrate (see Chapter 5.4).

Figure 5.1a presents calculations of the absorptance for InAs quantum wells. We used the 
tight-binding model of ref 192 and we assumed that surfaces are perfectly passivated, which is mod-
eled by pseudo-hydrogen atoms saturating surface dangling bonds.190 In order to compare with the 
experimental data of ref 172, we take into account the reflection of the light by the CaF2 substrate 
(ns = 1.46). We adjusted the thickness of the quantum wells to obtain the correct optical bandgap 
compared to experiments. The agreement between theory and experiments is good. The different 
steps, their position, their amplitude, and even their shape when they exhibit fine structures are very 
well described by the calculations. Each main step contributes as 4/(ns +1)2πα to the absorptance. 
This agreement is quite remarkable, showing that excitonic effects are weak for this range of quantum 
well thickness. However, this is obtained assuming thinner quantum wells than the InAs membranes 
experimentally studied in ref 172. The reduction in thickness is of the order of 2 nm. This can be 
understood by band-bending effects which are well-known in the case of InAs surfaces, due to the 
pinning of the Fermi level by surface states.193

We have performed similar calculations for (100) CdSe quantum wells (Figure 5.7). We used 
the tight binding parameters of ref 194. We have chosen a thickness of 6 nm for which the excitonic 
effects should also be weak. Like in InAs, the calculated spectrum exhibits very clear steps at integer 
values of πα. This is remarkable taking into account that CdSe is characterized by a much larger 
bandgap than InAs.

By comparison with InAs and CdSe, the case of PbSe is interesting since the bulk material is char-
acterized in conduction and valence bands by four nonequivalent valleys at the L point of the Brill-
ouin zone.195 In a (100) quantum wells, these four valleys are projected at the two nonequivalent W 
points (π/a[0, 1, 1]) of the 2D Brillouin zone (Figure 5.8b), leading to almost twofold (fourfold with 
spin) degenerate sub-bands in each valley (there is small splitting due to inter-valley coupling).195 
Therefore we could expect absorptance steps of 4πα if we consider that optical transitions are allowed 
only between sub-bands sharing the same quantum number (red arrows in Figure 5.8b).
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Figure 5.7 | Absorptance calculated for a CdSe 
quantum well with a thickness of 6.0 nm without 
local-field factor.
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In absence of experimental data, we have performed calculations of the absorptance for a 6-nm-thick 
(100) PbSe quantum well using the tight-binding model of ref 195. The results, presented in Figure 
5.8a, show that the absorptance is characterized by clear steps of height 2πα (correction factor due to 
light reflection not included).

This behavior can be understood by the fact that the bands have quasi-linear dispersions as soon 
as one moves away from the band edges, and that the electronic states in the valence and conduction 
bands have very marked p character.195 We then recover a situation close to that of graphene in which 
the absorptance amounts to πα/2 in each valley.173,196,197 In the case of (100) PbSe quantum wells, 
this gives a quantum of absorptance of 4 times πα/2 = 2πα, except in the energy regions where the 
sub-bands have a parabolic dispersion, i.e., for transitions at sub-band edges which lead to visible 
bumps in the absorptance spectrum. This situation is very different from III−V or II−VI direct-gap 
semiconductors characterized by s–p type optical transitions and different band dispersions.

5.6 Epitaxially connected quantum-dot superlattices

PbSe QD synthesis. PbSe QDs were synthesized based on the methodology of Steckel et al.43 For the 
lead precursor, a mixture of 4.77 g lead acetate (99.99%, Sigma-Aldrich), 10.35 g oleic acid (90%, Sig-
ma-Aldrich) and 39.75 g 1-octadecene (90%, Sigma-Aldrich) was heated at 120 °C under vacuum for 
5 hours. For the selenium precursor, 3.52 g selenium powder (99.99%, Alfa Aesar) was dissolved in a 
mixture of 46.59 mL trioctylphosphine (90%, Sigma-Aldrich) and 0.41 mL diphenylphosphine (98%, 
Sigma-Aldrich). Subsequently, 10.25 mL of the lead precursor was heated up to 180 °C at which 7.5 
mL of the selenium precursor was swiftly injected. The mixture was kept at 150 °C for 70 seconds 
and the QD growth was quenched with 30 mL of a methanol/butanol mixture (1:2). The QD product 
dispersion was centrifuged and the QDs were redispersed in toluene. This concentrated dispersion of 
PbSe QDs was washed twice with methanol and the QDs were dissolved in toluene.
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Figure 5.8 | (a) Absorptance calculated for a 6-nm-thick PbSe quantum well without local-field factor. (b) 
Lowest conduction bands and highest valence bands. The steps in the absorptance are associated to the 
transitions shown with the red arrows.
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Formation of square and honeycomb superlattices by means of oriented attachment. The PbSe square 
superlattices were prepared by drop casting of a dispersion of PbSe QDs (size 6.2 nm) in toluene on 
the ethylene glycol (EG) substrate (see Figure 5.9).175 The system is left for 45 minutes at 25 °C. The 
toluene evaporates and the PbSe square superlattices are formed by assembling PbSe QDs at the tol-
uene/air interface after which the QDs attach via their four vertical [100] facets. Heating the system 
at 55 °C for 20 minutes leads to the formation of a square structure network with stronger atomic 
connections between the QDs.

To prepare honeycomb superlattices, an ultra-slow procedure was used as illustrated in Figure 
5.9. A small Petri dish was filled with EG as a liquid substrate and placed in a bigger Petri dish that 
contained toluene. A dispersion of PbSe QDs in toluene was drop casted on the EG substrate. A bea-
ker was placed on top of the Petri dishes to slow down the toluene evaporation. Under these condi-
tions, the evaporation of the toluene solvent and the superlattice formation took around 16 hours. An 
atomically coherent buckled silicene-type honeycomb structure is formed by epitaxial attachment of 
the PbSe QDs via three of their six [100] facets.

PbSe double layer superlattices. To prepare double layer PbSe superlattices, we stamped the first 
monolayer of superlattices on the quartz substrates from EG. We dried the samples under vacuum 
for an hour and stamped the second layer of the superlattices on top of the first layer and dried again 

a

b

EG as liquid substrate

Toluene evaporation

Ultra slow
toluene evaporation

EG as liquid substrate
in a Petri dish with toluene

NCs dispersed
in toluene

Figure 5.9 | Experimental setup for self-assembly and oriented attachment of PbSe QDs. A dispersion 
of PbSe QDs in toluene is prepared. (a) The QDs dispersion is drop casted on top of the ethylene glycol (EG) 
substrate, after which the toluene evaporates in about an hour. The PbSe square superlattices are formed 
by assembling PbSe QDs at the toluene/air interface after which the QDs attach via their four vertical 100 
facets. (b) To form honeycomb superlattices, the EG substrate is put inside another Petri dish containing 
extra toluene. After drop casting the dispersion of PbSe QDs on top of the EG, a beaker was placed on top 
of the Petri dishes to slow down the toluene evaporation. After about 16 hours honeycomb superlattices 
are formed.
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under vacuum.

Transformation of PbSe square and honeycomb lattices to CdSe via a cation exchange reaction. Silicon 
nitride TEM grids and quartz substrates with superlattices on top were kept in a 0.1 M cadmium 
oleate solution for 1h at 150 °C and then 175 °C for 10 minutes.176 Afterwards, we cleaned the sam-
ples by immersing them in toluene, butanol/methanol (1:1), and methanol, respectively.

Electron microscopy and electron diffraction. Electron micrographs and selected area electron diffrac-
tion were recorded on a FEI Tecnai 20 operated at 200 kV. The HAADF-STEM measurements were 
performed using a double aberration corrected FEI Titan operated at 300 kV. 
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Figure 5.10 | Electron diffraction tomography of superlattices. (a) If the QDs are oriented with their 
{100} facets upwards, 4 spots on the <200> rings will be formed. (b) Most of the QDs are oriented with their 
{100} facets upwards, however, there are some with different orientations. As a result, a ring with four slight-
ly sharper spots formed on <200> ring. (c) All the QDs are oriented with their {100} facets upwards. They 
are very well self-assembled, but without any atomic connection (attachment). Therefore, relatively thick 4 
spots appear. (d) Atomic connections (necks) between the QDs in the square superlattices lead to narrower 
spots. (e) Thicker necks between the QDs result to very sharp and narrow spots. (f) If the QDs are oriented 
with their {111} facets upwards, 6 spots on the <220> ring will be formed. (g) In the case of silicene-type 
honeycomb superlattices, the {111} facets of the QDs are always upwards and the QDs are atomically con-
nected. This results in very sharp and narrow 6 spots on the <220> ring.
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Optical characterization. For the optical absorptance measurements, the superlattices on the quartz 
substrates were loaded in a custom-made sample holder inside an oxygen and water free glovebox. 
The optical absorption spectrum of the PbSe QDs dispersed in tetrachloroethylene was obtained 
on a PerkinElmer® LAMBDATM 950 UV–vis–NIR spectrometer. The absorptance measurements of 
the PbSe superlattices were performed on a Bruker Vertex 70 FT-IR spectrometer or PerkinElmer® 
LAMBDATM UV–vis–NIR spectrometer equipped with an integrating sphere. The absorptance 
spectra of the CdSe superlattices were obtained with a PerkinElmer® LAMBDATM 900 UV–vis–NIR 
spectrometer equipped with an integrating sphere. The use of an integrating sphere reduces the con-
tribution of scattered light to the measured transmission. For all measurements the transmission of 
the bare quartz substrate is subtracted.

Absorptance measurements on CdSe samples. Figure 5.12 shows absorptance measurements on the 
two different CdSe samples as for PbSe in Chapter 5.2; QDs in a honeycomb superlattice and square 
superlattice.

Figure 5.11 | Overview of multiple absorptance measurements on the two PbSe superlattice sam-
ples performed by multiple research groups. In Figures 5.2c,d representative measurements are used. (a) 
PbSe QD honeycomb superlattice, showing an average absorptance of 1.0% at 0.7 eV. The red and yellow 
spectra are prepared and measured in Utrecht and the purple and blue are prepared and measured in Delft. 
The difference between the two sets is caused by an integrating sphere used for the absorptance measure-
ment in Delft, reducing the contribution of scattering in the measurement. b-d are all absorptance spectra 
on PbSe QD square superlattices prepared and measured in respectively Utrecht, Delft, and Ghent. The 
spectra show an average absorptance of 1.3% at 0.7 eV.
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Dielectric screening in superlattices of epitaxially-connected QDs. The local-field factor F in square 
lattices of epitaxially-connected QDs was calculated using an atomistic approach in order to describe 
the effect of the epitaxial connections on the dielectric response. In this approach, the dielectric sys-
tem is modeled as an ensemble of N atoms. We define on each atom i the average (energy) potential 
Vi which is related to the variations of charge δnj on all atoms j, i.e., the induced polarization charges. 
As described in refs 198,199, each physical quantity in this atomistic model is thus described by a 
matrix of size N. The bare potential V0 induced by the external field E, the screened potential V, and 
the charges δn are all defined by a column matrix of length N. The potentials and charges are linked 
by the linear relation δn = χV where χ is the N × N polarization matrix that describes the noninter-
acting density response function. The screened potential, from which we derive Ein, is also given by 
V = V0 + vδn where the matrix v represents electron-electron Coulomb interactions, i.e., vn,m = e2/|Rn 
− Rm| where Rn is the position of atom n. Combining these equations leads to V = ε−1V0 where ε is 
the N × N dielectric matrix equal to I − vχ where I is the identity matrix. As described in ref 199, the 
non-diagonal terms of χ are restricted to nearest neighbors, and the bond polarizability is adjusted to 
give the correct dielectric constant εin for the bulk semiconductor.

The superlattices are composed of tangent spheres of diameter D connected by cylindrical necks 
of diameter d.200 When the ratio d/D increases, the local-field factor increases because a large part of 
polarization charges are repelled to infinity. In the extreme limit where all QDs would fuse to form 
a perfect 2D layer (quantum well), F tends to unity, the external field is unscreened, all polarization 
charges are at infinity. The values of F given in Chapter 5.2 were calculated for d/D = 0.6, D = 5.5 
nm for PbSe, D = 6.1 nm for CdSe. We have checked that a ligand shell (represented by a dielectric 
shell) surrounding the superlattice has a minor effect on F, because polarization is dominated by the 
epitaxial connections between the QDs, polarization coming from ligands has a minor effect.

The methodology used to calculate the local-field factor F in honeycomb superlattices is the same 
as for square ones. Again, each QD has a spherical shape and is connected to its three neighbors via 
cylindrical necks. However, the two QDs of the unit cell of the honeycomb lattice are not in the same 
plane since there is a 90° angle between bonds joining neighbor QDs.176,201 The factor F is found to 
be smaller in honeycomb superlattices than in square ones because, along the electric field direction, 
the QDs in the same plane are disconnected, connections are only present between QDs of different 
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4 Figure 5.12 | Absorptance spectra of the two types of CdSe 
QD samples as for PbSe in Chapter 5.2. Absorptance spectra 
of CdSe QDs in a honeycomb superlattice (green) and square su-
perlattice (blue). The absorptance at 2.0 eV is 1.6% for both su-
perlattices. In black and gray the spectrum calculated using the 
oscillator strength of 6 nm QDs,71 the superlattice parameter and 
the screening factor ( |F|2 = 0.66 and |F|2 = 0.75 respectively for 
honeycomb and square superlattice). See also Chapter 5.4 and 
Chapter 5.6.
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planes (chiral lattice). However, in this configuration, the dielectric response of the ligands becomes 
non negligible. As a consequence, the results were calculated for a honeycomb lattice fully embedded 
in a planar dielectric layer (thickness = 8.4 nm, dielectric constant = 3) that simulates the ligand shell.

Modeling of the optical absorptance of lattices of QDs. In this work, the band-edge absorption peak 
of the superlattices of QDs was calculated using the two-level model presented in Chapter 5.4. We 
assume that the total oscillator strength f, summed over all transitions contributing to this peak at the 
energy ħω0, is the same as in single QDs. This assumption is based on the fact that, in superlattices of 
epitaxially-connected QDs, valence and conduction minibands are mainly derived from band-edge 
states of their constituent QDs.200–202 The band-edge absorptance is given by Equation 5.27 and 
Equation 5.28 in which f is deduced from optical cross sections measured on PbSe203 and CdSe71 
QDs in solution. For the QD sizes considered in the present work, f is 15 and 17 for respectively PbSe 
and CdSe.

Parameters characterizing the absorptance of lattices of QDs. Table 5.2 reports the different parameters 
that define the band-edge absorption of PbSe (CdSe) QDs in the different configurations studied 
in this work. The peak energy ħω0 and the broadening energy η are adjusted on experiments. The 
oscillator strengths are those of QDs in solution.71,203 The values of F for superlattices of epitaxially 
connected QDs were computed using the atomistic dielectric model described above. The S0 values 
are obtained from TEM images. The good agreement between theoretical and experimental spectra, 
Figure 5.2 for PbSe, Figure 5.12 for CdSe, demonstrates that this model provides an accurate descrip-
tion of dielectric screening in superlattices of epitaxially connected QDs.

Configuration Compound f ħω0 (eV) η (eV) |F|2 S0 Surrounding

Honeycomb superlattice PbSe 15 0.690 0.045 0.36 6.22√3/2 4/(1.44+1)2

Square superlattice PbSe 15 0.695 0.045 0.59 6.22 4/(1.44+1)2

Honeycomb superlattice CdSe 17 1.970 0.065 0.66 6.02√3/2 4/(1.46+1)2

Square superlattice CdSe 17 1.970 0.065 0.75 6.02 4/(1.46+1)2

Table 5.2 | Parameters characterizing the band-edge absorption for QDs in different configurations. 
For QDs in lattices, |F|2 is calculated using the atomistic dielectric model. These |F|2 values and the correction 
factor for the surroundings (solvent or substrate) are used to generate the screening-free, i.e., electronic 
contribution, absorptance at 0.7 eV and 2.0 eV for respectively PbSe and CdSe, shown in Figure 5.2. The val-
ues in this table are also used to generated the theoretical absorptance shown in Figures 5.3c,d and Figure 
5.12 by using them in Equation 5.28.
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5.6 Epitaxially connected quantum-dot superlattices

The ruler principle. For a 3D semiconductor, light absorption is best quantified using the absorption 
coefficient a rather than the absorptance A. The absorption coefficient a is defined in terms of the 
incident light intensity dI that is absorbed by a material slab with a thickness dx:

In what follows, we will write the slab thickness dx in units of the exciton Bohr diameter 2rX, 
hence dx = 2rXdn with dn the number of monolayers. Since the characteristic length for absorption 
(1/a) is in general much larger than 2rX, the absorptance per Bohr diameter is given by the product 
a times 2rX. Moreover, the effective 2D density of states ρ2(E) at the transition energy E of such a slab 
can be written as the product 2rXρ3D(E) of the Bohr diameter and the 3D density of states. By means 
of Equation 5.22, the absorption coefficient of a semiconductor structure with a unit surface area and 
a thickness 2rX can then be written as

Since we know the absorptance of a 2D semiconductor, a more practical expression for the ab-
sorption coefficient of a semiconductor structure is obtained through the following approach:

•	 Normalize the density of states using the density of states of a 2D semiconductor.

•	 Introduce a correction factor γ2 that takes differences in the integrated absorption cross section 
into account when comparing a given semiconductor structure with a 2D system.

As a result, we can rewrite Equation 5.38 as:

with

In the supporting information of ref 184, we have shown that the entire correction factor Θ in 
Equation 5.39 is of the order of 1 for the band-edge transition of a bulk semiconductor. These results 
highlight that, as a good estimate, the band-edge absorption coefficient of a 3D semiconductor can 
be written as:

Figure 5.13 (right page) | Absorption coefficient spectra for various bulk semiconductor materials of 
respectively GaAs,180 GaSb,204 InP,205 InAs,206 InSb,181 PbS,182 PbSe,182 PbTe,182 zb-CdS,207 w-CdS,208 zb-
CdSe,209 w-CdSe,210 and CdTe.211 The vertical gray line shows the band gap, the horizontal line the value 
of mπα/2rX. The values for the bandgap (Eg) and exciton Bohr radius (rX) are from ref 183. We can see that 
they often cross each other on the absorption coefficient spectra, indicating a(Eg) = mπα/2rX as discussed 
in Chapter 5.2 and shown in Figure 5.3f.

dI
I

= −adx. (5.37)

a = 1
2rX

σiρ3D2rX. (5.38)

a =
σi,2Dρ2D
2rX

(γ2
ρ3D
ρ2D

2rX) = πα
2rX

Θ, (5.39)

Θ = γ2
πℏ2

μ
ρ3D(ℏω)2rX. (5.40)

a ≈ πα
2rX

. (5.41)
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5.6 The quantum of absorptance as a ruler to quantify absorption spectra 
of semiconductors

We incorporated a single PbSe honeycomb superlattice on top of interdigitated gold electrodes to 
form a photoconductor, see Figure 5.14. In order to do so, an atomically coherent PbSe honeycomb 
superlattice was assembled on the surface of the EG substrate, and then stamped onto the interdigi-
tated electrodes, which feature a total electrode length of 34 cm and a gap of 25 µm gap between both 
electrodes. All measurements and device characterization were conducted with the sample being 
loaded in an airtight cell, prepared inside a glovebox to avoid oxidation of the sample. We ana-
lyzed the photoconductivity of the device by exciting the sample with light with energy-independent 
photon flux. The light intensity was modulated by a mechanical chopper within a frequency range 
from 1 to 500 Hz, and the resulting modulated photocurrent across the sample was measured. The 
illumination source was a halogen lamp, monochromatized by a SP-2150i Acton monochromator 
using a grating with 600 groves mm−1 and a blaze wavelength of 1 µm. A silicon filter was placed 
directly after the monochromator exit. A Keithley 2614B supplied the voltage applied across the 
sample. A home-written software in LabView controlled spectral photoconductivity experiments. 
Current-voltage curves were measured using the Keithley 2614B SMU with and without illumination 
via a white light LED and controlled by a home-written software in Python.

Figure 5.14b presents the current-voltage curves in the dark and under illumination. The respon-
sivity spectrum in Figure 5.14c measured with a modulation of 10 Hz closely reproduces the features 
of the absorptance spectrum observed for a PbSe honeycomb sample. However, the first and second 
optical transitions are more clearly observed than in an absorptance spectrum. This shows that the 
broadening of the absorptance resonances, and especially the onset at 0.5–0.6 eV is partially due to 
scattering. The signal-to-noise ratio in the responsivity spectra is excellent and shows the promise 
of such superlattices to be used in photodetectors. Also other 2D material platforms, such as mono-
layers of metal chalcogenides, have been reported for sensitive photodetection.185 The superlattices 
that we propose here can be prepared from different semi-conductors and with a variable degree of 
quantum confinement as well, thus holding promise for cheap and sensitive photodetectors over a 
broad spectral region down to the mid-infrared.
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Figure 5.14 | Photoconductivity measurements on PbSe honeycomb superlattices. (a) A sketch of 
experimental arrangement for photoconductivity measurement on honeycomb superlattice. (b) The cur-
rent-voltage curves of the PbSe QD honeycomb superlattice in the dark (black) and under illumination (yel-
low). (c) Responsivity spectrum for the PbSe QD monolayer honeycomb superlattice (black) reproducing 
the same features of the absorption spectrum (blue) but with more detail.





Chapter 6

Slow hole localization and fast electron 
cooling in Cu-doped InP/ZnSe quantum dots

Impurity doping of low-dimensional semiconductors is an interesting route towards achieving con-
trol over carrier dynamics and energetics, e.g., to improve hot carrier extraction, or to obtain strongly 
Stokes shifted luminescence. Such studies remain, however, underexplored for the emerging family 
of III–V colloidal quantum dots (QDs). Here, we show through a detailed global analysis of multi-
resonant pump–probe spectroscopy that electron cooling in copper-doped InP quantum dots (QDs) 
proceeds on subpicosecond time scales. Conversely, hole localization on Cu dopants is remarkably 
slow (1.8 ps), yet still leads to very efficient sub-bandgap emission. Due to this slow hole localization, 
common Auger assisted pathways in electron cooling cannot be blocked by Cu doping III–V sys-
tems, in contrast with the case of II–VI QDs. Finally, we argue that the structural relaxation around 
the Cu dopants, estimated to impart a reorganization energy of 220 meV, most likely proceeds simul-
taneously with the localization itself leading to efficient luminescence.

Based on 

P.T. Prins, D.A.W. Spruijt, M.J.J. Mangnus, F.T. Rabouw, D.A.M. Vanmaekelbergh, 
C. de Mello-Donegá, P. Geiregat

The Journal of Physical Chemistry Letters 13, 9950–9956 (2022)
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6.1 Introduction

Owing to rapid developments in the last 30 years, colloidal semiconductor nanocrystals (quan-
tum dots, QDs) are currently applied as luminophores in displays and lighting.7 The promise of QDs 
extends beyond these applications; QDs may form the active building blocks for solution-processable 
lasers,212 bioimagers, luminescent solar concentrators (LSCs) and solar cells.9 QDs combine a certain 
ease of processing with size- and shape-dependent optoelectronic properties as observed in both 
the energetics and dynamics of charge carriers. A key process in carrier dynamics is carrier cooling 
after nonresonant photoexcitation. In applications that rely on the extraction of hot carriers, such as 
non-conventional photovoltaics and photocatalysis, this cooling is undesired.213,214 In many cases, 
however, fast cooling, i.e., on a femtosecond time scale, is observed,215 mostly facilitated by electron–
hole coupled Auger mechanisms.216–219 In II–VI QDs, this dominant Auger cooling pathway can be 
blocked by fast trapping valence band holes at doping-induced in-gap states leading to acclaimed 
multi-picosecond hot electron lifetimes.220–222 Based on the above, the process of Cu doping may 
also be a means to slow down hot-electron cooling in the more environmentally friendly family of 
III–V QDs, such as InP. Cu doping in InP QDs was shown to cause quenching of the band-edge emis-
sion and concomitant appearance of a broader, sub-bandgap emission.223–225 These changes in the 
steady state emission properties were ascribed to fast hole localization onto Cu+ dopants, followed 
by a structural lattice relaxation of the atoms around the Cu2+ site leading to strongly Stokes-shifted 
radiative recombination, similar to their II–VI counterparts.224,226,227 Even though hole localization 
most likely occurs in III–V systems, for this to lead to a blocking of the Auger process critically de-
pends on the time scale of electron–hole Auger coupling compared to the extraction of holes from 
the valence band by trapping. To date, the time scales of the assumed hole localization with respect 
to electron cooling remain unknown. It is therefore unclear whether the concept of slowing down 
electron cooling via doping also applies to the emerging family of III–V QDs with restricted toxicity.

Besides its effect on Auger electron–hole coupling, impurity doping enables sub-band gap lu-
minescence.228 The Stokes shift can be considerable and depends on the energetics and dynamics 
of the structural reorganization around the trapped carrier. Impurity-induced emission with a high 
quantum yield is much desired in LSCs in order to avoid photon losses by reabsorption in the QD 
luminophores.229,230 In laser materials, the impurity level can result in population inversion and gain 
due to the large Stokes shift, similar to what is found in organic dyes.231 So far, the understanding of 
charge-induced structural reorganization remains limited, in particular for III–V QDs.

In this chapter, we study the effect of Cu doping on the charge-carrier cooling dynamics in InP 
QDs. We use broadband and ultrafast pump–probe transient absorption (TA) spectroscopy with a 
range of different excitation wavelengths, chosen to be resonant with the relevant optical transitions. 
This method is ideally suited to investigate hot-carrier dynamics on the relevant time and energy 
scales.232 However, as the simultaneous occurrence of transient bleaches, spectral shifts and induced 
absorptions observed in such experiments make data interpretation very difficult, we proceeded to 
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employ an unbiased global-fit analysis method to identify excited states and quantify their dynamics 
in the context of cooling and structural reorganization.233–238 As opposed to Cu-doped II–VI sys-
tems, we find that electron cooling in Cu:InP proceeds on ultrafast subpicosecond time scales where-
as hole localization on Cu+ in InP QDs occurs on a much slower, multiple picosecond, time scale. 
Hence, Cu dopants in InP quantum dots are most likely not able to prevent commonly observed 
Auger-assisted carrier cooling and are surprisingly ineffective as a strategy to slow down hot carriers. 
Hole localization onto Cu+ leads to Cu2+, which shows a strong reorganization energy. We do not 
observe this effect separately from the relaxation within our time resolution (about 150 fs), which 
suggests the process is extremely fast and most likely overlaps temporally with the hole localization 
itself, thereby finally leading to the observed efficient Stokes shifted emission.

6.2 Results and discussion

Cu-doped and undoped InP/ZnSe/ZnSe0.5S0.5/ZnS core/shell QDs, consisting of a ~3 nm InP 
core and a 3 monolayer shell, were prepared following a synthesis procedure adapted from litera-
ture,223 see the methods in Chapter 6.4 and optical characterization of the InP cores in Figure 6.6. For 
simplicity, the explicit specification of the QD shells will be omitted hereafter. Inductively coupled 
plasma optical emission spectrometry (ICP-OES) on thoroughly washed core/shell samples shows 
that the Cu-doped InP QDs contain on average 30 Cu atoms per QD (SI). Both higher and lower 
doping levels were checked but results are always in line with what follows.

The absorption spectrum of the undoped InP QDs shows features at 2.2 and 2.7 eV (Figure 6.1a), 
which are assigned to transitions from the 1Sh and 1Ph level in the valence band (VB) to the 1Se and 
1Pe level in the conduction band (CB), respectively.241 The emission spectrum shows band-edge 
emission at 2.1 eV with a broad tail to lower energies related to trap states242,243 (Figure 6.1a). Upon 
Cu doping, the absorption peaks broaden and an absorption shoulder appears at lower energy, which 
is assigned to the excitation of Cu+ d-electrons to the CB.224,244,245 Such impurity-related absorption 
is often very low in oscillator strength, but can be clearly resolved here with an oscillator strength 
about 1 order of magnitude below the band edge absorption. Moreover, the band-edge emission is 
quenched, while a broad emission peak appears at 1.47 eV (Figure 6.1a). The resulting shift between 
the absorption peak at 2.2 eV and the emission is usually referred to as the apparent or global Stokes 
shift,246,247 here 0.74 eV. The emission observed in Cu-doped InP QDs has a photoluminescence 
(PL) lifetime of 480 ns (Figures 6.1b and Figure 6.7a) with a quantum yield of 40%, which is much 
longer than that of the band-edge emission in undoped InP QDs (viz., 40 ns, Figures 6.1b and Fig-
ure 6.7b). The ratio of the two lifetimes (480/40) matches the expected ratio of oscillator strengths 
obtained from absorption, being 1 order of magnitude, indicating little competition with nonradi-
ative channels for the Cu-localized exciton. These observations are consistent with previous results 
on Cu-doped QDs226 and allow us to assign the emission observed in Cu:InP QDs to the radiative 
recombination of a Cu-localized hole with a delocalized CB electron.

Figure 6.2a shows the normalized transient absorption (ΔA) spectra for Cu-doped and undoped 
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InP QDs at 1 ns after excitation at 3.1 eV. At this delay time, all carriers have relaxed to their lowest 
excited state but have not yet recombined radiatively, as the PL decay time is much longer at 40 ns 
for undoped or 480 ns for doped QDs (Figure 6.1b). Both spectra show a negative signal (bleach) at 
2.2 eV, matching the 1Sh–1Se transition observed in the steady-state absorption spectra (Figure 6.1a). 
This transition is bleached in both the Cu-doped and undoped InP QDs; this can be understood by 
seeing that, in both cases, the lowest excited state has an electron-occupied 1Se level. The TA spec-
trum of the Cu-doped InP QDs shows an additional bleach around 1.9 eV, which is absent in the TA 
spectrum of undoped QDs. This transition is also observed in the steady-state absorption spectrum 
of Cu-doped InP QDs, where it is assigned to the excitation of a Cu+ d-electron to the 1Se CB level, 
creating a Cu2+–1Se excited state. Consequently, occupation of the 1Se level bleaches this transition 
(Figure 6.2b). Besides negative signatures, both spectra also show a positive signal (photoinduced 
absorption) in the near-infrared region with a similar amplitude, from 1.0 to 1.7 eV (Figure 6.2a). 
This induced absorption is assigned to intraband transitions involving the excitation of the photo-
generated electron and hole to higher CB and VB states, respectively.248 The induced absorption 
does not show any significant kinetics on the time scale of the experiment (up to 3 ns) and appears 
instantly after excitation.

To determine the energies of the 1Sh–1Se and the Cu2+–1Se excited states, we fitted the bleach 
spectrum of the Cu-doped InP QDs to two Gaussians (Figure 6.2d). The transitions are broadened 
due to variations in size, shape, and composition of the QDs, surface imperfections that affect ex-
cited-state energies,239 possible fine-structure splitting, and finally electron–phonon coupling.249 
The absorbing and emitting transitions between the ground state and the Cu2+–1Se excited state are 
particularly broad (Figure 6.2d), mainly because the localized nature of the hole increases phonon 
coupling.224 The shift between the maxima of the Cu+ to 1Se bleach (Figure 6.2d, orange dashed line) 

Figure 6.1 | Linear Optical Properties. (a) Absorption (dashed) and emission (solid) spectra of Cu-doped 
(red) and undoped InP (green) QDs. Both QDs have a ZnSe/ZnSe0.5S0.5/ZnS shell. The absorption spectra are 
normalized at 4.1 eV (Figure 6.6). The full width at half maximum of the emission from the Cu-doped and 
undoped QDs is 350 and 200 meV, respectively. (b) Photoluminescence decay curves of Cu-doped (red) and 
undoped InP (green) QDs under 515 nm excitation, taken at their respective emission maxima. The dashed 
lines show fits to a model for recombination between a delocalized electron and a localized hole239 and a 
model of single exponential decay and delayed emission,240 respectively (Figure 6.7).
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and the emission, i.e., the Stokes shift, is 440 meV (Figure 6.2d, red line). Within the framework of 
a generalized Marcus model, this energy shift is twice the reorganization energy of the lattice for ac-
commodating the change in the effective Cu oxidation state upon localization of the photogenerated 
hole. This reorganization energy of 220 meV is in line with reports on other Cu-containing QDs and 
DFT predictions on II–VI clusters.224,244 The vibrational-zero level of the Cu2+(0)–1Se excited state 
is in the middle between the maxima of absorption and emission, which is at 1.7 eV, see Figure 6.2d. 
We estimate the energy of the 1Sh–1Se excited state from the energy of the maximum of the corre-
sponding bleach feature (Figure 6.2d, green dashed line) at 2.2 eV.

By exciting the InP QDs with different pump wavelengths, we can create various excited-state 
configurations and follow their decay pathways. A pump pulse with an energy of 1.65 eV excites 
Cu-doped InP QDs selectively (resonantly) in the Cu+-to-1Se transition (Figure 6.2c, orange arrow). 
Figure 6.3a shows the resulting TA spectra, measured at different delay times, −1 ps and between 0.1 
and 7 ps (Figure 6.8a for 2D heatmap). The shape of the spectrum is independent of delay time and 
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Figure 6.2 | Energetics of absorption and emission. (a) Normalized TA spectra of Cu-doped (red) and un-
doped InP QDs (green) after carrier cooling (1 ns delay time). (b) Schematic representation of the transitions 
that are blocked (solid arrows with cross) and new excited-state absorption transitions (dashed arrows). (c) 
Configurational diagrams of the ground and excited many-body states involved in excitation, cooling, trap-
ping, and emission (not to scale and only some vibrational levels are shown). The coordinate q represents 
the environment around the Cu site. (d) The TA spectrum of the Cu-doped InP QDs decomposed into con-
tributions of a VB to CB bleach (green) and a Cu+ to CB bleach (orange). The emission spectrum is shown in 
red. The apparent and real Stokes shift are indicated with the blue and yellow arrows, they are 0.74 and 0.44 
eV, respectively.
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shows the absorption bleach of the Cu+ → 1Se and the 1Sh → 1Se transitions that we identified before 
(Figures 6.2c,d). This is consistent with instantaneous, i.e., within our time resolution, formation of 
the Cu2+–1Se excited state, from which radiative decay is slower than the time range of 3 ns available 
with our TA instrument (Figure 6.1b). 

Shorter pump wavelengths produce TA spectra that change over the first few picoseconds after 
excitation (Figures 6.3b,c). Excitation with 2.18 eV, which matches the 1Sh-to-1Se transition (Figure 
6.2c, green arrow), results in minor spectral changes over the first few picoseconds, most notably in 
the tail of the absorption bleach at 1.9 eV (Figure 6.3b, Figure 6.8b for 2D heatmap). After a few pico-
seconds, the TA spectrum excited with 2.18 eV is the same as that excited with 1.65 eV (Figure 6.3a). 
We conclude that the dynamics in the first few picoseconds are most likely due to relaxation from the 
1Sh–1Se excited state to the Cu2+–1Se excited state that we pumped in Figure 6.3a.

Continuing our systematic variation of pump wavelength, we excite nonresonantly at 3.1 eV. This 
results in an early time TA spectrum with multiple positive and negative signals (Figure 6.3c, Figure 
6.8c for 2D heatmap). Within <1 ps, the spectrum converges to the early time spectrum that we saw 
before in Figure 6.3b, after which it changes further to resemble the spectra seen in Figure 6.3a. This 
is consistent with initial creation of an excited state with excess charge-carrier energy, which first 
relaxes to the 1Sh–1Se excited state that we pumped in Figure 6.3b, and then further to the Cu2+–1Se 
excited state that we created in Figure 6.3a.

When the spectral changes are as intricate as in Figure 6.3c, it is challenging to quantitatively 
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Figure 6.3 | Multiresonant TA spectroscopy. (a–c) Experimental transient absorption spectra of Cu-doped 
InP QDs at different delay times (−1, 0.1, 0.3, 0.5, 1, 1.5, 4, and 7 ps from blue to red) normalized for the ab-
sorbed fluence (see Chapter 6.5). The QDs are excited at (a) 1.65 eV, (b) 2.18 eV, and (c) 3.1 eV. (d–f) Global fit 
results from the data shown in panels a–c, using the model depicted in Figure 6.4. The arrows in the panels 
a–c, d–f indicate the excitation energy with the same color coding as in Figure 6.4.
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understand the cooling dynamics from single-wavelength kinetic analysis. To retrieve the spectral 
signatures of the different excited states and quantify their lifetimes, we used an unbiased global fit 
analysis method with the kinetic model depicted in Figure 6.4 (see Chapter 6.7 for rate equations 
and fitting procedure). The spectra from the global fit are given in Figures 6.3e–g for the Cu-doped 
and undoped InP QDs, respectively. Comparing the experimental TA spectra (Figures 6.3a–c) to the 
fitted spectra (Figures 6.3e–g), we see that the agreement is excellent. Same, when we plot the data 
and global fit results as a function of time for specific energies, which can be found in Figure 6.9.

From our global-fit procedure, we can reconstruct the pure transient absorption spectra of the 
excited states involved. Important to note is that we do not input these spectra into the global fit but 
instead, they are an unbiased outcome of the fitting procedure. The spectra of the excited states of 
Cu-doped InP QDs for the three different excitation energies are shown in Figure 6.5a. The spectra 
of the excited state III are very comparable for the three different excitation energies (Figure 6.5a 
(lowest row), see also Figure 6.10). As discussed above, excited state III must be the Cu2+–1Se state, 
which we create instantaneously when pumping at 1.65 eV (Figure 6.2c, orange arrow). This state 
could in principle be a vibrationally excited state of the Cu2+, say Cu2+(*) in Figure 6.2c, or directly 
the vibrational ground state Cu2+(0). Both should be separated by the reorganization energy, but no 
such distinct set of spectra is obtained from the global fit. This indicates that the process of reorgani-
zation is faster than our time resolution, happening hence in concert with the hole localization itself. 
Arguing this reorganization is slower than our 3 ns time window is countered by the observation that 
the transient Stokes shifted PL build ups instantly, apart from the 150 ps time resolution, as is shown 
in Figure 6.7b.

The spectra of excited state II, which is the intermediate state under 3.1 eV excitation and the 
initial state under 2.18 eV excitation, are also remarkably similar for the two excitation wavelengths 
(Figure 6.5a (middle row), see also Figure 6.11). Note: in the 2.18 eV experiment we created 55% of 
excited state II and 45% of excited state III at t = 0, due to overlap of the absorbing transitions (Figure 
6.2d, green and orange dashed lines). The striking similarity between the spectra confirms that after 
nonresonant excitation (3.1 eV excitation), the system initially relaxes to the same excited state that 
we create by excitation at 2.18 eV. We therefore interpret excited state II as the 1Sh–1Se state, which 
we excite resonantly at 2.18 eV (Figure 6.2c, green arrow) and in which both the hole and electron 
occupy a delocalized band-edge level. We emphasize again that our global-fit procedure does not 

Figure 6.4 | An overview of the excited states cre-
ated with the three different excitation energies, 
respectively blue, green, and orange. kI and kII are 
cooling processes and kIII is the final radiative re-
combination (dashed red arrow).
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impose these similarities of the spectra a priori. The changes in the TA spectra between excited states 
II and III are induced by the hole localization on Cu which shows up as an extra bleach at 2.1 eV. Pre-
vious work on CdSe-based QDs has shown that a hole with excess energy can induce a photoinduced 
absorption on the lower energy side of the 1Sh–1Se bleach (Figure 6.12).250,251 Such a positive signal 
can partially cancel the bleach of the Cu+ to 1Se transition. The difference between the TA spectra 
of excited states II and III is likely due to the disappearance of such a type of additional induced ab-
sorption feature at 1.9 eV, because the hole cools, i.e., loses its excess energy, when localizing on Cu. 
As argued above, we only observe one final state for the localized hole, indicating that any structural 
relaxation occurs either in concert with or faster than our time resolution.

The highest excited state I of Cu-doped InP QDs (Figure 6.5a (top row)) produces a derivative-like 
feature around the band gap energy at 2.1 eV and a bleach around 2.7 eV. This looks similar to the 
initial excited state we observe when performing the same measurement on the equally sized but 
undoped InP-based core/shell QDs (steady-state measurements in Figure 6.1a, TA measurements in 
Figure 6.13). The bleach at 2.7 eV matches well with the higher energy feature observed in the steady-
state absorption spectrum (Figure 6.1a), which is assigned to a transition from the 1Ph-level in the 
VB to the 1Pe-level in the CB.241 For this reason, we assign the highest excited state I populated under 
3.1 eV to a situation where the electron occupies the 1Pe level. The electron occupation of the 1Pe 
level typically results in a red-shifted 1Sh → 1Se transition, resulting in the derivative-like feature in 
the differential absorption spectrum at 2.1 eV, as observed very clearly here.232,250 Even though it is 
difficult to label exactly the hole level in the excited state, we can assume that the hole is delocalized 
over the dense hole manifold. For these reasons, we choose the label VBh* –1Pe in Figure 6.5b, to indi-
cate that the carriers are in the bands with excess energy compared to the band edge.

6.3 Conclusion

Our global-fit analysis for different excitation wavelengths unambiguously shows that hole local-
ization from the VB edge (1Sh state) to a Cu+ dopant is remarkably slow (1.8 ps), in particular com-
pared to typical time scales for hot-electron cooling from the 1P level (<500 fs).252–256 Indeed, the 
time constant for hot-carrier cooling for our undoped InP-based core/shell QDs is 250 fs (see Figure 
6.12). The photogenerated hole in both undoped and Cu-doped InP-based core/shell QDs therefore 
remains delocalized during the cooling process (Figure 6.5b). Hence, Cu doping cannot prevent any 
potential involvement of electron–hole Auger coupling in the cooling process. This explains why 
hot electrons created under 3.1 eV excitation relax in only 400 fs, comparable to the lifetime in the 
undoped InP QDs. This conclusion is in stark contrast with the earlier interpretation of TA data on 
Cu-doped CdSe QDs.222 The authors of ref 222 attributed a slower component in the kinetics to slow 
electron cooling following ultrafast hole localization onto Cu. Our results based on a detailed global 
analysis, however, show that this strategy does not work for InP QDs. As to the microscopic nature 
of the very different coupling between the delocalized hole wave function and the Cu sites in II–VI 
versus III–V systems, we can only hypothesize at this point. A luminescence lifetime-fitting model, 
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shown in Figure 6.7c, indicates that Cu atoms are most likely very uniformly distributed in large 
amounts throughout the InP core. Together with the dominantly type-I band alignment in InP/ZnSe, 
this suggests that strong spatial overlap exists between Cu sites and the initial band-edge hole wave 
function. If Cu dopants spread differently in the CdSe-based systems, one could expect a different 
degree of coupling leading to the observed fast hole localization. This thereby raises the question 
how electron cooling in the technologically relevant and environmentally friendly family of III–V 
materials can be slowed down. Combining Cu doping with other ways of reducing the Auger cooling 
rate, e.g., thick and/or type-II core–shell architectures,257–260 might be key to significantly increase 
the lifetime of the hot electron.

To conclude, a rigorous analysis of multiresonant TA spectroscopic studies on Cu-doped and 
undoped InP-based core/shell QDs demonstrates that localization of the photogenerated hole in Cu-
doped InP QDs is slow, with a time constant of 1.8 ps, thereby preventing any slowdown of carrier 
relaxation of hot electrons. Our results further identify that structural relaxation of the Cu site is 
most likely ultrafast with a reorganization energy of 220 meV.
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The spectra are shifted with −5 mOD for clarity. The black arrows show the fitted time constants for the 
transitions between the excited states. (b) Schematic representation of how we interpret the three excited 
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6.4 Additional figures
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Figure 6.7 | Same photoluminescence decay curves as shown in Figure 6.1b but now plotted individ-
ually. (a) Decay curve of Cu-doped InP QDs under 515 nm excitation. The dashed line is a fit to a model for 
recombination between a delocalized electron and a localized hole as in ref 239. The parameter rmax can 
be estimated from the ratio core diameter versus core/shell diameter. From the position of the absorption 
peak of the cores and the amount of shell material added we obtained a core diameter of 3 and a core/shell 
diameter of 4.7. This gives a rmax of 0.640 nm. Subsequently the best fit yields a radiative lifetime of τ0 = 248 
ns, which is the lifetime when the hole is localized directly in the center, i.e., r = 0. Note that this model has 
as few fit parameters as a single exponential fit but still gives a good fit for multi-exponential behavior. The 
mean lifetime, i.e., intensity reduced to 1/e, is 480 ns. (b) Zoom in on the decay curve of Cu-doped InP QDs 
(as shown in panel a), showing −5 to 5 ns. The dashed line is a fit to a step function convoluted with a Gauss-
ian. The standard deviation of the Gaussian is ~170 ps, which is close to the instrument response of the set-
up used to measure the decay curve. There is no indication of a rise in the intensity, i.e., it appears instantly 
within the instrument response. (c) Decay curve of undoped InP QDs under 515 nm excitation plotted on 
a log-log scale to better visualize the slow component. The slow component follows power-law behavior, 
typical for delayed emission.240 The dashed line is a fit to a model of single exponential decay and delayed 
emission as in ref 240. The best fit is obtained with a radiative lifetime of τ = 41.3 ns, a trapping probability 
of p = 14.7%, and a power exponent of α = 2.09.
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Figure 6.6 | (a) Steady-state absorption spectrum of the seed InP cores used for the copper doping and 
core/shell synthesis. The first absorption peak is at 2.21 eV (dashed line). Using the semi-empirical QD siz-
ing function from ref 264 (specifically, equation 6 with parameters from table 2), we find a diameter of 3.0 
nm. The bare InP cores do not show any emission upon photoexcitation. (b) Same absorption spectra as in 
Figure 6.1a but now zoomed out up to 4.1 eV, doped Cu-doped (red) and undoped InP (green) QDs. The 
spectra converge at higher energies, indicating that this is a good way of normalization, independent of 
copper doping.
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Figure 6.8 | Same data as in Figures 6.3a–c but here in 2D format: Panel (a) 1.65 eV excitation in Cu-doped 
InP, panel (b) 2.18 eV excitation in Cu-doped InP, and panel (c) 3.1 eV excitation in Cu-doped InP. (d) 3.1 eV 
in undoped InP. The intensity scales from blue (ΔA = −10) to red (ΔA = 2).
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Figure 6.9 | Global fit results for time traces at energies throughout the entire spectrum. Spectral slices of 
the heat maps in Figure 6.8. The dashed lines are the global fit results. From (a–d), 1.65 eV excitation in Cu-
doped InP, 2.18 eV excitation in Cu-doped InP, 3.1 eV in Cu-doped InP, and 3.1 eV in undoped InP.
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Figure 6.10 | Final transient absorption spectrum (excited state III) of the Cu-doped InP QDs for the three 
different excitation energies. The spectra of the final state only normalized for the absorbed fluence (a) and 
with additional normalization (b), for excitation into the Cu+–CB (1.65 eV, orange), into the VB–CB (2.18 eV, 
green), and at 3.1 eV (blue). The normalization factor of the Cu+ to CB excitation is more prone to errors due 
to the low absorption cross section at that energy. The small shifts can be attributed to slight differences 
between the excited populations due to inhomogeneity.
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Figure 6.11 | Difference (ΔΔA) between the transient absorption spectra of excited state II and III for VB–CB 
(2.18 eV) excitation (green) and 3.1 eV excitation (blue) without additional normalization (a) and with (b). 
The blue ΔΔA spectrum is obtained after subtracting state II from state III for the 3.1 eV excitation (Figure 
6.5a, left row). The green ΔΔA spectrum is the same but for the 2.18 eV excitation (Figure 6.5a, middle row). 
The interpretation of this ΔΔA spectrum is difficult, as discussed above. The presence of a hot/delocalized 
hole shifts transitions, resulting in multiple bleaches and photo-induced absorption features. The addition-
al normalization in panel b corrects for small errors made when normalizing the spectra for the absorbed 
fluence, similar as done in Figure 6.10b. The small shift can be attributed to a slight difference between the 
excited populations due to inhomogeneity.
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Figure 6.12 | Transient absorption spectroscopy measurement on high quantum yield CdSe/CdS/ZnS QDs 
with 2S3/2 excitation, i.e., hot hole excitation (data from ref 251). The red spectrum is the transient absorp-
tion spectrum for a cold electron (in 1Se) and a hot hole (in 2S3/2), and the blue transient absorption spec-
trum is for a cold electron and a cold hole (in 1S3/2). The induced absorption at 1.95 eV originates from a 
lower biexciton energy when a hot hole is present compared to when a cold hole is present.250
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6.5 Methods

Chemicals. Stearic acid (SA, Sigma-Aldrich®, 95%), methanol (MeOH, Sigma-Aldrich®, 99.8%), te-
tramethylammonium hydroxide solution (TMAH, Sigma-Aldrich®, 25 wt% in methanol), copper(II) 
chloride (CuCl2, Sigma-Aldrich®, 99%), 1-octadecene (ODE, Sigma-Aldrich®, 90%, degassed prior 
to use), indium(III) acetate (InAc3, Sigma-Aldrich®, 99.99%), myristic acid (MA, Sigma-Aldrich®, 
≥99%), tris(trimethylsilyl)phosphine (P(TMS)3, ACROS OrganicsTM, 98%), n-octylamine (Sig-
ma-Aldrich®, 99%, degassed prior to use), zinc stearate (ZnSt2, Sigma-Aldrich®, ≥95%), selenium (Se, 
Strem, -200 mesh, 99.99%), sulfur (S, Sigma-Aldrich®, 99.98%), trioctylphosphine (TOP, Sigma-Al-
drich®, 97%), anhydrous acetone (VWR®, ≥99.8%), anhydrous ethanol (Sigma-Aldrich®, ≥99%), an-
hydrous toluene (Sigma-Aldrich®, 99.98%), and butylamine (Sigma-Aldrich®, 99,5%).

Copper precursor. Copper(II) stearate (CuSt2) was prepared by a synthesis protocol adapted from lit-
erature.261 20 mmol (5.670 g) SA was dissolved in 38 mL MeOH by heating to 50 °C. After obtaining 
a clear solution, the reaction mixture was cooled down to room temperature. At room temperature, 
20 mmol TMAH (7.292 g TMAH solution) was added, and the reaction mixture was kept stirring 
for 15 minutes. Subsequently, a solution of 10 mmol (1.345 g) CuCl2 in 12.5 mL MeOH was added 
dropwise to the reaction mixture under vigorous stirring. A green precipitate of CuSt2 slowly floccu-
lated. After adding all the CuCl2 in MeOH, the precipitate was washed with hot MeOH on a Büchner 
funnel, dried under vacuum, and stored in a glovebox. Before using CuSt2 to dope the InP quantum 
dots (QDs) with copper, a 0.008 M solution of CuSt2 in ODE was prepared by heating to 130 °C until 
the CuSt2 was dissolved.

Indium precursor. The indium precursor for the InP core QDs synthesis was prepared in a large 
amount. 3.6 mmol (1.051 g) InAc3, 15.75 mmol (3.597 g) MA, and 45 mL ODE was added to a 
round-bottom flask. The mixture was degassed on a Schlenk line at room temperature until all bub-
bles disappeared. Subsequently, the temperature was increased to 130 °C and degassed until a clear 
solution was obtained. Then the mixture was cooled down to room temperature and became turbid. 
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Figure 6.13 | Global fit results for undoped InP QDs. (a) Experimental transient absorption spectra of un-
doped InP QDs at different delay times (−1, 0.1, 0.3, 0.5, 1, 1.5, 4, and 7 ps from blue to red) normalized for 
the absorbed fluence. The QDs are excited at 3.1 eV. The heat map data can be found at Figure 6.8d and the 
time traces at certain energies at Figure 6.9d. (b) Global fit results from the data shown in panel a. (c) The 
transient absorption spectra of the two excited states obtained from the global-fit analysis method. The hot 
electron state (red), i.e., electron populates the 1Pe level, decays into the cold state (blue) with a lifetime of 
250 fs.
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The mixture was stored in a glovebox.

InP core QDs. Inside a glovebox, one-ninth of the indium precursor was heated to 188 °C in a three-
neck round-bottom flask equipped with a Vigreux condenser. To prepare the phosphor precursor, 0.2 
mmol (58 μL) P(TMS)3, 2.4 mmol (0.4 mL) n-octylamine, and 1 mL TOP were mixed in a vial inside 
a glovebox and transferred to a syringe. At 188 °C, the phosphor precursor was injected rapidly into 
the three-neck round-bottom flask while stirring vigorously. After injection, the temperature was set 
at 178 °C. The color of the reaction mixture changed from orange to dark red. After 30 minutes, the 
reaction was quenched by injecting 3 mL ODE. At room temperature, the reaction mixture was split 
into two equal parts. This synthesis procedure was adapted from refs 223,262.

Cu-doped InP core QDs. One part of the raw InP core QDs mixture was heated to 130 °C. Upon 
reaching this temperature, 2.5 mL of the copper precursor (0.02 mmol CuSt2) was added dropwise. 
After addition, the temperature was increased to 220 °C with a heating rate of ~1 °C min−1. When 
reaching 220 °C, the mixture was cooled down by removing the heating. This synthesis procedure 
was adapted from ref 223.

Cu-doped and undoped InP QDs with a ZnSe/ZnSe0.5S0.5/ZnS shell. The successive ion layer adsorp-
tion and reaction (SILAR) method was used for the growth of a thin and alloyed shell.263 The shell 
exists of a ZnSe layer, a ZnSe0.5S0.5 layer, and a ZnS layer. The layers have the thickness of half a unit 
cell, also frequently called one monolayer. The zinc precursor was a 0.1 M solution of ZnSt2 in ODE, 
degassed at 130 °C for an hour. The selenium/sulfur precursors were a 0.1 M solution of Se/S in 
TOP, sonicated until all material was dissolved. The specific amounts of material needed for SILAR 
depends on the InP QDs core size and number, respectively 3 nm and 140 nmol (in one half of the 
reaction mixture). In this case we added:

Layer Zinc precursor (mL) Selenium precursor (mL) Sulfur precursor (mL)

1 0.33 0.33 -

2 0.46 0.23 0.23

3 0.63 - 0.63

The shell synthesis was done using the raw reaction mixture for the Cu-doped and undoped 
core InP QDs. The zinc precursor was added at 150 °C and allowed to react for 10 minutes. Next, 
the anionic precursor was added. Subsequently, the mixture was heated to 220 °C. After 30 minutes 
the reaction mixture was cooled down again to 150 °C and the same cycle was repeated twice. After 
the last cycle, the reaction was cooled down and the QDs were precipitated by adding acetone and 
ethanol until it became turbid. After redispersing in toluene, this washing step was repeated twice. 
The final sample was stored in a high concentration in toluene in the glovebox. 

Linear Absorption and Luminescence Spectroscopy. For optical measurements, the samples were dilut-
ed with toluene in the glovebox and stored in 10-mm pathlength quartz cuvettes. Absorption spectra 
were measured on a PerkinElmer® LAMBDATM 950 UV–vis–NIR spectrometer. Photoluminescence 
(PL) spectra were recorded on a fiber-coupled spectrometer (Ocean Optics USB4000-FL-395) using 
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a 395-nm LED as excitation source. By placing a 400-nm longpass filter before the spectrometer, the 
excitation light was filtered out. The wavelength-dependent detection efficiency of the spectrometer 
and filter was corrected for, using a calibrated light source (Avantes AvaLight-DH-CAL). PL de-
cay measurements were obtained on an Edinburgh Instruments FLS920 fluorescence spectrometer 
equipped with a 375-nm diode laser (Edinburgh Instruments EPL-375, 100 kHz repetition rate) as 
excitation source and a photomultiplier tube (Hamamatsu H7422) for detection. A PicoQuant Time-
Harp 260 Pico was used for time-correlated single photon counting (TCSPC). The PL photon rate 
was below 1 kHz in all PL decay measurements.

Transient Absorption Spectroscopy. For the transient absorption (TA) spectroscopy measurements, 
the samples were diluted with toluene in the glovebox and stored in 2-mm pathlength quartz cu-
vettes. A titanium-doped sapphire laser was used to generate 800 nm light with 110-fs pulses with a 
repetition rate of 80 MHz (Spectra-Physics® Mai Tai® HP). The pulses were recompressed to 110-fs at 
1 kHz using a regenerative amplifier (Spectra-Physics® Spitfire® AceTM with a 527 nm Spectra-Phys-
ics® Empower® seed laser). From this beam, 95% was coupled into a traveling wave optical parametric 
amplifier (LIGHT CONVERSION TOPAS-PRIME), to generate the light used to pump the QDs, 
i.e., 3.1, 2.18, and 1.65 eV. Before the pump reached the sample, the pump was chopped to 500 Hz. 
The pump profile was determined using a beam profiler (Thorlabs BC106N-VIS/M). The profile rep-
resents a two-dimensional Gaussian with σx and σy respectively 431 and 396 μm. The remaining five 
percent of the 800 nm beam was used to generate the broadband probe from 350 to 800 nm (CaF2) 
or 850 to 1600 nm (YAG crystal). The probe beam was ~10 times smaller than the pump beam and 
aligned to the middle of the pump beam. The arrival of the probe pulse was delayed relative to the 
pump using an automated two-folded delay stage (NewportTM TAS) with a maximum delay of 3 ns. 
The probe spectrum was measured on a fiber-coupled spectrometer. To avoid effects of photocharg-
ing and sample degradation the samples were stirred during the measurements. All TA data used in 
this work is corrected for dispersion in the probe light (chirp)232 by fitting a polynomial function to 
the solvent response of toluene. Additionally, the TA data is normalized by the total number of exci-
tations per area per pulse and the average number of excitons 〈N〉 is always below 0.15 (see Chapter 
6.5 and Chapter 6.6).

Inductively coupled plasma optical emission spectrometry (ICP-OES). Before performing the measure-
ments, the QDs were washed three more times with toluene, acetone, and ethanol (v/v 1:1:16). To 
facilitate the removal of the stearates, 25 µL butylamine was added during the third washing step. 
After the last centrifugation, the QDs were dried under vacuum and subsequently dissolved over-
night in 65% nitric acid (ultrapure for trace metal analysis). This mixture was diluted with ultrapure 
water to ~1 μg mL−1 In in 5% nitric acid. The emission of the samples was measured using a Perki-
nElmer® OptimaTM 8300DV and compared to a calibration curve prepared from diluting a standard 
(PerkinElmer® Multi-Element Standard 3). The obtained Cu to In ratio is 0.1. In a 3-nm spherical 
zinc-blende InP QD are ~300 In atoms. So, there are ~30 Cu atoms per QD.
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6.6 Normalization TA data by total number of excitations per area per pulse

Often, the differential absorbance is normalized for the average number of excitations per QD 
per pulse:

With σp the absorption cross section per QD (cm2), Jp the average fluence in photons per area per 
pulse (cm−2) at the excitation energy p. Jp is the average fluence corrected for absorption throughout 
the cuvette according to:

with Ap the absorbance and J0,p the measured fluence. However, since σp is not easily experimentally 
accessible, we followed ref 265:

with n the (projected) number density per area (cm−2). If we plug Equation 6.3 in Equation 6.1, we 
obtain:

We used n〈N〉 to normalize the differential absorbance:

Here, n〈N〉 corresponds to the average number of excitations per area per pulse (cm−2).

Ap was determined from the steady-state absorption spectrum measured on the samples for TA. 
J0,p was calculated from a laser power measurement and a beam profile measurement by:

with P the power (J s−1), f the frequency (s−1), E the energy of the photons used for excitation (J), and 
S the area of the beam (cm2). 

S was calculated from the width of the beam using:

with σx and σy the standard deviation in the x and y direction from a two-dimensional Gaussian fitted 
to the beam profile.

⟨N⟩ = σpJp, (6.1)

Jp =
1 − 10−Ap

Ap ln 10
J0,p, (6.2)

σp =
Ap ln 10

n
, (6.3)

⟨N⟩ =
Ap ln 10

n
1 − 10−Ap

Ap ln 10
J0,p. (6.4)

n⟨N⟩ = Ap ln 10
1 − 10−Ap

Ap ln 10
J0,p = (1 − 10−Ap)J0,p. (6.5)

J0,p =
P
fES

, (6.6)

S = 2πσxσy , (6.7)
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6.7 Estimation 〈N〉

The average number of excitons 〈N〉 is still important to estimate the amount of multiexcitons. In 
our work we wanted to study the cooling of single excitons, for that reason the number of multiex-
citons must be negligible. To calculate the number of excitons we need to know the absorption cross 
section (Equation 6.1). Good practice has shown that one can estimate the absorption cross section 
at higher energy by using bulk parameters and taking into account dielectric screening.116 Follow-
ing the methodology from ref 266 and the bulk values from Adachi267 we find an absorption cross 
section of 8 ∙ 10−15

 cm−2 at 300 nm. We subsequently scale the absorption cross section with the ab-
sorption spectrum to obtain the absorption cross section at the excitation energies used in this work. 
In all our experiments 〈N〉 < 0.15. The excitons are distributed according to the Poisson distribution. 
The probability that a QD contains N excitons is:

The ratio P(2)/P(1) is equal to 〈N〉/2. Hence, the contribution of biexcitons in our experiments is 
below 7.5%.

6.8 Global fit analysis of TA data

For three excited states, i.e., 3.1 eV excitation of Cu-doped InP QDs:

Using the conditions at t = 0, N1(0) = 1, N2(0) = 0, N3(0) = 0, we can solve the Equations 6.9–6.11. 
Additionally, we set k3 to 0 (this is the radiative decay rate which can be ignored because for cooling 
we only look at the data up to 100 ps). We get the following equations:

For two excited states with the same conditions at t = 0, i.e., 3.1 eV excitation of undoped InP 
QDs, the rate equations are equal to Equation 6.12 and Equation 6.13 with k2 set to zero.

For two excited states but with different conditions at t = 0, i.e., 2.18 eV excitation of Cu-doped InP 
QDs:

P(N) = ⟨N⟩Ne−⟨N⟩

N!
. (6.8)

dN1
dt

= −k1N1(t)

dN2
dt

= k1N1(t) − k2N2(t)

dN3
dt

= k2N2(t) − k3N3(t).

(6.9)

(6.10)

(6.11)

N2(t) = −
k1(e−k1t − e−k2t)

k1 − k2

N1(t) = e−k1t

N3(t) =
k1 − k1e−k2t − k2(1 − e−k1t)

k1 − k2
.

(6.12)

(6.13)

(6.14)

dN1
dt

= −k1N1(t)

dN2
dt

= k1N1(t) − k2N2(t).

(6.15)

(6.16)
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Using the conditions at t = 0, N1(0) = f0, and N2(0) = 1 − f0, we can solve Equation 6.15 and Equation 
6.16. Additionally, we set the radiative decay rate k2 to 0 again. We get the following equations:

All rate equations are convoluted with the instrument response function (IRF). The instrument 
response function is taken as a Gaussian. The equations used for the global fit analysis are:

A time trace at one specific energy for three excited states can be described by:

For the global fit we sum over all time traces in the data set and use a least square fitting method 
to find the best fit parameters. Plotting AE, BE, and CE as function of energy we get the excited state 
spectra as shown in Figure 6.5.

N IRF
x (t) = ∫

∞

−∞
{ 0 τ ≤ t0

Nx(τ − t0) τ > t0
} 1

√2πδ
e− (t−τ)2

2δ2 dτ. (6.19)

IE(t) = AEN IRF
1 (t) + BEN IRF

2 (t) + CEN IRF
3 (t). (6.20)

N1(t) = f0e−k1t

N2(t) = f0(1 − e−k1t).
(6.17)
(6.18)
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Licht, straling in de vorm van fotonen, is essentieel voor het leven. Het dient zo lang als we ons her-
inneren meerdere doeleinden, zoals het geven van warmte, zorgen voor de productie van zuurstof 
en suikerhoudende materialen in planten, geven van ons dag-en nachtritme en het stelt ons in staat 
onze omgeving waar te nemen. Onze eerste en nog steeds belangrijkste bron van licht is de zon, maar 
tegenwoordig kunnen we ons geen wereld zonder kunstlicht voorstellen. We gebruiken het om de 
wereld te verlichten wanneer de zon onder is en zelfs wanneer deze op is, voor communicatie en 
voor verschillende andere activiteiten. Kunstlicht werd mogelijk door de vaardigheid om nieuwe 
materialen te synthetiseren die niet in de natuur voorkomen. We hebben ook materialen ontdekt die 
de energie van zonlicht kunnen benutten om elektriciteit op te wekken voor onze apparaten. Eerst 
was de synthese (het maken) van deze materialen vaak een kwestie van uitproberen en geluk. Door 
de juiste atomen, onze bouwstenen, te combineren, kunnen materialen de gewenste eigenschappen 
krijgen. Ons begrip van dit proces breidt zich steeds verder uit, waardoor we materiaaleigenschappen 
kunnen voorspellen en materialen kunnen synthetiseren op een meer rationele basis.

Samenvatting in het Nederlands
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Creatie en eigenschappen van fotoactieve nanomaterialen

Er zijn verschillende methodes voor het maken van fotoactieve nanomaterialen. De specifieke 
technieken die worden gebruikt zijn afhankelijk van het gewenste materiaal en de beoogde toepas-
sing ervan. De synthese van nanomaterialen en het begrip van hun optische eigenschappen zijn 
cruciaal om hun potentieel optimaal te benutten.

In deze scriptie ligt onze primaire focus op nanomaterialen en nanodeeltjes, deze hebben door-
gaans afmetingen variërend van 1 tot 100 nanometer. Ter referentie, een nanometer (nm) komt over-
een met een miljardste van een meter (zie ook Figuur 1a). Wanneer nanodeeltjes een vaste structuur 
vertonen die is georganiseerd in een geordend atoompatroon, vallen ze in de categorie die bekend 
staat als nanokristallen. Nanokristallen vertonen vaak afwijkende eigenschappen in vergelijking met 
grotere kristallen van hetzelfde materiaal. Deze unieke eigenschappen hebben al eeuwenlang mensen 
gefascineerd, dit gaat terug tot de tijd van de Egyptische farao’s (haarverf, Figuur 1b) en Romeinse 
keizers (Lycurgusbeker, Figuur 1c).

Laten we bijvoorbeeld goud in zijn grootschalige, macroscopische vorm nemen. Het staat bekend 
om zijn gele kleur, reflecterende eigenschappen en weerstand tegen corrosie. Maar wanneer de groot-
te van het goudkristal wordt verkleind tot de nanoschaal, ondergaat het een aanzienlijke verandering 
in eigenschappen. Goudnanokristallen kunnen verschillende kleuren vertonen, afhankelijk van hun 
grootte, variërend van rood tot paars (Figuur 1d). Dit geeft de rode kleur aan het licht dat door de 
Lycurgusbeker schijnt. Met afmetingen op de nanometerschaal hebben goudkristallen ook een ver-
hoogde reactiviteit en worden daarom ook gebruikt als katalysator in chemische reacties.

Halfgeleidermaterialen op nanometerschaal, ook wel bekend als ‘quantum dots’, hebben het be-
grip en de toepassing van halfgeleidermaterialen op revolutionaire wijze veranderd. Een macrosco-
pisch halfgeleiderkristal heeft een vaste energiekloof tussen zijn valentie- en geleidingsbanden. Wan-
neer een lichtdeeltje (foton) een energie draagt die groter is dan deze bandkloof, kan het een elektron 
van de valentieband naar de geleidingsband brengen, waarbij een gat in de valentieband achterblijft. 
De halfgeleider is daardoor geleidend. Het aangeslagen elektron–gat paar kan zich gedragen als twee 
vrije ladingdragers. Het kan ook een door Coulomb-aantrekking gebonden toestand vormen, ge-
naamd een exciton (Figuur 1e). In een zonnepaneel wordt het aangeslagen elektron–gat paar omge-
zet in elektrische arbeid in een uitwendig circuit. Anderzijds kan het elektron ook recombineren met 
het gat, resulterend in de emissie van een foton.

In het verleden vereiste het wijzigen van de bandkloof van halfgeleiders het veranderen van het 
type atomen waaruit het materiaal bestaat. Met quantum dots hebben we echter de mogelijkheid 
om de bandkloof af te stemmen door de grootte van de quantum dots aan te passen (Figuur 1f). Dit 
grootte-afhankelijke fenomeen staat bekend als het kwantum-opsluitingseffect. In macroscopische 
materialen wordt de grootte van een exciton (bekend als de Bohrstraal) bepaald door het samen-
spel van elektron–gat aantrekking en de kinetische energie van elektron en gat. Wanneer de fysieke 
grootte van een quantum dot kleiner is dan de Bohrstraal, wordt het exciton beperkt door de afme-
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tingen van het nanokristal, en neemt de energie van het exciton toe in omgekeerde verhouding tot 
het kwadraat van de diameter van het kristal. Het kwantum-opsluitingseffect leidt tot de instelbare 
emissie-eigenschappen van quantum dots. Bijvoorbeeld, Samsungs QLED-televisies gebruiken op 
indiumfosfide gebaseerde quantum dots voor zowel groene als rode emissie, maar met verschillende 
diameters van respectievelijk 2 nm en 3,5 nm.

De mogelijkheid om verschillende groottes quantum dots te maken werd decennia geleden be-
reikt door factoren zoals temperatuur en het gebruik van specifieke moleculaire reageermiddelen te 
variëren. Echter, het vormingsproces van deze nanokristallen uit hun moleculaire beginstoffen bleef 
onduidelijk. Er werd tot nu toe gesuggereerd dat het proces snelle nucleatie omvat, waarbij meerde-
re atomen samenklonteren, gevolgd door langzame groei door toevoeging van enkele atomen. De 
synthese werd geoptimaliseerd door verschillende opties te proberen, met als doel een eindproduct 

Figuur 1 | Het uiterlijk van nanokristallen en hun interactie met licht. (a) Drie verschillende groottes 
om weer te geven wat een nanometer is. De FIFA® wereldbeker is ongeveer een miljard keer kleiner dan de 
afstand tussen de aarde en de maan. Een goud atoom is dan weer ongeveer een miljard keer kleiner dan de 
wereldbeker. (b) Meer dan 4000 jaar geleden gebruikten de Egyptenaren loodzouten om hun haar te ver-
ven. Ze hadden geen idee dat de zwarte kleur kwam door de 5 nm loodsulfide-nanokristallen in hun haar. 
De foto toont een vloeistof met loodsulfide-nanokristallen. (c) De Romeinse Lycurgusbeker uit de 4e eeuw 
na Christus. De beker lijkt groen wanneer hij van voren verlicht wordt en rood of roze wanneer hij van ach-
teren verlicht wordt. Dit effect wordt gegenereerd door de lichtabsorptie van goud nanokristallen die in het 
glas zitten. (d) Het verschil tussen macroscopisch goud en goud nanokristallen. Een goud nanokristal van 
5 nm heeft een rode kleur, zo’n deeltje bevat ongeveer vierduizend goud atomen. De grootte van de goud 
nanokristallen neemt toe van links naar rechts, resulterend in een kleurverandering van rood naar paars. 
(e) Situatie nadat een foton is geabsorbeerd door een halfgeleidermateriaal. Het foton heeft een elektron 
van de valentieband (VB) naar de geleidingsband (GB) gebracht. Het elektron (rood) laat een elektron gat 
(blauwe stippellijn) achter in de valentieband. Als het elektron en elektron gat gebonden zijn heet dat een 
exciton (links, zwarte stippellijn). Als het elektron terugvalt in het gat komt er een foton vrij. In het geval van 
zonnepanelen, kan het elektron–gat paar worden omgezet in elektrische arbeid (rechts). (f) Quantum dots 
onder een ultraviolette lamp. De emissie is blauw voor 2 nm quantum dots en verschuift naar rood wanneer 
de quantum dots 6 nm zijn. Deze grootteafhankelijkheid is te wijten aan het kwantum-opsluiting effect en 
maakt verschillende emissiekleuren mogelijk zonder de samenstelling van de quantum dots te veranderen. 
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te produceren dat voornamelijk bestaat uit quantum dots met een specifieke grootte, resulterend in 
een specifieke emissiekleur. Dit is cruciaal omdat specifiekere en nauwere emissie zorgt voor hogere 
kleurzuiverheid waardoor de televisie nauwkeuriger kleuren kan weergeven.

Overzicht van het onderzoek beschreven in dit proefschrift
Hoofdstuk 2 presenteert een onderzoek naar de synthese van cadmiumselenide (CdSe) quantum 

dots met behulp van in situ Röntgenverstrooiing. Voor het eerst is de experimentele opstelling die in 
de synchrotron werd gebruikt vergelijkbaar met die in het laboratorium voor de synthese van deze 
nanokristallen. In tegenstelling tot het eerder voorspelde mechanisme van explosieve nucleatie en 
groei beperkt door diffusie, tonen onze bevindingen trage nucleatie en reactiebeperkte groei. Hier-
mee samenhangend observeren we een afnemende groeisnelheid met toenemende nanokristalra-
dius, wat leidt tot “superfocussering” en de synthese van nanokristallen met een specifieke grootte.

Hoofdstuk 3 richt zich op de synthese van anisotrope (niet ronde) CdSe-nanokristallen, namelijk 
nanoplaatjes. Deze nanoplaatjes hebben een gedefinieerde grootte in één dimensie, wat resulteert in 
een specifiekere en smallere emissie in vergelijking met isotrope nanokristallen. Net als in Hoofdstuk 
2 gebruikten we een kwantitatieve benadering om informatie over de grootte en concentratie van de 
nanokristallen te verzamelen tijdens de synthese. Ons onderzoek biedt inzichten in de oorsprong van 
de anisotrope vorm en de aanwezigheid van bijproducten in de vorm van isotrope CdSe-nanokris-
tallen. We identificeren ook een kleine populatie mini-nanoplaatjes in het mengsel, waarvan de groei 
aanzienlijk wordt versterkt wanneer korte coördinerende moleculen worden geïntroduceerd.

In Hoofdstuk 4 onderzochten we de synthese van niet-geleidende natrium yttrium fluoride 
(NaYF4) nanokristallen gedoteerd met fotoactieve lanthanide-ionen, specifiek erbium (Er3+) en 
ytterbium (Yb3+), in tegenstelling tot halfgeleider nanokristallen. Lanthanide-ionen vertonen nog 
nauwere emissielijnen dan halfgeleider nanokristallen en faciliteren een fenomeen dat bekend staat 
als upconversion, een proces waarbij twee infrarode fotonen worden omgezet in één groen foton. We 
richtten ons op de synthese van hexagonale fase NaYF4:Er3+,Yb3+-nanokristallen uit nanodeeltjes 
met een kubische fase, wat een kristalfaseovergang met zich meebrengt. Deze overgang komt overeen 
met een herstructurering van de atomen binnen het kristallijne rooster. Tijdens de synthese obser-
veerden we een bimodale verdeling, bestaande uit twee verdelingen: een van kleine deeltjes en een 
van grote deeltjes. In tegenstelling tot eerdere aannames waarin de fase-overgang werd beschouwd 
als de kritieke factor in het vormingsmechanisme en de splitsing van de deeltjesverdeling, tonen 
onze bevindingen aan dat de samenstelling van de kubische fase nanodeeltjes de groeisnelheden van 
de nanodeeltjes bepaalt en daarmee de overgang van een unimodale naar een bimodale groottever-
deling. Vervolgens ondergaat de grotere subset in de bimodale verdeling van kubische fase nano-
deeltjes een fase-overgang naar de hexagonale fase. Deze overgang wordt gevolgd door de groei van 
hexagonale fase nanokristallen en het oplossen van de kubische fase nanodeeltjes. Uiteindelijk leidt 
dit proces tot een unimodale populatie van hexagonale fase nanokristallen met een smalle verdeling.
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Hoofdstuk 5 gaat in op de basisprincipes van foton-absorptie door halfgeleider(nano)materialen. 
We ontdekten een intrigerende relatie tussen de kans op absorptie van een resonant foton, een foton 
met een energiepakket gelijk aan de bandkloof, en de grootte van het exciton. Of we nu kijken naar 
nuldimensionale nanokristallen, tweedimensionale nanokristalsuperstructuren of driedimensionale 
bulkmaterialen, de waarschijnlijkheid van resonante lichtabsorptie per tijdseenheid en per exciton 
Bohrdiameter is (nagenoeg) gelijk aan πα (=0,023), waarbij α staat voor de fijnstructuurconstante 
(een fundamentele constante die veel voorkomt in natuurverschijnselen). Als gevolg hiervan neemt 
de waarschijnlijkheid van foton-absorptie toe bij exciton-opsluiting; quantum dots hebben dus een 
sterkere absorptie per volume-eenheid in vergelijking met bulkmaterialen. Echter, quantum dots zijn 
meestal verspreid in een medium met een lage diëlektrische constante, wat resulteert in diëlektrische 
afscherming van het elektromagnetische veld van het licht, wat dan weer de absorptiekans van een 
resonant foton vermindert. Daarom zou het interessant zijn om de quantum dots te verspreiden in 
een medium met een hoge diëlektrische constante om de lichtabsorptie per materiaal te optimalise-
ren, bijvoorbeeld bij het gebruik van quantum dots als fosfor voor lampen en beeldschermen, en in 
zonnepanelen.

In Hoofdstuk 6 richtte ons onderzoek zich op de snelle relaxatieprocessen die plaatsvinden na 
de absorptie van fotonen door halfgeleider nanokristallen. Normaal gesproken, wanneer een foton 
overtollige energie boven de bandkloof draagt, gaat deze overtollige energie verloren als warmte. 
Deze beperking op het potentiële rendement van zonnepanelen staat algemeen bekend als de Shock-
ley-Queisserlimiet, die voor silicium op 30% is vastgesteld. Een van de factoren die de efficiënte 
onttrekking van ladingdragers belemmert, is de snelle afkoeling van foto-opgewekte ladingdragers 
door zogenaamde Augerkoeling, die plaatsvindt binnen een tijdsbestek van minder dan een pico-
seconde (een biljoenste van een seconde). In onze studie hebben we een vergelijking gemaakt van 
ladingdragerkoeling in koper (Cu) gedoteerde indiumfosfide (InP) nanokristallen en ongedoteerde 
InP-nanokristallen. Door gebruik te maken van ultrasnelle tijdsafhankelijke absorptiespectroscopie 
hebben we de verrassende waarneming gedaan dat het elektron sneller energie verliest en afkoelt in 
vergelijking met het gat. Deze bevinding suggereert dat de lokalisatie van gaten op koper de Auger-
koeling in Cu gedoteerde InP-nanokristallen niet belemmert. Er zijn dus andere methodes nodig om 
de overtollige energie te kunnen benutten.
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