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Fractional Landau-Lifshitz-Gilbert equation
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The dynamics of a magnetic moment or spin are of high interest to applications in technology. Dissipation in
these systems is therefore of importance for improvement of efficiency of devices, such as the ones proposed in
spintronics. A large spin in a magnetic field is widely assumed to be described by the Landau-Lifshitz-Gilbert
(LLG) equation, which includes a phenomenological Gilbert damping. Here, we couple a large spin to a bath
and derive a generic (non-)Ohmic damping term for the low-frequency range using a Caldeira-Leggett model.
This leads to a fractional LLG equation, where the first-order derivative Gilbert damping is replaced by a
fractional derivative of order s ∈ R�0. We show that the parameter s can be determined from a ferromagnetic
resonance experiment, where the resonance frequency and linewidth no longer scale linearly with the effective
field strength.
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I. INTRODUCTION

The magnetization dynamics of materials has attracted
much interest because of its technological applications in
spintronics, such as data storage or signal transfer [1–3]. The
right-hand rule of magnetic forces implies that the basic mo-
tion of a magnetic moment or macrospin S in a magnetic field
B is periodic precession. However, coupling to its surrounding
(e.g., electrons, phonons, magnons, and impurities) will lead
to dissipation [4–8], which will align S with B.

Spintronics-based devices use spin waves to carry signals
between components [9]. Contrary to electronics, which use
the flow of electrons, the electrons (or holes) in spintronics re-
main stationary and their spin degrees of freedom are used for
transport. This provides a significant advantage in efficiency,
since the resistance of moving particles is potentially much
larger than the dissipation of energy through spins. The spin
waves consist of spins precessing around a magnetic field and
they are commonly described by the Landau-Lifshitz-Gilbert
(LLG) equation [10]. This phenomenological description also
includes Gilbert damping, which is a term that slowly realigns
the spins with the magnetic field. Much effort is being made
to improve the control of spins for practical applications [11].
Since efficiency is one of the main motivations to research
spintronics, it is important to understand exactly what is the
dissipation mechanism of these spins.

Although the LLG equation was first introduced phe-
nomenologically, since then it has also been derived from
microscopic quantum models [12–14]. Quantum dissipation
is a topic of long debate, since normal Hamiltonians will
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always have conservation of energy. It can be described, for
instance, with a Caldeira-Leggett type model [15–19], where
the Hamiltonian of the system is coupled to a bath of harmonic
oscillators. These describe not only bosons, but any degree of
freedom of an environment in equilibrium. These oscillators
can be integrated out, leading to an effective action of the sys-
tem that is nonlocal and accounts for dissipation. The statistics
of the bath is captured by the spectral function J (ω), which
determines the type of dissipation. For a linear spectral func-
tion (Ohmic bath), the first-order derivative Gilbert damping
is retrieved.

The spectral function is usually very difficult to calculate
or measure, so it is often assumed for simplicity that the bath
is Ohmic. However, J (ω) can have any continuous shape.
Hence a high frequency cutoff is commonly put in place,
which sometimes justifies a linear expansion. However, a fully
general low-frequency expansion is that of an s order power
law, where s could be any positive real number. A spectral
function with such a power law is called non-Ohmic and we
refer to s as the “Ohmicness” of the bath. We should note,
however, that some groups use the term non-Ohmic for a
spectral function with any nonlinearity. If s is a noninteger,
it has very important consequences, because it will make the
friction take on a power-law memory kernel and hence the
system becomes non-Markovian. It is known that non-Ohmic
baths exist [5,14,20–29] and that they can lead to equations of
motion that include fractional derivatives [30–34], but their
effect in magnetization dynamics has not yet been studied
analytically. Because fractional derivatives are nonlocal, these
systems show non-Markovian dynamics which can be useful
to various applications [35–37].

Here, we show that a macroscopic spin in contact with
a non-Ohmic environment leads to a fractional LLG equa-
tion, where the first derivative Gilbert damping gets replaced
by a fractional Liouville derivative. Then, we explain how
experiments can use ferromagnetic resonance (FMR) to
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determine the Ohmicness of their environment from res-
onance frequency and/or linewidth. This will allow ex-
periments to stop using the Ohmic assumption and use
equations based on measured quantities instead. The same
FMR measurements can also be done with anisotropic sys-
tems. Aligning anisotropy with the magnetic field may even
aid the realization of measurements, as this can help reach the
required effective field strengths. In practice, the determina-
tion of the type of environment is challenging, since one needs
to measure the coupling strength with everything around the
spins. However, with the experiment proposed here, one can
essentially measure the environment through the spin itself.
Therefore, the tools that measure spins can now also be used
to determine the environment. This information about the dis-
sipation may lead to improved efficiency, stability, and control
of applications in technology.

II. DERIVATION OF A GENERALIZED LLG EQUATION

We consider a small ferromagnet that is exposed to an
external magnetic field. Our goal is to derive an effective
equation of motion for the magnetization. For simplicity, we
model the magnetization as one large spin (macrospin) Ŝ.
Its Hamiltonian (note that we set h̄ and kB to one) reads
Ĥs = −B · Ŝ − KŜ2

z , where the first term (Zeeman) describes
the coupling to the external magnetic field B and the second
term accounts for (axial) anisotropy of the magnet. However,
since a magnet consists of more than just a magnetization, the
macrospin will be in contact with some environment. Follow-
ing the idea of the Caldeira-Leggett approach [15–19,38], we
model the environment as a bath of harmonic oscillators, Ĥb =∑

α p̂2
α/2mα + mαω2

α x̂2
α/2, where x̂α and p̂α are position and

momentum operators of the αth bath oscillator with mass mα

and eigenfrequency ωα > 0. Furthermore, we assume the cou-
pling between the macrospin and the bath modes to be linear,
Ĥc = ∑

α γα Ŝ · x̂α , where γα is the coupling strength between
macrospin and the αth oscillator. Thus the full Hamiltonian of
macrospin and environment is given by Ĥ = Ĥs + Ĥc + Ĥb.

Next, we use the Keldysh formalism in its path-integral
version [39,40], which allows us to derive an effective action
and, by variation, an effective quasiclassical equation of mo-
tion for the macrospin. For the path-integral representation
of the macrospin, we use spin coherent states [40] |g〉 =
exp(−iφŜz ) exp(−iθ Ŝy) exp(−iψ Ŝz ) | ↑〉, where φ, θ , and ψ

are Euler angles and | ↑〉 is the eigenstate of Ŝz with the
maximal eigenvalue S. Spin coherent states provide an in-
tuitive way to think about the macrospin as a simple vector
S = 〈g|Ŝ|g〉 = S (sin θ cos φ, sin θ sin φ, cos θ ) with constant
length S and the usual angles for spherical coordinates θ and
φ. For spins, the third Euler angle ψ presents a gauge freedom,
which we fix as in Ref. [41] for the same reasons explained
there.

After integrating out the bath degrees of freedom, see
Appendix A for details, we obtain the Keldysh partition func-
tion Z = ∫

Dg exp[iS], with the Keldysh action

S =
∮

dt [S φ̇ (1 − cos θ ) + Beff (Sz ) · S]

−
∮

dt
∮

dt ′ S(t ) α(t − t ′) S(t ′). (1)

The first term, called Berry connection, takes the role of
a kinetic energy for the macrospin; it arises from the time
derivative acting on the spin coherent states (−i∂t 〈g|)|g〉 =
S φ̇ (1 − cos θ ). The second term is the potential energy of
the macrospin, where we introduced an effective magnetic
field, Beff (Sz ) = B + KSz ez, given by the external magnetic
field and the anisotropy. The third term arises from in-
tegrating out the bath and accounts for the effect of the
environment onto the macrospin; that is, the kernel func-
tion α(t − t ′) contains information about dissipation and
fluctuations. Dissipation is described by the retarded and
advanced components αR/A(ω) = ∑

α (γ 2
α /2mαω2

α ) ω2/[(ω ±
i0)2 − ω2

α], whereas the effect of fluctuations is included in the
Keldysh component, αK (ω) = coth(ω/2T ) [αR(ω) − αA(ω)].
This is determined by the fluctuation-dissipation theorem, as
we assume the bath to be in a high-temperature equilibrium
state [39,40,42].

From the Keldysh action, Eq. (1), we can now derive an
equation of motion for the macrospin by taking a variation.
More precisely, we can derive quasiclassical equations of
motion for the classical components of the angles θ and φ by
taking the variation with respect to their quantum components
[43]. The resulting equations of motion can be recast into a
vector form and lead to a generalized LLG equation

Ṡ(t ) = S(t ) ×
[

Beff [Sz(t )] −
∫ t

−∞
dt ′ α(t − t ′) S(t ′) + ξ(t )

]
,

(2)

with the dissipation kernel [44] given by

α(ω) =
∫ ∞

−∞

dε

π

εJ (ε)

(ω + i0)2 − ε2
, (3)

where we introduced the bath spectral density J (ω) =∑
α (πγ 2

α /2mαωα ) δ(ω − ωα ) [39], see Appendix B for de-
tails. The last term in Eq. (2) contains a stochastic field ξ(t ),
which describes fluctuations (noise) caused by the coupling
to the bath; the noise correlator for the components of ξ(t ) is
given by 〈ξm(t )ξn(t ′)〉 = i δmn αK (t − t ′). Next, to get a better
understanding of the generalized LLG equation, we consider
some examples of bath spectral densities. We recall that a
system could simultaneously undergo different effects from
its environment [45]. In that case, we can either treat it as two
independent baths or we could add the two effects in a single
spectral function. Both will lead to getting multiple types of
friction terms in the final equation of motion (e.o.m.) since the
whole calculation is linear in J (ω).

III. FRACTIONAL LANDAU-LIFSHITZ-GILBERT
EQUATION

For the generalized LLG equation (2), it is natural to ask
in which case do we recover the standard LLG equation? We
can recover it for a specific choice of the bath spectral density
J (ω), which we introduced in Eq. (3). Roughly speaking, J (ω)
describes two things: first, in the delta function δ(ω − ωα ),
it describes at which energies ωα the macrospin can interact
with the bath; second, in the prefactor πγ 2

α /2mαωα , it de-
scribes how strongly the macrospin can exchange energy with
the bath at the frequency ωα . In our simple model, the bath
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spectral density is a sum over δ peaks because we assumed
excitations of the bath oscillators to have an infinite lifetime.
However, also the bath oscillators will have some dissipation
of their own, such that the δ peaks will be broadened. If,
furthermore, the positions of the bath-oscillator frequencies
ωα are dense on the scale of their peak broadening, the bath
spectral density becomes a continuous function instead of a
collection of δ peaks. In the following, we focus on cases
where the bath spectral density is continuous.

Since the bath only has positive frequencies, we have
J (ω � 0) = 0. Even though J (ω) can have any positive con-
tinuous shape, one might assume that it is an approximately
linear function at low frequencies; that is,

J (ω) = α1 ω (ω)(�c − ω), (4)

where (ω) = 1 for ω > 0 and (ω) = 0 for ω < 0 and
�c is some large cutoff frequency of the bath such that we
have ωsystem � T � �c. Reservoirs with such a linear spec-
tral density are also known as Ohmic baths. Inserting the
Ohmic bath spectral density back into Eq. (3), while sending
�c → ∞, we recover the standard LLG equation,

Ṡ(t ) = S(t ) × [Beff [Sz(t )] − α1Ṡ(t ) + ξ(t )], (5)

where the first term describes the macrospin’s precession
around the effective magnetic field, the second term—
known as Gilbert damping—describes the dissipation of the
macrospin’s energy and angular momentum into the envi-
ronment, and the third term describes the fluctuations with
〈ξm(t )ξn(t ′)〉 = 2α1T δmn δ(t − t ′), which are related to the
Gilbert damping by the fluctuation-dissipation theorem. Note
that the same results can be obtained without a cutoff fre-
quency by introducing a counterterm, which effectively only
changes the zero-energy level of the bath; see Appendix A for
details.

The assumption of an Ohmic bath can sometimes be jus-
tified, but is often chosen out of convenience, as it is usually
the simplest bath type to consider. To our knowledge, there
has been little to no experimental verification whether the
typical baths of magnetizations in ferromagnets are Ohmic or
not. To distinguish between Ohmic and non-Ohmic baths, we
need to know how the magnetization dynamics depends on
that difference. Hence, instead of the previous assumption of
a linear bath spectral density (Ohmic bath), we now assume
that the bath spectral density has a power-law behavior at low
frequencies,

J (ω) = α̃sω
s (ω)(�c − ω), (6)

where we refer to s as an Ohmicness parameter [46]. It is
convenient to define αs = α̃s/ sin(πs/2) and we should note
that the dimension of αs depends on s. For s = 1 we recover
the Ohmic bath. Correspondingly, baths with s < 1 are called
sub-Ohmic and baths with s > 1 are called super-Ohmic. For
0 < s < 2 and �c → ∞, we find the fractional LLG equation

Ṡ(t ) = S × [
Beff [Sz(t )] − αsD

s
t S(t ) + ξ(t )

]
, (7)

where Ds
t is a (Liouville) fractional time derivative of or-

der s and the noise correlation is given by 〈ξm(t )ξn(t ′)〉 =
αsT δmn (t − t ′)−s/�(1 − s); for a detailed calculation, see
Appendix B. This colored noise can be an excellent model
for collisions, since it essentially stretches the white noise

deltalike impacts over time. Indeed, in the limit of s → 1, we
recover the regular LLG equation with white noise. The frac-
tional LLG equation (7) seems quite similar to the standard
LLG equation (5). However, the first-order time derivative in
the Gilbert damping is replaced by a fractional s-order time
derivative in the fractional Gilbert damping; this has drastic
consequences for the dissipative macrospin dynamics.

IV. FRACTIONAL GILBERT DAMPING

Fractional derivatives have a long history [35] and many
different definitions exist for varying applications [32,33,35].
From our microscopic model, we found the Liouville deriva-
tive [47], which is defined as

Ds
t S(t ) = dn

dtn

1

�(n − s)

∫ t

−∞
dt ′(t − t ′)n−1−sS(t ′), (8)

where n is the integer such that n � s < n + 1. This can be
interpreted as doing a fractional integral followed by an inte-
ger derivative. The fractional integral is a direct generalization
from the rewriting of a repeated integral, by reversing the
order of integration into a single one, which leads to extra
powers of (t − t ′).

To provide some intuition to the effects of fractional fric-
tion, we propose a thought experiment. Suppose an object is
traveling at constant speed; then x(t ) = vt . Hence the friction
force acting on the object goes like Ds

t x(t ) ∝ vt1−s. Therefore,
we find three regimes. For s = 1, the friction is constant in
time. For s < 1, the friction force increases with time. Hence
longer movements will be less common. For s > 1, the fric-
tion decreases with time, so longer movements will be more
likely once set in motion.

Within the fractional LLG equation, we thus see two im-
portant new regimes. For s < 1 (sub-Ohmic), the friction
is more likely to relax (localize) the spin (e.g., subdiffu-
sion) towards the B-field direction. For small movements,
the friction could be very small, whereas it would greatly
increase for bigger movements. This could describe a low
dissipation stable configuration. It might even be used to tune
the frequency dependence of the propagation length of spin
waves/magnons. Since the magnon penetration depth goes as
l ∼ k(ω)τ ∼ √

ω/J (ω), we could even expect it to be inde-
pendent of frequency for s = 0.5, making it very flexible for
devices. For s > 1 (super-Ohmic), the friction could reduce as
the spin moves further, which in other systems is known to
cause Lévy flights or superdiffusion [30,31,48]. This might
lead the system to be less stable, but can potentially also
greatly reduce the amount of dissipation for strong signal
transfer: in a similar way to the design of fighter jets, unstable
systems can be easily changed by small inputs, which leads
to more efficient signal transfer. It could also lead to faster
dissipative dynamics in, e.g., magnetization reversal, because
the timescale of the dynamics is now a higher power s > 1 of
the typical frequencies.

Although the regular LLG is well known to fit thermal
observables, the fractional LLG actually shows very similar
expectation values, due to the fluctuation-dissipation theorem.
The main difference is therefore in the dynamics itself. For
example, friction might act slower, but thermal noise impacts
would become equally slower to maintain the same statistics.
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Therefore, we need an external manipulation to detect the
difference.

V. FERROMAGNETIC RESONANCE

FMR is the phenomenon where the spin will follow a
constant precession in a rotating external magnetic field. The
angle θ from the z axis at which it will do so in the steady
state will vary according to the driving frequency ωd of the
magnetic field. Close to the natural frequency of the preces-
sion, one generally finds a resonance peak [49].

Now that we have shown that the fractional LLG could
exist, we will use FMR as a method to detect if it is present.
For this, we assume a magnetic field of the form

Beff(t ) =

⎛
⎜⎝

Bd cos(ωdt )

−Bd sin(ωdt )

B0 + KSz

⎞
⎟⎠, (9)

where Bd is the strength of the rotating component, and we
will neglect thermal noise [50]. We search for a steady state
solution of S(t ) in the rotating frame where Beff(t ) is constant.
We will assume a small θ approximation where the ground
state is in the positive z direction, i.e., 0 < Bd � B0 + KS and
αsS � (B0 + KS)1−s. Then (see Appendix C for details of the
calculations), we find that the resonance occurs at a driving
frequency

ωres ≈ (B0 + KS) + (B0 + KS)sαsS cos

(
πs

2

)
. (10)

It should be noted that this is different from what was to be
expected from any scaling arguments, since the cosine term
is completely new compared to previous results [49] and it
vanishes precisely when s = 1. However, this new nonlinear
term scales as (B0 + KS)s, which is an easily controllable pa-
rameter. In the limit where B0 + KS is small (large), the linear
term will vanish and the s-power scaling can be measured for
the sub (super)-Ohmic case. The amplitude at resonance is
found to be

sin2 θres ≈ B2
d[

αsS(B0 + KS)s sin
(

πs
2

)]2 (11)

and the full width at half maximum (FWHM) linewidth is
given by

�H/2 ≈ 2αsS(B0 + KS)s sin

(
πs

2

)
. (12)

Depending on the experimental setup, it might be easier to
measure either the resonance location or the width of the
peak. Nevertheless, both will give the opportunity to see the s
scaling in B0 + KS. The presence of the anisotropy provides a
good opportunity to reach weak or strong field limits. In fact,
the orientation of the anisotropy can help to add or subtract
from the magnetic field, which should make the required
field strengths more reachable for experiments. Some setups
are more suitable for measuring the width as a function of
resonance frequency. When s = 1, this relation can be directly
derived from Eqs. (10) and (12). However, when s �= 1, the re-
lation can only be approximated for strong or weak damping.

FIG. 1. Lin-log plot of the amplitude sin2 θ as a function of
driving frequency ωd plotted in dimensionless units for several values
of s. The resonance peaks change, depending on s. The resonance
frequency ωres and linewidth �H/2 have been overlayed with crosses.
The red dashed crosses have been calculated numerically, whereas
the black solid crosses are the derived results from Eqs. (10) to (12).

For small αsS, we see that

�H/2 ≈ 2αsS(ωres)s sin

(
πs

2

)
. (13)

The resonance peaks have been calculated numerically in
Fig. 1 in dimensionless values. The red dashed lines show the
location of the numerically calculated peak and the FWHM
linewidth. The black solid lines show the location of the ana-
lytically approximated result for the peak location and FWHM
linewidth [Eqs. (10) and (12)]. For small αsS and Bd , we
see a good agreement between the analytical results and the
numerical ones, although sub-Ohmic seems to match more
closely than super-Ohmic. This could be due to the greater sta-
bility of sub-Ohmic systems, since the approximations might
affect a stable system less. As one might expect from the
thought experiment presented earlier, we can see in Fig. 1 that
sub-Ohmic systems require higher, more energetic driving fre-
quencies to resonate, whereas super-Ohmic systems already
resonate at lower, less energetic driving frequencies. In Fig. 2,
we provide a plot of Eq. (13) to facilitate further comparison
with experiments. If the assumption of Gilbert damping was

FIG. 2. Plot of the linewidth in Eq. (13) as a function of reso-
nance frequency for several values of s. The inset shows the same
plot in a log-log scale, where the slope of the linewidth is precisely
the Ohmicness s of the bath.
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correct, all that one would see is a slope of one in the log-log
inset.

VI. CONCLUSION

By relaxing the Ohmic Gilbert damping assumption, we
have shown that the low-frequency regime of magnetization
dynamics can be modeled by a fractional LLG equation. This
was done by coupling the macrospin to a bath of harmonic
oscillators in the framework of a Caldeira-Leggett model.
The Keldysh formalism was used to compute the out-of-
equilibrium dynamics of the spin system. By analyzing an
FMR setup, we found an s-power scaling law in the resonance
frequency and linewidth of the spin, which allows for a new
way to measure the value of s. This means that experiments
in magnetization dynamics and spintronics can now avoid
the assumption of Gilbert damping and instead measure the
Ohmicness of the environment. This could aid in a better un-
derstanding of how to improve efficiency, stability, and control
of such systems for practical applications.
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APPENDIX A: KELDYSH MICROSCOPIC MODEL

For pedagogical reasons we start with a microscopic
derivation of the usual LLG equation before going into the
fractional one. In this Appendix, we combine spin coherent
states with the Keldysh formalism [39,40] to derive a stochas-
tic Langevin-like equation of motion of a (macro) spin [51].

1. Hamiltonian

In the main text, we introduced a spectral function J (ω)
with a cutoff frequency �c. This was originally done from the
perspective that any spectral function could be expanded to
linear order; hence the model would only be valid up to some
highest frequency. However, the cutoff is also important for
the model to be realistic, since any physical spectral function
should vanish as ω → ∞. In the main text, we stated that
the same results can be obtained by introducing a constant
counterterm in the Hamiltonian. This is a term which exactly
completes the square of the coupling term and the harmonic
potential of the bath and can be seen as a normalization of
the zero-energy level. If we instead start the model with this
counterterm and drop the cutoff, we will get a Green’s func-
tion αct(ω), which is precisely such that the original Green’s
function can be written as α(ω) = α(0) + αct(ω), i.e., the
counterterm in the Hamiltonian removes the zero frequency
contribution of the Green’s function. This α(ω = 0) generates
a term in the equation of motion that goes as

∫∞
0 dε J (ε)

πε
[S(t ) ×

S(t )]. Since the integral is finite, with a frequency cutoff in
J (ω), the entire term is zero due to the cross product. This
means that the equation of motion will be identical if we start
either from the regular Hamiltonian with a frequency cutoff
or with a counterterm and no cutoff. Here, we choose to show

the method that includes a counterterm, because then we do
not need to calculate terms which would have canceled either
way.

The microscopic system that we describe is a large spin
in an external magnetic field, where the spin is linearly cou-
pled to a bath of harmonic oscillators in the same way as in
Refs. [15–19,38]. Therefore, our Hamiltonian has the form of
a system, coupling, bath, and counterterm, H (t ) = Hs + Hc +
Hb + Hct , where

Hs = −B · Ŝ − KS2
z ,

Hc =
∑

α

γαŜ · x̂α,

Hb =
∑

α

p̂2
α

2mα

+ mαω2
α

2
x̂2

α,

Hct =
∑

α

γ 2
α

2mαω2
α

Ŝ
2
. (A1)

Here, B is the (effective) magnetic field, Ŝ is the spin, K is
the z-axis anisotropy, γα is the coupling strength, and α is the
index over all harmonic oscillators which have position x̂α ,
momentum p̂α , mass mα , and natural frequency ωα . Notice
that the counterterm is constant, since S2 is a conserved quan-
tity, and that we have indeed completed the square, such that

H (t ) = −B · Ŝ − KS2
z +

∑
α

p̂2
α

2mα

+
⎡
⎣√mαω2

α

2
x̂α +

√
γ 2

α

2mαω2
α

Ŝ

⎤
⎦

2

. (A2)

2. Keldysh partition function

We will use the Keldysh formalism to derive a quasiclas-
sical equation of motion. Since this is an out-of-equilibrium
system, a common choice would be to use the Lindblad
formalism with a master equation [37]. However, Lindblad
can only describe Markovian systems, which will not be the
case when we introduce a non-Ohmic bath. In the Keldysh
formalism, one starts with an equilibrium density matrix in
the far past (effectively infinite on the relevant timescale).
This then gets evolved with the time evolution operator as
usual. However, in contrast to ordinary path integrals, once the
present has been reached, one evolves back to the infinite past.
Since there is infinite time for evolution, we can reach out-
of-equilibrium states adiabatically. The benefit of integrating
back to the infinite past is that we begin and end with the same
in-equilibrium system, which means equilibrium techniques
can be used, at the cost of having both the forward (O+) and
backward (O−) quantities to take care of. To reach useful re-
sults, one can apply a Keldysh rotation to the classical [Oc =
(O+ + O−)/2] and quantum (Oq = O+ − O−) components
with the added notation �O = ( Oc

Oq/2). To derive a quasiclassical
equation of motion, the action can be expanded in all the quan-
tum components, after which the Euler-Lagrange equation for
the quantum components provides the equation of motion in
terms of the classical components.
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To begin, we write down the Keldysh partition function

Z = Tr

{
TK exp

[
−i
∮

K
dt H (t )

]
ρ0

}
, (A3)

where TK is the Keldysh time ordering, ρ0 is the density matrix
at t = −∞, and the integral runs over the Keldysh contour
[39]. This time contour runs from −∞ to some time t and
then back to −∞. After discretizing the Keldysh time integral
with an equal amount of steps back and forth, we can rewrite
the trace as path integrals over the spin coherent state |g〉 and
the oscillators |x̂α〉 and | p̂α〉. This yields

Z =
∫

Dg
∏
α

∫
Dx̂α

∫
D p̂α eiS[g,{x̂α},{ p̂α}], (A4)

with the Keldysh action

S[g, {x̂α}, { p̂α}] =
∮

K
dt

[
(−i∂t 〈g|)|g〉 + B · Sg + KS2

z,g

+
∑

α

(
− γαSg · x̂α + p̂α · ˙̂xα − γ 2

α S2
g

2mαω2
α

− p̂2
α

2mα

− mαω2
α

2
x̂2

α

)]
, (A5)

where we defined Sg = 〈g|Ŝ|g〉.

The continuous path integral seems to miss the boundary
term 〈x̂1,α, g1|ρ0|x̂2N,α, g2N 〉〈p̂2N,α|x̂2N,α〉, but it is included in
the Keldysh contour, as it connects the beginning and final
contour time at t = −∞; see Ref. [39].

Now, we will integrate out the bath degrees of freedom,
beginning by completing the square and performing the Gaus-
sian integral over p̂α . The Gaussian contribution in p̂α will act
as a constant prefactor, so it will drop out of any calculation
of an observable due to the normalization. Hence we can
effectively set it to one to find

∫
D p̂α exp

[
−i
∮

K
dt

(
p̂2

α

2mα

− p̂α · ˙̂xα

)]

= exp

[
i
∮

K
dt
(
−mα

2
x̂α∂2

t x̂α

)]
, (A6)

where we also did a partial integration in x̂α . Next we will
perform a similar approach for the positions, but it is useful
to apply the Keldysh rotation first. Note that we can directly
rewrite the integral over the Keldysh contour as a regular
time integral over the quantum components. However, one
must still rewrite the contents of the integral in terms of the
quantum and classical parts of the variables, since the Keldysh
rotation does not immediately work for products. The action
can first be written as

iS[g, {x̂α}] = i
∫

dt

(
[(−i∂t 〈g|)|g〉]q + [B · Sg]q + K

[
S2

z,g

]q −
∑

α

{
[γαSg · x̂α]q + γ 2

α

[
S2

g

]q

2mαω2
α

+
[

mα

2
x̂α

(
∂2

t + ω2
α

)
x̂α

]q
})

.

(A7)

We can then derive that

−[γαSg · x̂α]q = −γα[S+
g · x̂+

α − S−
g · x̂−

α ] = −γα

[(
Sc

g + 1

2
Sq

g

)
·
(

x̂c
α + 1

2
x̂q

α

)
−
(

Sc
g − 1

2
Sq

g

)
·
(

x̂c
α − 1

2
x̂q

α

)]

= −γα

[
Sc

gx̂q
α + Sq

gx̂c
α

] = −2γα

[(
Sc

g Sq
g/2
)
τx

(
x̂c

α

x̂q
α/2

)]
, (A8)

where we introduced τx = (0 1
1 0) in the Keldysh (classical,

quantum) space represented by an upper index c and q, re-
spectively. Next, we want to derive a similar form for the part
of the action that is quadratic in x̂α . Since these are harmonic
oscillators in equilibrium, we can refer the reader to Ref. [39],
noting that a unit mass was used there, and conclude that[

−mα

2
x̂α

(
∂2

t + ω2
α

)
x̂α

]q

= (x̂c
α x̂q

α/2)

(
0 [G−1

α ]A

[G−1
α ]R [G−1

α ]K

)(
x̂c

α

x̂q
α/2

)
, (A9)

where the retarded and advanced Green’s functions read

[G−1
α ]R/A(t − t ′) = δ(t − t ′)mα[(i∂t ± i0)2 − ω2

α]. (A10)

The ±i0 is introduced because we need an infinitesimal
amount of dissipation on the bath for it to remain in equilib-
rium and the sign is tied to causality. This is because there
is also an infinitesimal amount of energy transfer from the
macroscopic spin to each of the oscillators. This results in
an extra first-order derivative term, which is found by mul-
tiplying out the square with i0. One might want to set these
terms to zero immediately, but as it turns out, these are very
important limits, which shift away poles from integrals that
we need to compute later. Once that is done, the limits are
no longer important for the final result and they may finally
be put to zero. Since the bath is in equilibrium, we can use
the fluctuation dissipation theorem to compute the Keldysh
component using

GK
α (ω) = [GR

α (ω) − GA
α (ω)] coth

(
ω

2T

)
. (A11)
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The x̂ dependent part of the action is now given by

iSX = i
∫

dt

[
−2γα

(
Sc

g Sq
g/2
)
τx

(
x̂c

α

x̂q
α/2

)

+ (x̂c
α x̂q

α/2)G̃−1
α

(
x̂c

α

x̂q
α/2

)]
, (A12)

where G̃−1
α = ( 0 [G−1

α ]A

[G−1
α ]R [G−1

α ]K ), which we can compute by com-
pleting the square to find

iSX = i
∫

dt

[
−γ 2

α
�ST

g τx

(
GK

α GR
α

GA
α 0

)
τ T

x
�Sg

]

= i
∫

dt

[
−γ 2

α
�ST

g

(
0 GA

α

GR
α GK

α

)
�Sg

]
. (A13)

Before we write down the final effective action, we also have
to rewrite the quadratic part in S in a similar vector form,
which is

−γ 2
α

[
S2

g

]q

2mαω2
α

= −γ 2
α

mαω2
α

(
Sc

g Sq
g/2
)
τx

(
Sc

g

Sq
g/2

)
. (A14)

Combining everything together, we find that the partition
function of the system is given by Z = ∫

DgeiS[g], with the
effective action

iS[g] = i
∫

dt

{[
(−i∂t 〈g|)|g〉 + B · Sg + KS2

z,g

]q

− 2
∫

dt ′ �ST
g (t )

(
0 αA

αR αK

)
(t−t ′ )

�Sg(t ′)
}
, (A15)

where

αA/R(t − t ′) =
∑

α

(
γ 2

α

2
GA/R

α (t − t ′) + γ 2
α

2mαω2
α

δ(t − t ′)
)

,

(A16)

αK (t − t ′) =
∑

α

γ 2
α

2
GK

α (t − t ′). (A17)

3. Quasiclassical equation of motion

In the quasiclassical regime, we are interested in solutions
where the quantum components (q) are small compared to
the classical components (c). We can thus neglect terms of
O[(q)3], but we must be careful with (q)2. We can use a
Hubbard-Stratonovich transformation to convert (q)2 terms
into an expression with just (q), but with a new field ξ added to
the path integral [51]. The action will then contain only terms
of linear order in (q), which means the partition function has
the form Z ∼ ∫

Dc Dq exp[i f (c)q] = ∫
Dc 1

2π
δ[ f (c)]. Hence

only solutions that satisfy f (c) = 0 contribute to the path
integral. Within that subset, we want to minimize the action.

In order to derive the equation of motion of the system,
we must understand the relation between |g〉 and Sg = 〈g|S|g〉.
Using the Euler angle representation [40], we can describe |g〉
as

|g〉 = g| ↑〉 = e−iφSz e−iθSy e−iψSz | ↑〉
= e−iφSz e−iθSy | ↑〉e−iψS (A18)

and similarly

〈g| = eiψS〈↑ |eiθSy eiφSz . (A19)

Note that the ψ angle is now independent of the quantum state
| ↑〉, since this angle is describing the rotation of the vector
pointing in the spin direction, which is symmetric. Hence this
will yield a gauge symmetry.

Using the Euler angle representation in the first terms of
Eq. (A15), we see that

(−i∂t 〈g|)|g〉 = (ψ̇S eiψS〈↑ |eiθSy eiφSz

+ eiψS〈↑ |θ̇SyeiθSy eiφSz + eiψS〈↑|eiθSy φ̇Sze
iφSz )

× e−iφSz e−iθSy | ↑〉e−iψS

= ψ̇S + θ̇〈↑ |Sy| ↑〉 + φ̇〈↑ |eiθSy Sze
−iθSy | ↑〉.

(A20)

We note that 〈↑ |Sy| ↑〉 = 0, while the last term includes a
rotation of the spin up state by θ degrees in the y direction
and then measures the Sz component of that state, which is
S cos θ . Hence

(−i∂t 〈g|)|g〉 = ψ̇S + φ̇S cos θ. (A21)

We now define a new variable χ such that ψ = χ − φ, which
results in

(−i∂t 〈g|)|g〉 = χ̇S − φ̇(1 − cos θ )S. (A22)

Making use of the Euler angle representation, we also see that

Sg = S

⎛
⎝sin θ cos φ

sin θ sin φ

cos θ

⎞
⎠. (A23)

We see that B · Sg = S[Bx sin θ cos φ + By sin θ sin φ +
Bz cos θ ]. Similarly, KS2

z,g = KS2 cos2 θ . Now, we still have
to compute the quantum parts of these quantities. We first
note that

Sq
g,x/S = [sin θ cos φ]q = 2 cos θc sin

θq

2
cos φc cos

φq

2

− 2 sin θc cos
θq

2
sin φc sin

φq

2
,

Sq
g,y/S = [sin θ sin φ]q = 2 sin θc cos

θq

2
cos φc sin

φq

2

+ 2 cos θc sin
θq

2
sin φc cos

φq

2
,

Sq
g,z/S = [cos θ ]q = −2 sin θc sin

θq

2
,

[ cos2 θ ]q = −2 sin θc cos θc sin θq. (A24)

Next, we will choose a gauge for χ as in Ref. [41], which is

χ̇c = φ̇c(1 − cos θc),

χq = φq(1 − cos θc). (A25)
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Defining p = 1 − cos θ , we see that

[(−i∂t 〈g|)|g〉]q = [χ̇S − φ̇pS]q = S[φq ṗc − φ̇c pq].

Now, pq = 2 sin θc sin θq

2 and ṗc = θ̇c sin θc cos θq

2 +
θ̇q

2 cos θc sin θq

2 , which leads to

[(−i∂t 〈g|)|g〉]q = S[φq ṗc − φ̇c pq] = S

[
φqθ̇c sin θc cos

θq

2
+ φq

θ̇q

2
cos θc sin

θq

2
− 2φ̇c sin θc sin

θq

2

]
. (A26)

Next, we want to express B · Sq
g in terms of Euler angles. We see that

B · Sq
g = S[Bx sin θ cos φ + By sin θ sin φ + Bz cos θ ]q

= 2S

[
Bx

(
cos θc sin

θq

2
cos φc cos

φq

2
− sin θc cos

θq

2
sin φc sin

φq

2

)

+ By

(
sin θc cos

θq

2
cos φc sin

φq

2
+ cos θc sin

θq

2
sin φc cos

φq

2

)
− Bz sin θc sin

θq

2

]
, (A27)

where we used the results from Eq. (A24). Similarly, we have

K
[
S2

z,g

]q = KS2[cos2 θ ]q = −2KS2 sin θc cos θc sin θq. (A28)

Combining these results, we conclude that

[
(−i∂t 〈g|)|g〉 + B · Sg + KS2

z,g

]q = S

[
φqθ̇c sin θc cos

θq

2
+ φq

θ̇q

2
cos θc sin

θq

2
− 2(Bz + KS cos θc + φ̇c) sin θc sin

θq

2

+ 2Bx

(
cos θc sin

θq

2
cos φc cos

φq

2
− sin θc cos

θq

2
sin φc sin

φq

2

)

+ By

(
sin θc cos

θq

2
cos φc sin

φq

2
+ cos θc sin

θq

2
sin φc cos

φq

2

)]
. (A29)

We remark that this expression only contains odd powers of (q), so that we can neglect all higher-order terms to get[
(−i∂t 〈g|)|g〉 + B · Sg + KS2

z,g

]q = S[−θq sin θc(Bz + KS cos θc + φ̇c) + θq cos θc(Bx cos φc + By sin φc)

+ φq sin θc(θ̇c − Bx sin φc + By cos φc)]. (A30)

Now, we focus on the part of the action in Eq. (A15) that comes from the bath, given by

iSb[g] = −2i
∫

dt
∫

dt ′ �ST
g (t )

(
0 αA

αR αK

)
(t−t ′ )

�Sg(t ′). (A31)

Let us first consider what Sq
g and Sc

g are in terms of φ and θ . By performing some trigonometric operations on each of the
components, we find that

Sc
g = S

⎛
⎜⎜⎜⎝

sin θc cos θq

2 cos φc cos φq

2 − cos θc sin θq

2 sin φc sin φq

2

sin θc cos θq

2 sin φc cos φq

2 + cos θc sin θq

2 cos φc sin φq

2

cos θc cos θq

2

⎞
⎟⎟⎟⎠ (A32)

and

Sq
g = 2S

⎛
⎜⎜⎜⎝

cos θc sin θq

2 cos φc cos φq

2 − sin θc cos θq

2 sin φc sin φq

2

sin θc cos θq

2 cos φc sin φq

2 + cos θc sin θq

2 sin φc cos φq

2

− sin θc sin θq

2

⎞
⎟⎟⎟⎠. (A33)
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By expanding in the quantum components of Sc
g and Sq

g, we
see that

Sc
g = (q)0 + O((q)2),

Sq
g = (q)1 + O((q)3).

Since the action only contains terms with at least one Sq
g, we

know that the only way to obtain a term of order (q)2 is from
(Sq

g)2. Hence we may neglect all terms beyond linear (q) in
S (c/q)

g in the quasiclassical regime. This results in

Sc
g = S

⎛
⎜⎝sin θc cos φc

sin θc sin φc

cos θc

⎞
⎟⎠, (A34)

Sq
g = S

⎛
⎝θq cos θc cos φc − φq sin θc sin φc

φq sin θc cos φc + θq cos θc sin φc

−θq sin θc

⎞
⎠. (A35)

A useful remark for later is that this shows that

Sq
g = θq

∂

∂θc
Sc

g + φq
∂

∂φc
Sc

g. (A36)

Going back to iSb[g], we can rewrite this as a convolution, in
the sense that

iSb[g] = −i
∫

dt

[
Sc

g(t ) · (αA ∗ Sq
g

)
(t ) + Sq

g(t ) · (αR ∗ Sc
g

)
(t )

+ 1

2
Sq

g(t ) · (αK ∗ Sq
g

)
(t )

]
, (A37)

where ( f ∗ g)(t ) = ∫∞
−∞ dt ′ f (t − t ′)g(t ′). We see that the first

two terms contain precisely one quantum component, but the
last term has two quantum components. When writing down
the Euler-Lagrange equation of motion, it is important to re-
alize that the convolution operation will act as if it is a simple
multiplication, since the convolution obeys

d

dx
[ f (x) ∗ g](t ) =

(
df

dx
∗ g

)
(t ). (A38)

We now concentrate on the (q)2 part of this action, for which
we would like to use a Hubbard-Stratonovich transformation
in order to reduce this to linear in (q). Recall that a Hubbard-
Stratonovich transformation is given by

exp
[
−a

2
x2
]

=
√

1

2πa

∫
Dξ exp

[
− ξ 2

2a
− ixξ

]
, (A39)

where we note that a ∈ R>0 is required for finiteness of the
Gaussian. However, we see that our action does not contain
any purely quadratic terms, but rather a Green’s functional
shape as Sq

g(t )αK (t − t ′)Sq
g(t ′). Hence, to use a Hubbard-

Stratonovich–like transformation, we must derive it from a
Green’s function exponential, similarly to Ref. [51]. Assum-
ing that this is renormalizable and that αK can be rewritten
into a distribution, we have

1 =
∫

Dξ exp

[
−1

2

∫
dt
∫

dt ′ξ(t )[iαK ]−1(t − t ′)ξ(t ′)
]

=
∫

Dξ exp

[
−1

2

∫
dt
∫

dt ′
(

ξ(t ) +
∫

dt ′′Sq
g(t ′′)αK (t ′′ − t )

)
[iαK ]−1(t − t ′)

(
ξ(t ′) +

∫
dt ′′′αK (t ′ − t ′′′)Sq

g(t ′′′)
)]

=
∫

Dξ exp

[
− 1

2

∫
dt
∫

dt ′ξ(t )[iαK ]−1(t − t ′)ξ(t ′)

− iSq
g(t )δ(t − t ′)ξ(t ′) − iξ(t )δ(t − t ′)Sq

g(t ′) − iSq
g(t )αK (t − t ′)Sq

g(t ′)
]

=
∫

Dξ exp

[
−1

2

∫
dt
∫

dt ′ξ(t )[2iαK ]−1(t − t ′)ξ(t ′) − 2iSq
g(t )δ(t − t ′)ξ(t ′) − iSq

g(t )αK (t − t ′)Sq
g(t ′)

]
,

where we used that
∫

dt ′αK (t − t ′)[αK ]−1(t ′ − t ′′) = δ(t − t ′′) and that 2iαK is positive real. Therefore, we find that

exp

[
− i

2

∫
dt
∫

dt ′Sq
g(t )αK (t − t ′)Sq

g(t ′)
]

=
∫

Dξ exp

[
−1

2

∫
dt
∫

dt ′ξ(t )[iαK ]−1(t − t ′)ξ(t ′)
]

exp

[
i
∫

dt Sq
g(t )ξ(t )

]
.

(A40)

The double integral in the first exponential signifies the sta-
tistical properties of ξ. For instance, if αK is deltalike, then
ξ would have Gaussian statistics (e.g., white noise), but in
general we will have time correlated noise defined by αK [51],
such that

〈ξn(t )ξm(t ′)〉 = iδn,mαK (t − t ′). (A41)

Since there is no g dependence in the double ξ exponential,
we will leave it out of S[g] and only remember these statistics.

Our partition function is then given by

Z =
∫

Dξ exp (iSn[ξ])
∫

Dg exp (iSsc[g, ξ]), (A42)

where the noise action is given by

iSn[ξ] = −1

2

∫
dt
∫

dt ′ξ(t )[iαK ]−1(t − t ′)ξ(t ′) (A43)
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and the semiclassical action is given by

iSsc[g, ξ] = i
∫

dt S[−θq sin θc(Bz + KS cos θc + φ̇c) + θq cos θc(Bx cos φc + By sin φc)

+ φq sin θc(θ̇c − Bx sin φc + By cos φc)] + i
∫

dt
[
ξ(t )Sq

g(t )
]

− i
∫

dt
[
Sc

g(t ) · (αA ∗ Sq
g

)
(t ) + Sq

g(t ) · (αR ∗ Sc
g

)
(t )
]
, (A44)

where Sc
g(t ) and Sq

g(t ) include only up to first-order corrections in quantum components. Assuming that αA/R can be written in
terms of distributions, we can define the distribution αdiss(t ) = αR(t ) + αA(−t ) and rewrite the semiclassical action as

iSsc[g, ξ] = i
∫

dt S[−θq sin θc(Bz + KS cos θc + φ̇c) + θq cos θc(Bx cos φc + By sin φc)

+ φq sin θc(θ̇c − Bx sin φc + By cos φc)] + i
∫

dt
[−(αdiss ∗ Sc

g

)
(t ) + ξ(t )

]
Sq

g(t ). (A45)

Recall that, using the Euler angles, we have
∫

Dg =∫
Dθ Dφ sin(θ ). Technically, the factor of sin(θ ) would end

up in the action. However, since one could define ρ = cos(θ )
as a new variable in order to avoid this, we know that this term
is not relevant to the physics. Hence we can disregard it.

Since all terms in iSsc[g, ξ] are either linear in θq or φq, we
find two Euler-Lagrange equations of the form

δLsc

δθq
= 0,

δLsc

δφq
= 0. (A46)

Remembering Eq. (A36), we see that
δSq

g (t )
δθq

= δSc
g(t )

δθc
and

δSq
g (t )

δφq
= δSc

g(t )
δφc

. Hence the e.o.m. can be rearranged to yield

φ̇c = 1

S sin θc

[
B
(
Sc

z

)− (
αdiss ∗ Sc

g

)
(t ) + ξ(t )

] · δSc
g(t )

δθc

(A47)

and

θ̇c = − 1

S sin θc

[
B
(
Sc

z

)− (
αdiss ∗ Sc

g

)
(t ) + ξ(t )

] · δSc
g(t )

δφc
,

(A48)

where B(Sc
z ) = (

Bx

By

Bz + KSc
z

).

4. Generalized Landau-Lifshitz-Gilbert equation

We want to show that the equations found by the micro-
scopic model are in fact precisely of the LLG form. For this,
we will have to start from the LLG equation, introduce the
same two Euler angles θ and φ for the spin, and show that this
gives rise to the same set of equations as previously deduced.

We begin with the generalized LLG equation

Ṡ(t ) = S(t ) × [B(Sz ) − (αdiss ∗ S)(t ) + ξ(t )], (A49)

where αdiss(t ) = αR(t ) + αA(−t ), 〈ξn(t )ξm(t ′)〉 =
iδn,mαK (t − t ′), and B(Sz ) = (Bx, By, Bz + KSz )T . Since
the velocity of S is always perpendicular to S, we know that
the magnitude of S is constant. Hence we can go to spherical

coordinates, such that

S = S

⎛
⎝sin θ cos φ

sin θ sin φ

cos θ

⎞
⎠. (A50)

Inserting this into the LLG equation, we first see that

Ṡ = θ̇
∂S
∂θ

+ φ̇
∂S
∂φ

= θ̇S

⎛
⎝cos θ cos φ

cos θ sin φ

− sin θ

⎞
⎠+ φ̇S

⎛
⎝− sin θ sin φ

sin θ cos φ

0

⎞
⎠.

Now, we notice that the right-hand side (RHS) of the LLG
equation can, without loss of generality, be written as S(t ) × r
with r = (x, y, z)T . Working this out explicitly, we find that
the LLG equation Ṡ = S × r becomes

S

⎛
⎝θ̇ cos θ cos φ − φ̇ sin θ sin φ

θ̇ cos θ sin φ + φ̇ sin θ cos φ

−θ̇ sin θ

⎞
⎠

= S

⎛
⎝ z sin θ sin φ − y cos θ

x cos θ − z sin θ cos φ

y sin θ cos φ − x sin θ sin φ

⎞
⎠. (A51)

We note that the equation corresponding to the z component
can be written as

θ̇ = − 1

sin θ
r ·
⎛
⎝− sin θ sin φ

sin θ cos φ

0

⎞
⎠ = − 1

S sin θ
r · ∂S

∂φ
. (A52)

Now, we add up the x̂ and ŷ equations, such that the θ̇ cancels
(i.e., −x̂ sin φ + ŷ cos φ). This yields

φ̇ sin θ (sin2 φ + cos2 φ) = −z sin θ (sin2 φ + cos2 φ)

+ y cos θ sin φ + x cos θ cos φ,

which simplifies to

φ̇ = 1

sin θ
r ·
⎛
⎝cos θ cos φ

cos θ sin φ

− sin θ

⎞
⎠ = 1

S sin θ
r · ∂S

∂θ
. (A53)
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By inserting r = B(Sz ) − (αdiss ∗ S)(t ) + ξ(t ), we see that this
is identical to the equations derived from the microscopic
model

φ̇c = 1

S sin θc

[
B(Sz ) − (

αdiss ∗ Sc
g

)
(t ) + ξ(t )

] · δSc
g(t )

δθc
,

(A54)

θ̇c = −1

S sin θc

[
B(Sz ) − (

αdiss ∗ Sc
g

)
(t ) + ξ(t )

] · δSc
g(t )

δφc
.

(A55)

Therefore, we may conclude that our microscopic model is
described by the generalized LLG equation.

For the fractional LLG equation, we are in particular in-
terested in the case where αdiss ∗ S = αsDs

t S, where Ds
t is a

fractional derivative. For instance, assuming 0 < s < 1, the
Liouville fractional derivative is given by

Ds
t f (t ) = 1

�(1 − s)

∫ t

−∞
(t − t ′)−s f ′(t ′)dt ′. (A56)

So, if αdiss = αs(t )
�(1−s) t

−s∂t , then, because of the convolution
with S, we would find a fractional LLG equation, whereas
αdiss = α1δ(t )∂t would give the regular LLG equation.

APPENDIX B: FRACTIONAL DERIVATIVE FROM
NON-OHMIC SPECTRAL FUNCTION

Here, we will compute the type of dissipation which comes
from the spectral function. We will first derive the spectral
function from microscopic quantities to see how it ends up in
the Green’s function. Then, we will calculate the dissipation
for three different cases.

1. Calculating the effective Green’s functions

We recall that

αR/A(t − t ′) =
∑

α

(
γ 2

α

2
GR/A

α (t − t ′) + δ(t − t ′)
γ 2

α

2mαω2
α

)

and

αK (t − t ′) =
∑

α

γ 2
α

2
GK

α (t − t ′),

where

[G−1
α ]R/A(t − t ′) = 2mα[(i∂t ± i0)2 − ω2

α]δ(t − t ′).

We are interested in finding closed forms for αR/A/K (t − t ′).
By the fluctuation dissipation theorem

GK
α (ω) = [GR

α (ω) − GA
α (ω)] coth

( ω

2T

)
, (B1)

we can find αK in terms of αR/A, since

αK (ω) =
∑

α

γ 2
α GK

α (ω)

=
∑

α

γ 2
α [GR

α (ω) − GA
α (ω)] coth

(
ω

2T

)

=
[∑

α

γ 2
α GR

α (ω) + γ 2
α

2mαω2
α

− γ 2
α GA

α (ω) − γ 2
α

2mαω2
α

]

× coth
( ω

2T

)
= [αR(ω) − αA(ω)] coth

( ω

2T

)
. (B2)

Using the relation∫
dt ′G−1(t − t ′)G(t ′ − t ′′) = δ(t − t ′′), (B3)

we note that

2mα[(i∂t ± i0)2 − ω2
α]GR/A

α (t − t ′′) = δ(t − t ′′). (B4)

The Fourier transform [52] yields

GR/A
α (ω) = 1

2mα[(ω ± i0)2 − ω2
α]

. (B5)

We therefore find that

αR/A(ω) =
∑

α

(
γ 2

α GR/A
α (ω) + γ 2

α

2mαω2
α

)

=
∑

α

γ 2
α

2mα

[
1

(ω ± i0)2 − ω2
α

+ 1

ω2
α

]

=
∑

α

γ 2
α

2mαω2
α

ω2

(ω ± i0)2 − ω2
α

. (B6)

The spectral function is given by the imaginary part of the
Fourier transform of the dynamical susceptibility

χ (ω) = δ

δS(ω)

∑
α

−γα x̂α (ω). (B7)

The classical e.o.m. of the harmonic oscillators can be found
by taking the Euler-Lagrange equations of the action in
Eq. (A5), whose x̂α dependent part is given by

Lα = mα

2
˙̂x2
α − mαω2

α

2
x̂2

α − γαS · x̂α.

The classical e.o.m. for x̂α reads

mα
¨̂xα = −γαS − mαω2

α x̂α (B8)

and, taking the Fourier transform, we find

x̂α (ω) = γα

mα[(ω + i0)2 − ω2
α]

S(ω), (B9)

where we have taken an infinitesimal amount of dissipation
+i0 on the oscillators into account. This leads to

χ (ω) =
∑

α

−γ 2
α

mα[(ω + i0)2 − ω2
α]

=
∑

α

γ 2
α

2mαωα

(
1

ω + i0 + ωα

− 1

ω + i0 − ωα

)
.

(B10)
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We remark that

Im
1

x + i0
= −πδ(x), (B11)

which leads to

J (ω) = Im χ (ω) = −
∑

α

πγ 2
α

2mαωα

[δ(ω + ωα ) − δ(ω − ωα )]

= π

2

∑
α

γ 2
α

mαωα

δ(ω − ωα ), (B12)

where we used the fact that all oscillator frequencies are
positive. We can identify the spectral function in αR/A as

αR/A(ω) =
∑

α

γ 2
α

2mαω2
α

ω2

(ω ± i0)2 − ω2
α

=
∫ ∞

0

dε

π

ω2ε−1J (ε)

(ω ± i0)2 − ε2
. (B13)

Now, we will assume a particular shape for J (ε). This can be
either Ohmic or non-Ohmic, but in general we may assume a
power-law behavior as some J (ε) = αsε

s.

2. Ohmic spectral function

Beginning with the Ohmic case J (ε) = α1ε, we see that

2i ImαR/A(ω) = αR/A(ω) − [αR/A]∗(ω) = α1

∫ ∞

0

dε

π

[
ω2

(ω ± i0)2 − ε2
− ω2

(ω ∓ i0)2 − ε2

]

= α1

∫ ∞

−∞

dε

2π

[
ω2

(ω ± i0)2 − ε2
− ω2

(ω ∓ i0)2 − ε2

]

= α1ω
2
∫ ∞

−∞

dε

2π

[
1

(ω ± i0 + ε)(ω ± i0 − ε)
− 1

(ω ∓ i0 + ε)(ω ∓ i0 − ε)

]

= ∓4i0ω3α1

∫ ∞

−∞

dε

2π

1

(ω ± i0 + ε)(ω ± i0 − ε)(ω ∓ i0 + ε)(ω ∓ i0 − ε)
, (B14)

which has four poles at ε = ±1(ω ±2 i0). Since the integral scales as <1/|ε|, we can add an infinite radius half circle to complete
a complex contour integral. Notice from symmetry that we will always have one of each of the four poles. We can thus drop the
± signs inside, since this only changes the notation order in the fraction. We thus find that

2i ImαR/A(ω) = ∓4i0ω3α1

∫ ∞

−∞

dε

2π

1

(ε + ω + i0)(ε − ω − i0)(ε + ω − i0)(ε − ω + i0)
. (B15)

Completing the contour along the top, we find poles at ε = ±ω + i0, which yield

2i ImαR/A(ω) = ±0 × 4ω3α1

[
1

(ω + i0 + ω + i0)(ω + i0 + ω − i0)(ω + i0 − ω + i0)

+ 1

(−ω + i0 + ω + i0)(−ω + i0 − ω − i0)(−ω + i0 − ω + i0)

]

= ±0 × 4ω3α1

[
1

2(ω + i0)(2ω)(2i0)
+ 1

(2i0)(−2ω)2(−ω + i0)

]

= ∓ i

2
ω3α1

[
1

ω2 + i0ω
+ 1

ω2 − i0ω

]
= ∓ i

2
ω3α1

[
ω2 − i0ω + ω2 + i0ω

ω4

]
= ∓iωα1. (B16)

Hence, ImαR/A(ω) = ∓α1ω/2. Similarly,

2 ReαR/A(ω) = αR/A(ω) + [αR/A]∗(ω) = α1

∫ ∞

0

dε

π

[
ω2

(ω ± i0)2 − ε2
+ ω2

(ω ∓ i0)2 − ε2

]

= α1

∫ ∞

−∞

dε

2π

[
ω2

(ω ± i0)2 − ε2
+ ω2

(ω ∓ i0)2 − ε2

]

= α1

∫ ∞

−∞

dε

2π

[
ω2

(ω ± i0 + ε)(ω ± i0 − ε)
+ ω2

(ω ∓ i0 + ε)(ω ∓ i0 − ε)

]

= −α1

∫ ∞

−∞

dε

π

ω2(ε2 − ω2)

(ε + ω + i0)(ε − ω − i0)(ε + ω − i0)(ε − ω + i0)
. (B17)
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Since the integral scales as 1/|ε|, we can freely add the infinite circular contour along the top. Applying the residue theorem, we
find

2 ReαR/A(ω) = −2iα1

[
ω2[(ω + i0)2 − ω2]

(ω + i0 + ω + i0)(ω + i0 + ω − i0)(ω + i0 − ω + i0)

+ ω2[(−ω + i0)2 − ω2]

(−ω + i0 + ω + i0)(−ω + i0 − ω − i0)(−ω + i0 − ω + i0)

]

= −2α1i

[
ω2(2ωi0)

2(ω + i0)(2ω)(2i0)
+ ω2(−2ωi0)

(2i0)(−2ω)2(−ω + i0)

]

= −α1

2
i

[
ω2

ω + i0
− ω2

ω − i0

]
= −α1

2
i

[
ω2(−2i0)

ω2

]
= −α10, (B18)

which means that Re αR/A(ω) = −α1
2 × 0 = 0. Hence

αR/A(ω) = ∓α1iω

2
(B19)

and since αdiss(t ) = αR(t ) + αA(−t ) we have

αdiss(ω) = αR(ω) + αA(−ω) = −α1iω. (B20)

In the LLG equation, we thus find

(αdiss ∗ S)(t ) = 1

2π

∫
dω e−iωt (αdiss ∗ S)(ω)

= 1

2π

∫
dω e−iωtαdiss(ω)S(ω)

= 1

2π

∫
dω e−iωt (−α1iω)S(ω)

= α1
∂

∂t

1

2π

∫
dω e−iωt S(ω)

= α1Ṡ(t ). (B21)

Furthermore, from Eq. (B2), we have that

αK (ω) = [αR(ω) − αA(ω)] coth
( ω

2T

)
= −iα1ω coth

( ω

2T

)
. (B22)

We have two regimes from the cotangent which cross over
around ω ≈ 2T . If the temperature is large enough that we can
approximate coth( ω

2T ) ≈ 2T
ω

, then we have αK (ω) ≈ −2iα1T .
Therefore, we find

αK (t ) = −2iα1T
1

2π

∫ ∞

−∞
dω e−iωt = −2iα1T δ(t ) (B23)

and thus

〈ξn(t )ξm(t ′)〉 = iδn,mαK (t − t ′) = 2α1T δn,mδ(t − t ′). (B24)

We see that Eq. (B21) and Eq. (B24) combine to give the
regular LLG equation with first-order dissipation and white
noise fluctuation:

Ṡ(t ) = S(t ) × [B − α1Ṡ(t ) + ξ(t )]. (B25)

3. Sub-Ohmic spectral function

We now consider the case where

J (ε) = αs sin

(
πs

2

)
εs, (B26)

with 0 < s < 1. In this case,

αR/A(ω) = αs sin

(
πs

2

)∫ ∞

0

dε

π

ω2εs−1

(ω ± i0)2 − ε2
. (B27)

Considering the LLG equation, the relevant dissipation term
is (αdiss ∗ S)(t ). In terms of the Fourier transform of αdiss(t ),
we find that

(αdiss ∗ S)(t ) =
∫ ∞

−∞
dt ′αdiss(t − t ′)S(t ′)

=
∫ ∞

−∞
dt ′[αR(t − t ′) + αA(t ′ − t )]S(t ′)

= 1

2π

∫ ∞

−∞
dt ′
∫ ∞

−∞
dω[e−iω(t−t ′ )αR(ω) + eiω(t−t ′ )αA(ω)]S(t ′)

= 1

2π

∫ ∞

−∞
dt ′
∫ ∞

−∞
dω e−iω(t−t ′ )[αR(ω) + αA(−ω)]S(t ′)

= αs
sin
(

πs
2

)
2π2

∫ ∞

−∞
dt ′
∫ ∞

−∞
dω

∫ ∞

0
dε e−iω(t−t ′ )

[
ω2εs−1

(ω + i0)2 − ε2
+ (−ω)2εs−1

(−ω − i0)2 − ε2

]
S(t ′)

= αs
sin
(

πs
2

)
π2

∫ ∞

−∞
dt ′
∫ ∞

0
dε

∫ ∞

−∞
dω

[
e−iω(t−t ′ ) ω2εs−1

(ω + i0 + ε)(ω + i0 − ε)
S(t ′)

]
. (B28)
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Notice that we have two poles at ω = ±ε − i0, below the real axis. If t − t ′ < 0, then the exponential will go to zero as ω →
+i∞. Hence we could close the ω integration with a complex contour as an infinite half circle along the top and get zero from
the Cauchy theorem. If t − t ′ > 0, however, we see that the exponential goes to zero when ω → −i∞. Hence we can close the
ω integration along the bottom. Thus, using the residue theorem (reversing the integration direction), we find

(αdiss ∗ S)(t ) = −2π iαs
sin
(

πs
2

)
π2

∫ ∞

−∞
dt ′
∫ ∞

0
dε (t − t ′)

×
[

e−i(ε−i0)(t−t ′ ) (ε − i0)2εs−1

(ε − i0 + i0 + ε)
+ e−i(−ε−i0)(t−t ′ ) (−ε − i0)2εs−1

(−ε − i0 + i0 − ε)

]
S(t ′)

= −iαs
sin
(

πs
2

)
π

∫ t

−∞
dt ′
∫ ∞

0
dε

[
e−iε(t−t ′ ) ε

s+1

ε
+ eiε(t−t ′ ) ε

s+1

−ε

]
S(t ′)

= −iαs
sin
(

πs
2

)
π

∫ t

−∞
dt ′
∫ ∞

0
dε[e−iε(t−t ′ ) − eiε(t−t ′ )]εsS(t ′)

= −2αs
sin
(

πs
2

)
π

∫ t

−∞
dt ′
∫ ∞

0
dε sin[ε(t − t ′)]εsS(t ′)

= −2αs
sin
(

πs
2

)
π

∫ ∞

0
dε

{
[εs−1 cos[ε(t − t ′)]S(t ′)]t ′=t

t ′=t0 −
∫ t

t0

dt ′ cos[ε(t − t ′)]εs−1Ṡ(t ′)
}

= −2αs
sin
(

πs
2

)
π

∫ ∞

0
dε

{
εs−1S(t ) − εs−1 cos[ε(t − t0)]S(t0) −

∫ t

t0

dt ′ cos[ε(t − t ′)]εs−1Ṡ(t ′)
}
. (B29)

The first term vanishes because of the cross product with S(t ) in the LLG equation. The second term is where we had to be
careful. Here, we should realize that the −∞ is physically only indicating that it is a time very far in the past. So, to avoid
unphysical infinities, we introduced a finite initial time t0 and we will take t0 → −∞ later. For this, we need to introduce some
fractional derivative notation. We define the Riemann-Liouville (RL) and Caputo (C) derivatives of order s, with an integer n
such that n � s < n + 1, as

RL
t0 Ds

t f (t ) = dn

dtn

1

�(n − s)

∫ t

t0

dt ′(t − t ′)n−1−s f (t ′), (B30)

C
t0 Ds

t f (t ) = 1

�(n − s)

∫ t

t0

dt ′(t − t ′)n−1−s f (n)(t ′), (B31)

where we reserve the simpler Ds
t notation for the Liouville derivative that was used in the main text.

Now, rescaling ε → ε/(t − t0) and ε → ε/(t − t ′) in the second and third terms of Eq. (B29), respectively, we have

(αdiss ∗ S)(t ) = 2αs
sin
(

πs
2

)
π

∫ ∞

0
dε cos(ε)εs−1

[
(t − t0)−sS(t0) +

∫ t

t0

dt ′(t − t ′)−sṠ(t ′)
]

= 2αs
sin
(

πs
2

)
π

[
cos

(πs

2

)
�(s)

][
(t − t0)−sS(t0) +

∫ t

t0

dt ′(t − t ′)−sṠ(t ′)
]

= 2αs
sin
(

πs
2

)
π

cos

(
πs

2

)
�(s)

[
(t − t0)−sS(t0) + �(1 − s) C

t0 Ds
t S(t )

]

= 2αs
sin
(

πs
2

)
π

cos

(
πs

2

)
�(s)�(1 − s)

[
(t − t0)−s

�(1 − s)
S(t0) + C

t0 Ds
t S(t )

]

= 2αs
sin
(

πs
2

)
π

cos

(
πs

2

)
π

sin(πs)
RL
t0 Ds

t S(t )

= αs
RL
t0 Ds

t S(t ) = αsD
s
t S(t ), (B32)

where we used several identities from Sec. 6 in the Supplemental Material of Ref. [34] and in the last line we sent t0 → −∞.
For the noise correlation, we have to compute the Keldysh component. This is

αK (t ) = 1

2π

∫ ∞

−∞
dω e−iωtαK (ω)

= 1

2π

∫ ∞

−∞
dω e−iωt [αR(ω) − αA(ω)] coth

(
ω

2T

)
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= αs
sin
(

πs
2

)
2π2

∫ ∞

0
dε

∫ ∞

−∞
dω e−iωt

[
ω2εs−1

(ω + i0)2 − ε2
− ω2εs−1

(ω − i0)2 − ε2

]
coth

(
ω

2T

)

(now send ω → −ω in the advanced part) = αs
sin
(

πs
2

)
2π2

∫ ∞

0
dε

∫ ∞

−∞
dω

[
e−iωtω2εs−1

(ω + i0)2 − ε2
+ eiωtω2εs−1

(−ω − i0)2 − ε2

]
coth

(
ω

2T

)

= αs
sin
(

πs
2

)
π2

∫ ∞

0
dε

∫ ∞

−∞
dω cos(ωt )

ω2εs−1

(ω + i0)2 − ε2
coth

(
ω

2T

)
. (B33)

Now, we send ω → ω/t and ε → ε/t , which yields

αK (t ) = αst
−1−s sin

(
πs
2

)
π2

∫ ∞

0
dε

∫ ∞

−∞
dω cos(ω)

ω2εs−1

(ω + i0)2 − ε2
coth

(
ω

2tT

)
. (B34)

Taking the high temperature limit, we get

αK (t ) = αst
−1−s sin

(
πs
2

)
π2

∫ ∞

0
dε

∫ ∞

−∞
dω cos(ω)

ω2εs−1

(ω + i0)2 − ε2

2tT

ω

= 2T αst
−s sin

(
πs
2

)
π2

∫ ∞

0
dε

∫ ∞

−∞
dω cos(ω)

ωεs−1

(ω + i0)2 − ε2

= 2T αst
−s sin

(
πs
2

)
π2

∫ ∞

0
dε

∫ ∞

−∞
dω

cos(ω)ωεs−1

(ω + i0 − ε)(ω + i0 + ε)
. (B35)

Now, we want to close the integral over ω with an infinite half circle. For this, we need fast enough convergence of the integrand
to zero. Splitting the cosine into two exponential parts cos(ω) = (eiω + e−iω )/2, we see that the first term goes to zero when
ω → i∞ and that the second term goes to zero when ω → −i∞. Since we have poles at ω = ±ε − i0, the integral along the top
half plane vanishes. The integral along the bottom is then computed as

αK (t ) = T αst
−s sin

(
πs
2

)
π2

∫ ∞

0
dε

∫ ∞

−∞
dω

e−iωωεs−1

(ω + i0 − ε)(ω + i0 + ε)

= T αst
−s sin

(
πs
2

)
π2

∫ ∞

0
dε − 2π i

[
e−i(ε−i0)(ε − i0)εs−1

ε − i0 + i0 + ε
+ e−i(−ε−i0)(−ε − i0)εs−1

−ε − i0 + i0 − ε

]

= −2iT αst
−s sin

(
πs
2

)
π

∫ ∞

0
dε

[
e−iεεs

2ε
+ eiεεs

2ε

]
= −2iT αst

−s sin
(

πs
2

)
π

∫ ∞

0
dε cos(ε)εs−1

= −2iT αst
−s sin

(
πs
2

)
π

cos

(
πs

2

)
�(s) = −iT αst

−s sin (πs)

π
�(s) = −iT αs

t−s

�(1 − s)
. (B36)

We therefore find that

〈ξn(t )ξm(t ′)〉 = iδn,mαK (t − t ′)

= αsT δn,m
(t − t ′)−s

�(1 − s)
, (B37)

where we assumed that t � t ′. Therefore, we have now found the fractional LLG equation

Ṡ(t ) = S(t ) × [
B − αsD

s
t S(t ) + ξ(t )

]
. (B38)

4. Super-Ohmic spectral function

We now consider the case where

J (ε) = αs sin

(
πs

2

)
εs, (B39)
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with 1 < s < 2. In this case, everything is equivalent to the sub-Ohmic case, up to Eq. (B29), where we wanted to rewrite the
dissipation into a fractional derivative. We had to introduce a finite initial time t0, which led to

(αdiss ∗ S)(t ) = −2αs
sin
(

πs
2

)
π

∫ t

−∞
dt ′
∫ ∞

0
dε sin[ε(t − t ′)]εsS(t ′)

= −2αs
sin
(

πs
2

)
π

∫ ∞

0
dε

{
[εs−1 cos[ε(t − t ′)]S(t ′)]t ′=t

t ′=t0 −
∫ t

t0

dt ′ cos[ε(t − t ′)]εs−1Ṡ(t ′)
}

= −2αs
sin
(

πs
2

)
π

∫ ∞

0
dε

{
εs−1S(t ) − εs−1 cos[ε(t − t0)]S(t0) −

∫ t

t0

dt ′ cos[ε(t − t ′)]εs−1Ṡ(t ′)
}
. (B40)

The first term vanishes because of the cross product with S(t ) in the LLG equation. However, the second term is more problematic
compared to the sub-Ohmic case, since the identity used to rewrite it only holds for s < 1. We solve this by writing it as a time
derivative

εs−1 cos[ε(t − t0)]S(t0) = d

dt
εs−2 sin[ε(t − t0)]S(t0) (B41)

and then switching the ordering of the derivative and integral. Performing also one more partial integration in t ′, we get

(αdiss ∗ S)(t ) = 2αs
sin
(

πs
2

)
π

∫ ∞

0
dε

{
d

dt
εs−2 sin[ε(t − t0)]S(t0) +

∫ t

t0

dt ′ cos[ε(t − t ′)]εs−1Ṡ(t ′)
}

= 2αs
sin
(

πs
2

)
π

∫ ∞

0
dε

(
d

dt
εs−2 sin[ε(t − t0)]S(t0) + [εs−2 sin[ε(t − t ′)]Ṡ(t ′)]t ′=t

t ′=t0

−
∫ t

t0

dt ′{− sin[ε(t − t ′)]εs−2S̈(t ′)}
)

= 2αs
sin
(

πs
2

)
π

∫ ∞

0
dε

{
d

dt
εs−2 sin[ε(t − t0)]S(t0) + εs−2 sin[ε(t − t0)]Ṡ(t0) +

∫ t

t0

dt ′ sin[ε(t − t ′)]εs−2S̈(t ′)
}
.

(B42)

Now, rescaling ε → ε/(t − t0) and ε → ε/(t − t ′), respectively, we have

(αdiss ∗ S)(t ) = 2αs
sin
(

πs
2

)
π

∫ ∞

0
dε sin(ε)εs−2

[
d

dt
(t − t0)1−sS(t0) + (t − t0)1−sṠ(t0) +

∫ t

t0

dt ′(t − t ′)1−sS̈(t ′)
]

= 2αs
sin
(

πs
2

)
π

[
sin

(
π (s − 1)

2

)
�(s − 1)

][
(1 − s)(t − t0)−sS(t0) + (t − t0)1−sṠ(t0) +

∫ t

t0

dt ′(t − t ′)1−sS̈(t ′)
]

= −2αs
sin
(

πs
2

)
π

cos

(
πs

2

)
�(s − 1)

[
(1 − s)(t − t0)−sS(t0) + (t − t0)1−sṠ(t0) + �(2 − s) C

t0 Ds
t S(t )

]

= −2αs
sin
(

πs
2

)
π

cos

(
πs

2

)
�(s − 1)�[1 − (s − 1)]

[
(t − t0)−s

�(1 − s)
S(t0) + (t − t0)1−s

�(2 − s)
Ṡ(t0) + C

t0 Ds
t S(t )

]

= −αs
sin (πs)

π

π

sin[π (s − 1)]
RL
t0 Ds

t S(t )

= αsD
s
t S(t ), (B43)

where we used several identities from Sec. 6 in the Supplemental Material of Ref. [34], Ref. [53], p. 893, and in the last line we
sent t0 → −∞.

For the noise correlation, we have to compute the Keldysh component. This is

αK (t ) = 1

2π

∫ ∞

−∞
dω e−iωtαK (ω)

= 1

2π

∫ ∞

−∞
dω e−iωt [αR(ω) − αA(ω)] coth

(
ω

2T

)

= αs
sin
(

πs
2

)
2π2

∫ ∞

0
dε

∫ ∞

−∞
dω e−iωt

[
ω2εs−1

(ω + i0)2 − ε2
− ω2εs−1

(ω − i0)2 − ε2

]
coth

(
ω

2T

)
. (B44)
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Now, we send ω → −ω in the advanced part

αK (t ) = αs
sin
(

πs
2

)
2π2

∫ ∞

0
dε

∫ ∞

−∞
dω

[
e−iωtω2εs−1

(ω + i0)2 − ε2
+ eiωtω2εs−1

(−ω − i0)2 − ε2

]
coth

(
ω

2T

)

= αs
sin
(

πs
2

)
π2

∫ ∞

0
dε

∫ ∞

−∞
dω cos(ωt )

ω2εs−1

(ω + i0)2 − ε2
coth

(
ω

2T

)
. (B45)

Then, we insert cos(ωt ) = d
dt

sin(ωt )
ω

and we send ω → ω/t and ε → ε/t , which yields

αK (t ) = d

dt
αs

sin
(

πs
2

)
π2

∫ ∞

0
dε

∫ ∞

−∞
dω sin(ωt )

ωεs−1

(ω + i0)2 − ε2
coth

(
ω

2T

)

= d

dt
αst

−s sin
(

πs
2

)
π2

∫ ∞

0
dε

∫ ∞

−∞
dω sin(ω)

ωεs−1

(ω + i0)2 − ε2
coth

(
ω

2tT

)
. (B46)

Taking the high-temperature limit, we get

αK (t ) = d

dt
αst

−s sin
(

πs
2

)
π2

∫ ∞

0
dε

∫ ∞

−∞
dω sin(ω)

ωεs−1

(ω + i0)2 − ε2

2tT

ω

= d

dt
2T αst

1−s sin
(

πs
2

)
π2

∫ ∞

0
dε

∫ ∞

−∞
dω sin(ω)

εs−1

(ω + i0)2 − ε2

= 2T αs(1 − s)t−s sin
(

πs
2

)
π2

∫ ∞

0
dε

∫ ∞

−∞
dω

sin(ω)εs−1

(ω + i0 − ε)(ω + i0 + ε)
. (B47)

Now, we want to close the integral over ω with an infinite half circle. For this, we need fast enough convergence of the integrand
to zero. Splitting the cosine into two exponential parts sin(ω) = (eiω − e−iω )/2i, we see that the first term goes to zero when
ω → i∞ and that the second term goes to zero when ω → −i∞. Since we have poles at ω = ±ε − i0, the integral along the top
half plane vanishes. The integral along the bottom is then computed as

αK (t ) = iT αs(1 − s)t−s sin
(

πs
2

)
π2

∫ ∞

0
dε

∫ ∞

−∞
dω

e−iωεs−1

(ω + i0 − ε)(ω + i0 + ε)

= iT αs(1 − s)t−s sin
(

πs
2

)
π2

∫ ∞

0
dε − 2π i

[
e−i(ε−i0)εs−1

ε − i0 + i0 + ε
+ e−i(−ε−i0)εs−1

−ε − i0 + i0 − ε

]

= 2T αs(1 − s)t−s sin
(

πs
2

)
π

∫ ∞

0
dε

[
e−iεεs−2

2
− eiεεs−2

2

]

= −2iT αs(1 − s)t−s sin
(

πs
2

)
π

∫ ∞

0
dε sin(ε)εs−2

= −2iT αs(s − 1)t−s sin
(

πs
2

)
π

cos

(
πs

2

)
�(s − 1)

= −iT αst
−s sin (πs)

π
�(s)

= −iT αs
t−s

�(1 − s)
. (B48)

We therefore find the same expression as in the sub-Ohmic
case, which leads to

〈ξn(t )ξm(t ′)〉 = iδn,mαK (t − t ′)

= αsT δn,m
(t − t ′)−s

�(1 − s)
. (B49)

Therefore, we have now also found the fractional LLG equa-
tion in the super-Ohmic case.

5. Comparison of Ohmic versus non-Ohmic

In the Ohmic case, we started with J (ω) = α1ω and
ended up with a α1Ṡ(t ) friction term and noise correlation
2α1kBT δ(t − t ′). On the other hand, in the non-Ohmic case,
we started with J (ε) = αs sin( πs

2 )εs and ended up with a fric-

tion αsDs
t S(t ) and noise correlation αskBT (t−t ′ )−s

�(1−s) . Although
it is clear that both the non-Ohmic J (ω) and the friction
term will go to the Ohmic case when s → 1, the noise is
less straightforward. We can see that, as s → 1, the Gamma
function will blow up, hence sending the correlation to zero,
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with the exception of t = t ′. In this case, the numerator blows
up even before taking the limit of s → 1. Hence we can expect
this function to behave as a delta function. To find the correct
prefactor, we integrate the distribution with a test function
f (t ′) = 1 to find

lim
s→1

∫ ∞

−∞
dt

t−s

�(1 − s)
× 1 = lim

s→1

[
t1−s

(1 − s)�(1 − s)

]∞

t=−∞

= lim
s→1

[
t1−s

�(2 − s)

]∞

t=−∞

=
[

t

|t − t ′|�(1)

]∞

t=−∞
= 2.

Hence we see that the limit of the noise correlation becomes
2α1kBT δ(t − t ′), which is precisely as in the Ohmic case.

APPENDIX C: FERROMAGNETIC RESONANCE

In this Appendix, we will compute the effects of a rotating
magnetic field on the fractional LLG (FLLG) equation

Ṡ(t ) = S(t ) × {
Beff[t, S(t )] − αsD

s
t S(t ) + ξ(t )

}
. (C1)

For simplicity, we assume that the temperature of the bath is
low compared to the energy of the external fields, such that
the thermal noise ξ(t ) may be neglected. We apply a rotating
magnetic field (in the natural precession direction of the spin)

Beff[t, S(t )] =

⎛
⎜⎝ Bd cos(ωdt )

−Bd sin(ωdt )
B0 + KSz(t )

⎞
⎟⎠ (C2)

and use spherical coordinates

S = S

⎛
⎝sin θ cos φ

sin θ sin φ

cos θ

⎞
⎠. (C3)

We will assume a small θ approximation, where the ground
state is in the positive z direction, i.e., 0 < Bd � B0 + KS
and αsS � (B0 + KS)1−s. As shown in Appendix A 4, we
may rewrite the FLLG equation of this form in spherical
coordinates as

φ̇ = 1

sin θ

[
Beff[t, S(t )

]− αsD
s
t S(t )]

⎛
⎝cos θ cos φ

cos θ sin φ

− sin θ

⎞
⎠,

θ̇ = [Beff[t, S(t )] − αsD
s
t S(t )]

⎛
⎝ sin φ

− cos φ

0

⎞
⎠. (C4)

In the rotating frame, where B(t ) is constant, we could expect
the system to go to a steady state after some time. Hence we
introduce a new coordinate, such that φ = −(ωdt + ϕ). We
may then set ϕ̇ = θ̇ = 0 to find the steady state in the rotating
frame, where

− ωd sin θ

= [
Beff[t, S(t )] − αsD

s
t S(t )

]⎛⎜⎝cos θ cos[−(ωdt + ϕ)]
cos θ sin[−(ωdt + ϕ)]

− sin θ

⎞
⎟⎠

= [
Beff[t, S(t )] − αsD

s
t S(t )

]⎛⎜⎝ cos θ cos(ωdt + ϕ)
− cos θ sin(ωdt + ϕ)

− sin θ

⎞
⎟⎠

and

0 = [
Beff[t, S(t )] − αsD

s
t S(t )

]⎛⎜⎝ sin[−(ωdt + ϕ)]
− cos[−(ωdt + ϕ)]

0

⎞
⎟⎠

= [
Beff[t, S(t )] − αsD

s
t S(t )

]⎛⎜⎝− sin(ωdt + ϕ)
− cos(ωdt + ϕ)

0

⎞
⎟⎠. (C5)

We note that S(t ) is now only time dependent in the rotating-
frame term, which means that we can explicitly calculate
the fractional derivative. The Liouville derivative works well
with Fourier transforms; hence the fractional derivative of a
trigonometric function is given by

Ds
t sin(ωt ) = |ω|s sin

(
ωt + sgn(ω)

πs

2

)
, (C6)

and similarly for a cosine. We remark that the Liouville
derivative of a constant can only be described by setting the
initial time to some finite t0, in which case it becomes zero
[54]. Combining this with the steady state expression for S,
we find

αsD
s
t S(t ) = αsD

s
t S

⎛
⎜⎝

sin θ cos(ωdt + ϕ)

− sin θ sin(ωdt + ϕ)

cos θ

⎞
⎟⎠

= αsS sin θ |ωd |s
⎛
⎜⎝

cos
[
ωdt + ϕ + sgn(ωd )πs

2

]
− sin

[
ωdt + ϕ + sgn(ωd )πs

2

]
0

⎞
⎟⎠.

(C7)

Hence we find that

−ωd tan θ = [
Beff[t, S(t )] − αsD

s
t S(t )

]⎛⎝ cos(ωdt + ϕ)
− sin(ωdt + ϕ)

− tan θ

⎞
⎠

=
⎡
⎣
⎛
⎝ Bd cos(ωdt )

−Bd sin(ωdt )
B0 + KS cos θ

⎞
⎠− αsS sin θ |ωd |s

⎛
⎝ cos

[
ωdt + ϕ + sgn(ωd )πs

2

]
− sin

[
ωdt + ϕ + sgn(ωd )πs

2

]
0

⎞
⎠
⎤
⎦
⎛
⎝ cos(ωdt + ϕ)

− sin(ωdt + ϕ)
− tan θ

⎞
⎠

= Bd cos ϕ − B0 tan θ − KS sin θ − αsS sin θ |ωd |s cos
(

sgn(ωd )
πs

2

)
(C8)
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and

0 = [
Beff[t, S(t )] − αsD

s
t S(t )

]⎛⎜⎝
− sin(ωdt + ϕ)

− cos(ωdt + ϕ)

0

⎞
⎟⎠

=

⎡
⎢⎢⎣
⎛
⎜⎝

Bd cos(ωdt )

−Bd sin(ωdt )

B0 + KS cos θ

⎞
⎟⎠− αsS sin θ |ωd |s

⎛
⎜⎜⎝

cos
[
ωdt + ϕ + sgn(ωd )πs

2

]
− sin

[
ωdt + ϕ + sgn(ωd )πs

2

]
0

⎞
⎟⎟⎠
⎤
⎥⎥⎦
⎛
⎜⎝

sin(ωdt + ϕ)

cos(ωdt + ϕ)

0

⎞
⎟⎠

= Bd sin ϕ + αsS sin θ |ωd |s sin

(
sgn(ωd )

πs

2

)
. (C9)

With some rearranging, we have

ϕ = arcsin

[
−αsS

Bd
|ωd |s sin

(
sgn(ωd )

πs

2

)
sin θ

]
(C10)

and

Bd cos ϕ = Bd cos arcsin

[
−αsS

Bd
|ωd |s sin

(
sgn(ωd )

πs

2

)
sin θ

]

=
√

B2
d −

[
αsS|ωd |s sin

(
sgn(ωd )

πs

2

)
sin θ

]2

= (B0 + KS cos θ − ωd ) tan θ + αsS sin θ |ωd |s cos
(

sgn(ωd )
πs

2

)
. (C11)

Squaring this, we get

B2
d = (B0 + KS cos θ − ωd )2 tan2 θ + (αsS|ωd |s)2 sin2 θ + 2αsS|ωd |s(B0 + KS cos θ − ωd ) cos

(πs

2

) sin2 θ

cos θ

and, multiplying by cos2 θ = 1 − sin2 θ , we have

(1 − sin2 θ )B2
d = (B0 + KS

√
1 − sin2 θ − ωd )2 sin2 θ +

[(
αsS|ωd |s

)2

+ 2αsS|ωd |sKS cos

(
πs

2

)]
sin2 θ (1 − sin2 θ )

+ 2αsS|ωd |s(B0 − ωd ) cos

(
πs

2

)
sin2 θ

√
1 − sin2 θ. (C12)

We could go further and make this into (effectively) a fourth order equation for sin2 θ . However, since we are in a small θ limit,
we will solve this equation up to first order in sin2 θ , which yields

B2
d = sin2 θ

{
B2

d (B0 + KS − ωd )2 +
[(

αsS|ωd |s
)2

+ 2αsS|ωd |sKS cos

(
πs

2

)]

+ 2αsS|ωd |s(B0 − ωd ) cos

(
πs

2

)}
. (C13)

Hence we find that

sin2 θ = B2
d

B2
d + (B0 + KS − ωd )2 + (αsS|ωd |s)2 + 2αsS|ωd |s(B0 + KS − ωd ) cos

(
πs
2

)
= B2

d

(B0 + KS − ωd )2 + (αsS|ωd |s)2 + 2αsS|ωd |s(B0 + KS − ωd ) cos
(

πs
2

) + O
(
B4

d

)
. (C14)

Note that the O(B4
d ) should formally be dimensionless, but we explain what we mean with terms being small in Appendix C 3,

as this is more subtle with fractional dimensions.
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1. Resonance frequency and amplitude

Since we are studying ferromagnetic resonance, we want to find the driving frequency for which we get the largest response
from the magnetic system. Since we know that the resonance for an Ohmic system is at ωd = B0 + KS, we will expand the
formula around this point to find the new maximum. To compute the resonance frequency ωres, we thus first assume that ωres ≈
(B0 + KS)(1 + y) with y small, such that |ωres|s ≈ (B0 + KS)s(1 + sy) (for B0 + KS > 0). This results in

sin2 θ = B2
d

(B0 + KS − ωd )2 + (αsS|ωd |s)2 + 2αsS|ωd |s(B0 + KS − ωd ) cos
(

πs
2

)
≈ B2

d

(B0 + KS)2y2 + (αsS)2(B0 + KS)2s(1 + 2sy) − 2αsS(B0 + KS)s+1(1 + sy)y cos
(

πs
2

) . (C15)

Now, we put the derivative with respect to y equal to zero to get

(B0 + KS)2y + s(αsS)2(B0 − KS)2s − αsS(B0 − KS)s+1(1 + 2sy) cos
(πs

2

)
= 0. (C16)

Hence we find that

y = −s(αsS)2(B0 + KS)2s + αsS(B0 + KS)s+1 cos
(

πs
2

)
(B0 + KS)2 − 2sαsS(B0 − KS)s+1 cos

(
πs
2

)
= αsS(B0 + KS)s−1 cos

(πs

2

)
+ O(αsS)2, (C17)

which results in

ωres ≈ (B0 + KS)

[
1 + αsS(B0 + KS)s−1 cos

(
πs

2

)]
= (B0 + KS) + αsS(B0 + KS)s cos

(
πs

2

)
. (C18)

We see that the resonance frequency gets shifted by a small amount, depending on s, which scales nonlinearly. Inserting this
result into Eq. (C14), we can now also find an approximation for the amplitude at resonance:

sin2 θres = B2
d

(B0 + KS − ωres)2 + (αsS|ωres|s)2 + 2αsS|ωres|s(B0 + KS − ωres) cos
(

πs
2

)
≈ B2

d

{[
αsS(B0 + KS)s cos

(
πs

2

)]2

+
[
αsS

∣∣∣∣(B0 + KS) + αsS(B0 + KS)s cos

(
πs

2

)∣∣∣∣
s]2

− 2αsS

∣∣∣∣(B0 + KS) + αsS(B0 + KS)s cos

(
πs

2

)∣∣∣∣
s

αsS(B0 + KS)s cos2

(
πs

2

)}−1

= B2
d

[αsS(B0 + KS)s]2

[
cos2

(πs

2

)
+
∣∣∣1 + αsS(B0 + KS)s−1 cos

(πs

2

)∣∣∣2s

− 2
∣∣∣1 + αsS(B0 + KS)s−1 cos

(πs

2

)∣∣∣s cos2
(πs

2

)]−1

= B2
d

[αsS(B0 + KS)s]2

[
1 − cos2

(πs

2

)
+ O(αsS)

]−1

≈ B2
d[

αsS(B0 + KS)s sin
(

πs
2

)]2 . (C19)

Since the sine function decreases as s moves away from one, we see that the amplitude actually increases for non-Ohmic
environments.

2. Calculating the FWHM linewidth

Next, we are interested not only in the location of the resonance, but also how sensitive the resonance is to the driving
frequency. One way to describe this is by using the full width at half maximum measure. This provides a well-defined linewidth
independently of the shape of the peak. It is found by measuring the width of the peak at half the height of its maximum.
This can be measured in the laboratories, but it can also be computed. Since our function of interest is of the form sin2 θ (ωd ) =
B2

d/g(ωd ), it makes sense to approximate the inverse function instead of the regular one. To this end, we will translate the FWHM
measurement to the inverse function and then Taylor expand g(ωd ) near resonance as a parabola to solve for the new condition
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of this inverse function. Notice that, from Eq. (C14), we have

g(ωd ) = (B0 + KS − ωd )2 + (αsS|ωd |s)2 + 2αsS|ωd |s(B0 + KS − ωd ) cos
(πs

2

)
. (C20)

The FWHM condition is

B2
d

g(ωd )
= sin2 θ (ωd ) = sin2 θ (ωres)

2
= B2

d

2g(ωres)
. (C21)

Hence we must solve for 2g(ωres) = g(ωd ). To this end, let us assume that ωd = ωres + y and expand g(ωd ) in y. We will use that

|a + y|n ≈ an + nan−1y + 1
2 n(n − 1)an−2y2

for small y and a > 0. Then,

g(ωres + y) = (B0 + KS − ωres − y)2 + (αsS|ωres + y|s)2 + 2αsS|ωres + y|s(B0 + KS − ωres − y) cos
(πs

2

)
≈ (B0 + KS − ωres)2 + (

αsSωs
res

)2 + 2αsSωs
res(B0 + KS − ωres) cos

(πs

2

)

+ y

[
− 2(B0 + KS − ωres) + 2s(αsS)2ω2s−1

res − 2αsS cos
(πs

2

){
ωs

res + sωs−1
res [ωres − (B0 + KS)]

}]

+ y2
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1 + s(2s − 1)(αsS)2ω2s−2

res − 2sαsSωs−1
res cos

(
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2

)
+ s(s − 1)αsSωs−2
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(
πs

2

)]
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(
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2

)
+ 2s(αsS)2(B0 + KS)2s−1

[
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(
πs

2

)]2s−1

− 2αsS(B0 + KS)s cos

(
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2

){[
1 + αsS(B0 + KS)s−1 cos

(πs

2
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(
πs

2

)
+ (αsS)2(B0 + KS)2s−2

[
s(2s − 1) − 3s(s − 1) cos2

(
πs

2

)]}

+ O(αsS)3. (C22)

Now, we set 2g(ωres) = g(ωres + y) = g(ωres) + by + ay2 and remark that g(ωres) = (αsS)2(B0 + KS)2s sin2( πs
2 ), in order to find

that

y = −b ±
√

b2 + 4ag(ωres )

2a
�⇒ �H/2 =

√
b2 + 4ag(ωres )

a
. (C23)

Hence we find that the lowest-order contribution to the linewidth is given by

�H/2 ≈
√

4(αsS)2(B0 + KS)2s sin2
(

πs
2

)+ O(αsS)3

1 + O(αsS)

= 2(αsS)(B0 + KS)s sin

(
πs

2

)
+ O(αsS)2. (C24)
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3. Dimensional analysis

The fractional derivative in the LLG equation has an impact on the dimensions of quantities. We can first see that, in the
chosen units, we have [B0 + KS] = [ωd ] = time−1. Assuming S to be dimensionless, then [ωd ] = [αsDs

t S] = [αs][ωd ]s; hence
[αs] = [ωd ]1−s. We can now start to understand what we mean when we say that certain quantities are small, since this has to
be relative to something else. For instance, when we say αsS is small, we understand this as αsS � (B0 + KS)1−s. For Bd it is
simpler, since there is no fractional derivative acting with it. Hence, for Bd small, we simply mean Bd � B0 + KS. We can now
also define some dimensionless variables, such as α′

s = αsS(B0 + KS)s−1 and B′
d = Bd/(B0 + KS). We have used these variables

in the figures to show the general behavior of the quantities.
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