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The ordinary Structure Identity Principle states that any property of set-level structures (e.g., posets, groups, rings, fields)
definable in Univalent Foundations is invariant under isomorphism: more specifically, identifications of structures coin-
cide with isomorphisms. We prove a version of this principle for a wide range of higher-categorical structures, adapting
FOLDS-signatures to specify a general class of structures, and using two-level type theory to treat all categorical dimensions
uniformly. As in the previously known case of 1-categories (which is an instance of our theory), the structures themselves
must satisfy a local univalence principle, stating that identifications coincide with “isomorphisms” between elements of the
structure. Our main technical achievement is a definition of such isomorphisms, which we call “indiscernibilities,” using only
the dependency structure rather than any notion of composition.
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1 INTRODUCTION

1.1 The Structure Identity Principle (SIP)

A fundamental logical principle is the “indiscernibility of identicals”, i.e., equal objects have the same properties:

x = y → ∀ properties P, (P(x) ↔ P(y)) . (1)

However, properties invariant underweaker notions of sameness are also important. For instance, group-theoretic
properties satisfy a similar principle for isomorphic groups:

G � H → ∀ group-theoretic properties P, (P(G) ↔ P(H )) ;

while category-theoretic properties are invariant even under equivalence of categories:

A ≃ B → ∀ category-theoretic properties P, (P(A) ↔ P(B)) .

The idea is summarized in Aczel’s Structure Identity Principle (SIP) [1]: Isomorphic (or equivalent) mathemat-
ical structures are structurally identical; i.e., have the same structural properties. But it remains to characterize the
“structural properties” for a given notion of structure. For instance, Blanc [8] and Freyd [13] devised a syntax
for category-theoretic properties and showed that they are invariant under equivalence. And Makkai [21] intro-
duced general notions of signature and equivalence for higher-categorical structures, along with a language for
their properties called First Order Logic with Dependent Sorts (FOLDS), and proved that FOLDS-properties are
invariant under FOLDS-equivalence.

1.2 The SIP in Univalent Foundations

Inspired by Makkai (see [35, p. 1279]), Voevodsky conceived Univalent Foundations (UF) with a similar but more
ambitious goal: a foundational language for mathematics, all of whose constructions are invariant under equiv-
alences of structures. Since proofs are particular constructions, this implies a similar invariance of properties.

The formal language of UF and the closely related Homotopy Type Theory (HoTT) is Martin-Löf type the-
ory, with types regarded as (higher) groupoids; see [33] for background and notation. Voevodsky’s univalence
principle

univalence : Π(x,y :U)(x =U y ∼−→ x ≃ y) (2)
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ensures that all properties of types are invariant under equivalences, since equivalences can be made into iden-
tifications (i.e., elements of the Martin-Löf identity type x = y):

Π(x,y :U)
(
x ≃ y → Π(P :U→U) (P(x) ≃ P(y))

)
.

It was proven in [33, Section 9.9] and [11]1 that the same approach works for a wide range of mathematical
structures. Both use a notion of “signature” to define general classes of structures and isomorphisms, and show
(using (2) for the underlying types) that isomorphisms of structures are equivalent to identities of structures.
Thus, indiscernibility of identicals implies indiscernibility of isomorphs.

1.3 SIPs for Categories and Higher Categories

The main restriction of the SIP of Section 1.2 is that it applies only to structures that naturally form a 1-category
(or 1-groupoid). In particular, it excludes categories themselves. An SIP for categories is proved in [2, Theo-
rem 6.17]: equivalence of (certain) categories is equivalent to identity of categories, yielding an analogous trans-
port principle for categorical equivalences x ≃ y:

Π(x,y :Cat)
(
x ≃ y → Π(P :Cat→U) (P(x) ≃ P(y))

)
.

However, to make this true, the categories themselves must satisfy a local univalence principle saying that
isomorphism is equivalent to identity for their objects.

In the present paper, grown out of [32] and inspired by FOLDS, we generalize this to other (higher-)categorical
structures. We give general notions of signature, structure, univalence, and equivalence, such that equivalence
of univalent structures is equivalent to identity. Therefore, indiscernibility of identicals implies indiscernibility
of equivalents:

Π(x,y :uStr(L))
(
x ≃L y → Π(P :uStr(L)→U) (P(x) ≃ P(y))

)
.

The primary difficulty is to give a suitable notion of isomorphism—whichwe also call indiscernibility—between
elements of a general structure, so that we can define a structure to be univalent if this notion of isomorphism of
its elements is equivalent to their identity. Our definition is a relativized form of the converse of (1), the identity
of indiscernibles:

(∀ properties P, (P(x) ↔ P(y))) → (x = y). (3)

As long as we generalize “property” to “construction”, the global form of this principle in HoTT/UF is trivially
true because we have the haecceity P(u) :≡ (x = u). We get our notion of indiscernibility by relativizing this to a
structure, allowing only constructions involving the data of a structure to which x ,y belong. Thus, our univalent
structures satisfy a local form of (3).

Remark 1.1. The SIP of Section 1.2 is equivalent to the statement that the 1-category of structures is univalent
in the sense of [2]. This suggests a “Baez–Dolan microcosm principle” at work: the SIP for a given kind of
structure should state that the (higher) category of such structures satisfies the necessary univalence principle
for its SIP. We have not attempted to state or prove this precisely.

2 A FRESH LOOK AT UNIVALENT CATEGORIES

First we review [2] and [33, Chapter 9] with an eye to generalization. Both start by defining a precategory C
as follows.

• A type C0 of objects.
• For each a,b : C0, a set C(a,b) of morphisms.
• For each a : C0, a morphism 1a : C(a,a).

1The formalization of [11] compares the two independent results.
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• For each a,b, c : C0, a function
C(b, c) → C(a,b) → C(a, c).

• For each a,b : C0 and f : C(a,b), we have f = 1b ◦ f and f = f ◦ 1a .
• For each a,b, c,d : C0 and f : C(a,b), д : C(b, c), h : C(c,d), we have h ◦ (д ◦ f ) = (h ◦ д) ◦ f .

Note C0 may not be a set, and for “large” precategories it almost never is. For instance, Set0 is the type of
sets, which by univalence is a proper 1-type. However, allowing arbitrary types of objects is problematic too.
For instance, while the statement “a fully faithful and essentially surjective functor is an equivalence” in ZF is
equivalent to the axiom of choice, for precategories in HoTT/UF it is generally false, even with the axiom of
choice.

The solution is to impose a “local univalence” condition: for any a,b : C0 there is a map idtoisoa,b : (a =C0
b) → (a � b), defined by path induction, and a precategory C is a univalent category if idtoisoa,b is an
equivalence for all a,b : C0. This implements the idea that “isomorphic objects are equal”. Note that it implies
that C0 is a 1-type, since its identity types are all sets (0-types).

One then proves, using the univalence axiom, that this “local” form of univalence for objects of a category
implies a “global” form of univalence for categories themselves:

Theorem 2.1 ([2, Theorem 6.17]). For univalent categories C and D, let C ≃ D be the type of categorical
equivalences between C and D; then

(C = D) = (C ≃ D).

We will generalize this to other categorical structures, starting with a general vocabulary for expressing such
things.

2.1 FOLDS-Signature for Categories

In [21], Makkai presents a definition of category in a language called First-Order Logic with Dependent Sorts
(FOLDS). In contrast to HoTT/UF, FOLDS is not a foundational system for mathematics, but a kind of first-order
logic designed for higher categorical structures. We will not use the logical syntax of FOLDS, but we adopt and
generalize its notions of signature and structure.

A FOLDS-signature is an inverse category with finite fanouts, whose objects are called sorts. The FOLDS-
signature Lcat of categories is shown in Figure 1, along with the related FOLDS-signatures Lrg of reflexive
graphs and Lcat+E of categories with equality (see Section 2.2). There are some relations on the composite ar-
rows (e.g., the two composites I → A ⇒ O are equal). The intent is that O is the sort of objects, A the sort
of arrows, I the sort of identity arrows, and T the sort of composable pairs of arrows (with their composite; T
stands for “triangle”).

Using a set-theoretic metatheory,Makkai defined structures for a FOLDS-signature as certain functors into Set.
In a dependently typed theory like HoTT/UF, however, it is more natural to interpret each sort as a dependent
type indexed by the interpretations of all the sorts below it. For instance, in HoTT/UF a structure M for the
FOLDS-signature Lcat in Figure 1 consists of

MO : U

MA : MO ×MO →U

MI :
∏
(x :MO )MA(x , x) → U

MT :
∏
(x,y,z:MO )MA(x ,y) → MA(y, z) → MA(x , z) → U

This forms the underlying data of a category: a type of objects, types of morphisms, and properties of “being an
identity” and “being the composite”. Later we will see that our univalence condition implies that the familiesMI

andMT consist of propositions andMA consists of sets.
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Fig. 1. The FOLDS-signatures Lrg,Lcat , andLcat+E (from le� to right) for reflexive graphs, for categories, and for categories

with equality predicate on arrows. The morphisms are subject to the indicated equalities.

2.2 Axioms and Theories

To express which such structures are actually categories, Makkai introduced a logic over FOLDS-signatures,
taking top-level sorts as “relation symbols”. For instance, the axiom that any two composable arrows have a
composite would be

∀(x ,y, z : O).∀(f : A(x ,y)).∀(д : A(y, z)).∃(h : A(x , z)).Tx,y,z(f ,д,h).

Any such axiom can be interpretated as a predicate on L-structures in HoTT/UF. (Note that the interpretation
of ∃ and ∨ involves propositional truncation.)

The axioms of a category also involve equality of arrows (though not of objects), e.g., the uniqueness of
composites

∀(x ,y, z : O).∀(f : A(x ,y)).∀(д : A(y, z)).∀(h,h′ : A(x , z)).Tx,y,z(f ,д,h) ∧Tx,y,z (f ,д,h
′) → (h = h′). (4)

Just as in ordinary first-order logic, one can consider FOLDS either with equality or without equality. In the
former, equality is only allowed between elements of sorts that are “one level below the top” like A. As usual,
FOLDS with equality can be embedded in FOLDS without equality by adding equality relations to the signature,
as with Lcat+E in Figure 1, along with axioms making them congruences (where all free variables should be
considered to be universally quantified):

Ex,y(f , f )

Ex,y(f ,д) → Ex,y(д, f )

Ex,y(f ,д) ∧ Ex,y(д,h) → Ex,y(f ,h)

Ex,x (f ,д) ∧ Ix (f ) → Ix (д)

Ex,y(f , f
′) ∧ Ey,z(д,д

′) ∧ Ex,z(h,h
′) ∧Tx,y,z (f ,д,h) → Tx,y,z (f

′
,д′,h′). (5)

A model M is standard if MEx,y is equivalent to the actual equality of MA(x ,y).2 Like truncatedness, this will
turn out to be a special case of our univalence condition.

2.3 FOLDS-Categories in Univalent Foundations

As noted above, in HoTT/UF we must consider what truncation levelMO andMA(x ,y) should have. In a precat-
egory, we require the types of arrows to be sets, suggesting the following analogous definition.

2With reference to “identity of indiscernibles” from Section 1.3, standard equality amounts to adding haecceities into the structure explicitly.
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Definition 2.2. A 1-univalent FOLDS-categoryM is

• A typeMO : U;
• A family MA : MO ×MO →U;
• A family MI :

∏
(x :MO )MA(x , x) → U;

• A family MT :
∏
(x,y,z:MO )MA(x ,y) → MA(y, z) → MA(x , z) → U; and

• A family ME :
∏
(x,y :MO )MA(x ,y) → MA(x ,y) → U,

such that

• Each typeMIx (f ),MTx,y,z(f ,д,h), andMEx,y(f ,д) is a proposition;
• Each typeMA(x ,y) is a set;
• MEx,y(f ,д) ↔ (f = д);

and the axioms of a category are satisfied.

Lemma 2.3. The type of 1-univalent FOLDS-categories is equivalent to the type of precategories.

Proof. The underlying data of MO and MA are the same. In one direction, let MIx (f ) :≡ (f = 1x ) and
MTx,y,z (f ,д,h) :≡ (h = д ◦ f ). In the other, let 1x be the unique f : MA(x , x)with MIx (f ), and д ◦ f the unique
h with MTx,y,z(f ,д,h). �

Convention 2.4. Below, we sometimes abuse notation by writing x : O instead of x : MO , and similarly for the
other sorts, when the particular structureM is clear from context.

Let us now consider how to define “univalent categories” using only the FOLDS-structure. The central problem
is to characterize the type (a � b) of isomorphisms in such away as can be readily generalized to other signatures.

To start with, recall that by the Yoneda lemma, an isomorphism ϕ : a � b in a category C is equivalently a
natural family of isomorphisms of sets ϕx• : C(x ,a) � C(x ,b), where naturality in x means that ϕy•(д) ◦ f =
ϕx•(д◦ f ). In the language of FOLDS-categories the operation ◦ is replaced by the relationT , with a new variable
h for the composite д ◦ f :

• For each x : O , an isomorphism ϕx• : A(x ,a) � A(x ,b); and
• For each x ,y : O , f : A(x ,y), д : A(y,a), and h : A(x ,a), we have Tx,y,a(f ,д,h) ↔ Tx,y,b (f ,ϕy•(д),ϕx•(h)).

This looks more promising, but it still privileges one of the variables of A over the other, and the relationT over
I (and E). More natural from the FOLDS point of view is to give equivalences between hom-sets with a and b
substituted into all possible “collections of holes”:

For any x : O , an isomorphism ϕx• : A(x ,a) � A(x ,b); (6)

For any z : O , an isomorphism ϕ•z : A(a, z) � A(b, z); (7)

An isomorphism ϕ•• : A(a,a) � A(b,b). (8)

and similar logical equivalences between all possible “relations with holes”:

Tx,y,a(f ,д,h) ↔ Tx,y,b(f ,ϕy•(д),ϕx•(h)) (9)

Tx,a,z (f ,д,h) ↔ Tx,b,z(ϕx•(f ),ϕ•z (д),h) (10)

Ta,z,w (f ,д,h) ↔ Tb,z,w (ϕ•z(f ),д,ϕ•w (h)) (11)

Tx,a,a(f ,д,h) ↔ Tx,b,b(ϕx•(f ),ϕ••(д),ϕx•(h)) (12)

Ta,x,a(f ,д,h) ↔ Tb,x,b(ϕ•x (f ),ϕx•(д),ϕ••(h)) (13)

Ta,a,x (f ,д,h) ↔ Tb,b,x (ϕ••(f ),ϕ•x (д),ϕ•x (h)) (14)

Ta,a,a(f ,д,h) ↔ Tb,b,b(ϕ••(f ),ϕ••(д),ϕ••(h)) (15)
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Ia,a(f ) ↔ Ib,b(ϕ••(f )) (16)

Ex,a(f ,д) ↔ Ex,b(ϕx•(f ),ϕx•(д)) (17)

Ea,x (f ,д) ↔ Eb,x (ϕ•x (f ),ϕ•x (д)) (18)

Ea,a(f ,д) ↔ Eb,b(ϕ••(f ),ϕ••(д)) (19)

for all x ,y, z,w : O and f ,д,h of appropriate types. Fortunately, the additional data here are redundant. Since
ϕx•, ϕ•z , and ϕ•• preserve identities and E is equivalent to identity by hypothesis, we obtain (17) to (19). Just
as (9) means theϕx• form a natural isomorphism, (11) means theϕ•z form a natural isomorphism, and (10) means
these natural isomorphisms arise from the same ϕ : a � b. Given this, any one of Eqs. (12) to (14) ensures that
ϕ•• is conjugation by ϕ, and then the other two follow automatically, as do Eqs. (15) and (16). This suggests the
following definition.

Definition 2.5. For a,b objects of a 1-univalent FOLDS-category, an indiscernibility from a to b consists of
data as in Eqs. (6) to (8) satisfying Eqs. (9) to (16). We write a ≍ b for the type of such indiscernibilities.

Theorem 2.6. In any 1-univalent FOLDS-category, the type of indiscernibilities from a to b is equivalent to the
type of isomorphisms a � b. �

Definition 2.7. A 0-univalent FOLDS-category is a 1-univalent FOLDS-category such that for all a,b : MO ,
the canonical map (a = b) → (a ≍ b) is an equivalence.

Theorem 2.8. A 1-univalent FOLDS-category is 0-univalent iff its corresponding precategory is a univalent cat-
egory. �

The point is that the definition of indiscernibility can be derived algorithmically from the FOLDS-signature
for categories, by an algorithmwhich applies equally well to any FOLDS-signature. We will give this mechanism
explicitly in Section 6. Then, for any a,b : MK in some structure M , there will be a canonical map (a =K b) →

(a ≍ b), and we callM univalent if these are equivalences.
However, there are twomismatches between this example so far and the general theory we have just proposed.

Firstly, we have assumed ad hoc that MA consists of sets. Secondly, we have just proposed that all sorts should
satisfy a univalence property, but in the example of categories we have only considered this for the sort O .
Fortunately, these two problems solve each other, and moreover remove the need to postulate “standardness” of
equality.

Definition 2.9. A 2-univalent FOLDS-categoryM consists of the same type familiesMO ,MA,MI ,MT ,ME as
a 1-univalent FOLDS-category, such thatME is a congruence, each typeMIx (f ),MTx,y,z(f ,д,h), andMEx,y(f ,д)

is a proposition, and the axioms of a category are satisfied with ME used in place of equality.

An indiscernibility between f ,д : A(a,b) in a 2-univalent FOLDS-category should consist of logical equiva-
lences between instances ofT , I , and E with f replaced by д in “all possible ways”, clearly beginning with

Tx,a,b(u, f ,v) ↔ Tx,a,b(u,д,v) (20)

Ta,x,b(u,v, f ) ↔ Ta,x,b(u,v,д) (21)

Ta,b,x (f ,u,v) ↔ Tx,a,b(д,u,v) (22)

for all x : O and u,v of appropriate types. But how do we put f in two or three of the places in T in the most
general way? In Section 6 we will see that the answer is to assume an equality between objects and transport f
along it.

Definition 2.10. For f ,д : A(x ,y) in a 2-univalent FOLDS-category, an indiscernibility from f to д consists
of the logical equivalences shown in Eqs. (20) to (30), for all p : a = a, q : b = a, and r : b = b.
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Ta,a,b(q∗(f ), f ,u) ↔ Ta,a,b(q∗(д),д,u) (23)

Ta,b,b(p∗(f ),u, f ) ↔ Ta,b,b(p∗(д),u,д) (24)

Ta,a,b(u, r∗(f ), f ) ↔ Ta,a,b(u, r∗(д),д) (25)

Ta,a,b((p,q)∗(f ), r∗(f ), f ) ↔ Ta,a,b((p,q)∗(д), r∗(д),д) (26)

Ia(q∗(f )) ↔ Ia(q∗(д)) (27)

Ea,b(f ,u) ↔ Ea,b(д,u) (28)

Ea,b(u, f ) ↔ Ea,b(u,д) (29)

Ea,b((p, r )∗(f ), f ) ↔ Ea,b((p, r )∗(д),д) (30)

Since T , I , and E are propositions, so is the type f ≍ д of indiscernibilities. And f ≍ f , so by path induction
we have (f = д) → (f ≍ д).

Theorem 2.11. A 2-univalent FOLDS-category is 1-univalent iff the map (f = д) → (f ≍ д) is an equivalence
for all f ,д.

Proof. Since f ≍ д is a proposition, the latter condition implies that each A(a,b) is a set. Thus, for “if” it
suffices to show Ea,b(f ,д) ⇒ (f ≍ д), which holds since E is a congruence for T and I . For “only if”, we must
show (f ≍ д) ⇒ (f = д) in a FOLDS-category. But since Ea,b(f , f ) always, f ≍ д implies Ea,b(f ,д), hence f = д
by standardness. �

Thus, by extending the “univalence” condition of a category from the sort O to the sort A, we encompass
automatically the assumption that the hom-types in a precategory are sets and that the equality is standard.

Finally, we can even stop treating the top sorts specially.

Definition 2.12. A FOLDS-category consists of the same data and axioms as a 2-univalent FOLDS-category,
but without the assumption that the types T , I , and E are propositions.

Now, the type t ≍ t ′ of indiscernibilities between t , t ′ : Tx,y,z (f ,д,h) should consist of consistent equivalences
between all types dependent on t and t ′. But there are no such types in the signature, so t ≍ t ′ is contractible.
The same reasoning applies to I and E. Thus, the univalence condition for these sorts will assert simply that all
of their path-types are contractible, i.e., that they are propositions.

Theorem 2.13. A FOLDS-category is 2-univalent if and only if the canonical maps (t = t ′) → (t ≍ t ′), (i =
i ′) → (i ≍ i ′), and (e = e ′) → (e ≍ e ′) are equivalences for all inhabitants of the typesT , I , and E respectively. �

Thus, the notion of univalent category is determined only by the signature Lcat+E, plus axioms (which are
irrelevant for indiscernibilities and univalence). Our goal is to define notions of indiscernibility and univalence
for any signature L, generalizing the theory of univalent categories to arbitrary higher-categorical structures.

3 BACKGROUND: TWO-LEVEL TYPE THEORY

In the following sections, we work in a two-level type theory (2LTT) as in [5], with axioms (M2) (Russell-style
universes), (T1), (T2), and (T3) from [5, Section 2.4]. Building on [18], 2LTT is shown in [5, §2.5] to be modeled
by simplicial sets.

2LTT has an “outer” (a.k.a. “strict”) level, a Martin-Löf type theory with intensional identity types and unique-
ness of identity proofs (UIP), and an “inner” level, a homotopy type theory with univalent universes. Both have
their own—prima facie distinct—type formers Π, Σ, +, 1, 0, N, intensional “=” with function extensionality, and
universes. By axioms (T1) and (T2), we can identify inner types with particular outer ones so that Π, Σ, and
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1 are “shared” between the levels [5, Lemma 2.11], so we need not distinguish those notationally. For other type
constructors we annotate the outer variants with s (for “strict”), e.g., in Ns . (In [5], the inner type formers are
annotated.) We use the conventional typical ambiguity [33, Section 1.3] and hence refer to any universe by U
(inner) resp.Us (outer). We use ≡ and :≡ to denote judgmental equality, e.g., in definitions.

We call a type A fibrant when it is isomorphic to an inner type A′ (in the strict sense, modulo
s
=). Fibrancy is

structure rather than property, but following [5] we abuse language by talking about a type “being fibrant” for
simplicity. Axiom (T3) states that every fibrant type is inner. Thus, fibrant types are closed under Π and Σ ([5,
Lemma 3.5]).

A fibrant A has two identity types: for a,b : Awe have the strict identity type a
s
= b that satisfies UIP, and the

homotopical identity type a = b that is at the center of HoTT.We refer to elements of a = b as “identifications”,

and elements of a
s
= b as “strict equalities”. Note that a = b only eliminates into fibrant types, while a

s
= b

eliminates into any type, fibrant or not. Consequently, for any fibrant type A and a,b : A, we have a map

(a
s
= b) → (a = b). We sometimes use this implicitly to “coerce” a strict equality to an identification. Similarly,

we will frequently prove statements by induction on the strict natural numbersNs ; there, we do not need to pay
attention to the return type. We write A : U to indicate that A is a fibrant, or inner, type.

WewriteA ≃ B for the type of equivalences between two (necessarily fibrant) typesA and B, in the usual sense
of HoTT/UF. The truncation level of a fibrant type is defined as in [33], with contractible types the (−2)-types,
and an n-type being a type whose homotopical identity types are (n − 1)-types. A proposition is a (−1)-type, and
a set is a 0-type.

An s-category C (see also [5, Definition 3.1]) is given by the following data (“s” for “strict”):

(1) A type C0 of objects (also often denoted C);
(2) For each x ,y : C a type C(x ,y) of arrows;
(3) For each x : C an arrow 1: C(x , x); and
(4) A composition map ◦ : C(y, z) → C(x ,y) → C(x , z) that is strictly associative and for which 1 is a strict

left and right unit.

A universeUs gives rise to an s-category, also calledUs , with objectsA : Us andmorphismsUs (A,B) :≡ A→ B.
An s-functor F : C → D consists of a function F0 : C0 → D0 and functions Fx,y : C(x ,y) → D(F0x , F0y)
preserving identity and composition up to strict equality. We denote both F0 and Fx,y by just F . A strict natural
transformation α : F ⇒ G : C → D consists of a family of morphisms (αx : D(Fx ,Gx))x :C0 satisfying the
naturality axiom strictly.

Our signatures will involve strict equality, and will thus live in the outer level of 2LTT. For a fixed signature,
the types of structures, of maps between structures, and of indiscernibilities within a structure, will live entirely
within the fibrant fragment of 2LTT.

4 SIGNATURES AND STRUCTURES

In traditional logic, a signature specifies the sorts, functions, and relations of a structure. A signature in dependent
type theory must also specify the dependencies between sorts; Makkai [21] observed that this enables relations
and, to a certain extent, functions, to be expressed merely in terms of sorts.3 Thus we could adapt Makkai’s
FOLDS-signatures to 2LTT and define structures as s-functors toU that are “Reedy fibrant.” However, it will be
more convenient to formulate the notions of signature and structure inductively, leading to a more general class
of signatures.

3It is not unreasonable to directly include functions in addition to dependent sorts in a signature, obtaining something like Cartmell’s [9]
Generalized Algebraic Theories. Indeed, a FOLDS-signature can be regarded as an especially simple sort of GAT; see also [21, pp. 1–6]. It
is an interesting question for future work whether the results of this paper can be extended to more general GATs; for now we restrict
ourselves to the simple case. The relationship of our abstract signatures to GATs is unclear to us.
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Consider the FOLDS-signature Lrg, for which a naïve structure consists of (fibrant) types and familiesMO : U,
MA : MO → MO → U, and MI :

∏
(x :MO )MA(x , x) → U. If we strip off the top sort I , the resulting structure

contains only MO andMA, and an inductive definition can be formulated along these lines. But our inductions
will be “bottom-up”, so we want to strip off the bottom sortO . OnceMO : U is fixed, the rest of an Lrg-structure
is determined by an ordinary structure over a derived signature (Lrg)

′
MO

, with a rank-0 sort A(x ,y) for each
x ,y : MO , and a rank-1 sort I (x) for each x : MO , with morphisms I (x) → A(x , x). That is, we take the “indexing”
of all sorts byO and move it “outside” the signature, incorporating it into the types of sorts.4

This notion of derived FOLDS-signature determines the notion of structure: a structure for L of height p > 0
consists, inductively, of a family M⊥ : L(0) → U and a structure for L ′M⊥ (which is of height p − 1). We can
therefore abstract away from the inverse category underlying a FOLDS-signature, remembering only that each
signature L of height p > 0 has (1) a type L(0), and (2) for any M⊥ : L(0) → U, a signature L ′M⊥ of height
p − 1.

Definition 4.1 (Abstract signature). We define a family of s-categories Sig(n) of signatures of height n by
induction. Let Sig(0) be the trivial s-category on 1.

An object L of Sig(n + 1) consists of

(1) a fibrant type L⊥ : U;
(2) a functorL ′ : (L⊥ →U) → Sig(n), whereL⊥ →U is the functor s-category from the discrete s-category
L⊥ to the canonical s-categoryU.

Arguments of L ′ will be written as subscripts, as in L ′M .
For L,M : Sig(n + 1), an element α of homSig(n+1)(L,M) consists of the following:

(1) a function α⊥ : L⊥ →M⊥
(2) a strict natural transformation α ′ as in the diagram

M⊥ →U M′

--❩❩❩❩❩❩❩
❩❩❩❩❩❩

❩❩❩❩❩❩
❩❩

_◦α⊥

��
Sig(n)✤ ✤✤ ✤

KS
α ′

L⊥ →U
L′

11❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞

Arguments of α ′ will also be written as subscripts, as in α ′M .
Composition and identities are given by function composition and identity at ⊥, and inductively for the de-

rivative. Similarly, the categorical laws are easily proved by induction.

Similarly, we define L-structures inductively for n : Ns and each L : Sig(n). The rank-0 part of an L-structure
is a type familyM⊥ : L⊥ →U, while the rest of an L-structure consists of a structure for the derived signature
L ′M⊥ .

Definition 4.2 (L-structure). If L : Sig(0), we define the type of L-structures to be Str(L) :≡ 1.
If L : Sig(n + 1), we define the type of L-structures to be

Str(L) :≡
∑

M⊥ :L⊥→U

Str(L ′M⊥ ).

For L : Sig(n + 1) we writeM :≡ (M⊥,M ′) : Str(L).

Lemma 4.3. For any signature L, the type Str(L) of L-structures is fibrant. �

4This would be impossible if our inverse categories were metatheoretic in the ordinary sense, e.g., syntactic and externally finite. 2LTT is
just right.
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In the rest of the paper we work exclusively with abstract signatures, calling them simply “signatures”. How-
ever, since most intended examples arise naturally as FOLDS-signatures, we need to be able to translate FOLDS-
signatures to abstract ones. To this end, we define general FOLDS-signatures in 2LTT and translate them to
abstract signatures, in such a way that “Reedy fibrant” diagrams on a FOLDS-signature coincide with structures
for the corresponding abstract signature. In our FOLDS-signatures, the equations of Figure 1 are formulatedmod-
ulo strict equality. We postpone the description of this rather technical work to Appendix A. Here we sketch the
results of the translation for the examples in Figure 1.

Examples 4.4. All three examples have only one sort of rank 0, so that L⊥ = {O} = 1, and M⊥ consists of a
single typeMO . Moreover, since all three examples have only one sortA of rank 1 that depends onO twice, their
derivatives L ′MO have (L ′MO )⊥ = MO ×MO , and (M

′)⊥ is a single type family MA : MO ×MO → U. Finally,
since all three have height 3, (L ′MO )

′
MA

has height 1, hence is just a single type.

• For Lrg, this type is
∑
(x :MO )MA(x , x), so that a structure is completed by a type family

MI :
(∑
(x :MO )MA(x , x)

)
→U.

• For Lcat, this type is(∑
(x,y,z:MO )MA(x ,y) ×MA(y, z) ×MA(x , z)

)
+

(∑
(x :MO )MA(x , x)

)
,

so that a structure is completed by a type familyMI as above together with

MT :
(∑
(x,y,z:MO )MA(x ,y) ×MA(y, z) ×MA(x , z)

)
→U.

• Finally, for Lcat+E, this type is(∑
(x,y,z:MO )MA(x ,y) ×MA(y, z) ×MA(x , z)

)
+

(∑
(x :MO )MA(x , x)

)
+

(∑
(x,y :MO )MA(x ,y) ×MA(x ,y)

)
,

so that a structure is completed by type families MI andMT as above together with

ME :
(∑
(x,y :MO )MA(x ,y) ×MA(x ,y)

)
→U.

5 (ISO)MORPHISMS OF STRUCTURES

The definition of structures for signatures doesn’t require the fact that signatures form an s-category. But defin-
ing morphisms of structures will require the pullback of an M-structure along a morphism α : L → M of
signatures, defined as follows.

Definition 5.1. For any α : homSig(n)(L,M), we define the pullback α∗ : Str(M) → Str(L) inductively as
follows.

If n :≡ 0, then let α∗ : Str(M) → Str(L) be the identity.
If n > 0, consider M : Str(M). We let (α∗M)⊥ beM⊥ ◦ α⊥. By induction, the morphism

α ′M⊥ : homSig(n−1)(L
′
M⊥◦α⊥

,M ′M⊥)

produces a (α ′M⊥ )
∗ : Str(M ′M⊥ ) → Str(L ′M⊥◦α⊥), so we set (α∗M)′ :≡ (α ′M⊥ )

∗M ′.

Pullback is functorial: pullback along a composition of signature morphisms is the composition of pullbacks,
and pullback along an identity morphism is the identity.

We now inductively define morphisms between structures of a given signature, making Str(L) into an s-
category.

Definition 5.2 (Morphism of structures). Consider L : Sig(n) andM ,N : Str(L).
When n :≡ 0, we let homStr(L)(M ,N ) :≡ 1.
When n > 0, a morphism f : homStr(L)(M ,N ) consists of

10
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(M⊥ � N⊥)
ua // (M⊥ = N⊥)

(−)−1

��

idtoiso // (M⊥ � N⊥)
L′− // homSig(n)(L

′
M⊥
,L ′N⊥)

(−)∗

��
(N⊥ = M⊥)

(−)∗ // Str(L ′N⊥) → Str(L ′M⊥)

Fig. 2. Diagram for Proof of Proposition 5.7

(1) f⊥ :
∏
(K :L⊥)M⊥(K) → N⊥(K)

(2) f ′ : homStr(L′
M⊥
)(M

′, (L ′
f⊥
)∗N ′).

Lemma 5.3. For a signature L and L-structures M and N , the type of morphisms fromM to N is fibrant. �

As a stepping-stone to our SIP for univalent L-structures, we show that all L-structures satisfy a tautological
“levelwise” form of univalence.

Definition 5.4 (Isomorphism of structures). Consider L : Sig(n) andM ,N : Str(L).
If n :≡ 0, we define every f : homStr(L)(M ,N ) to be an L-isomorphism. That is, we define isIsoL(f ) :≡ 1.
For n > 0, f : homStr(L)(M ,N ) is an L-isomorphism when

(1) f⊥(K) is an equivalence of types for all K : L⊥, and
(2) f ′ is an L ′M⊥-isomorphism.

That is, let

isIsoL(f ) :≡
©
«
∏
(K :L⊥)

isEquiv(f⊥(K))
ª®¬
× isIsoL′

M⊥
(f ′).

We denote the type of L-isomorphisms between two L-structuresM ,N byM �L N , or simply M � N .

Lemma 5.5. For any morphism f : M → N between two L-structures, the type isIsoL(f ) is fibrant and a
proposition. �

Definition 5.6 (Identity isomorphism). When n :≡ 0, we define iM to be the canonical element in 1.

Otherwise, we have 1L′
M⊥

s
= L ′1M⊥

(from functoriality of L ′), hence u : (1L′
M⊥
)∗M ′

s
= (L ′1M⊥

)∗M ′. We also

have a strict equality v : M ′
s
= (1L′

M⊥
)∗M ′ (by the functoriality of pullback). Then we set iM to be the pair

(1M⊥ , idtoiso(v · u)).

Now define idtoiso :
∏
(M,N :Str(L))(M = N ) → (M � N ) by sending reflM to iM .

Proposition 5.7. For structures M ,N of a signature L, the canonical map

idtoisoM,N : (M = N ) → (M � N )

is an equivalence of types.

Proof. When n :≡ 0, idtoiso : 1→ 1, hence is an equivalence.
Let ua : (M⊥ � N⊥) → (M⊥ = N⊥) be given by the univalence axiom. First we show that ua(e)−1∗(N

′) =

(L ′e )
∗N ′ for any e : M⊥ � N⊥, where ua(e)−1∗ denotes transport along ua(e)−1. Now the square in Figure 2

commutes (up to =) since both functions (M⊥ = N⊥) → Str(L ′N⊥) → Str(L ′M⊥) send reflM⊥ to 1Str(L
′
M
) (by strict

11
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functoriality of the pullback). Precomposing these with ua, we find that (L ′e )
∗N ′ = ua(e)−1∗(N

′). Now we have
that

(M = N ) =
∑

p :M⊥=N⊥

M ′ = p−1∗(N
′)

=

∑
e :M⊥�N⊥

M ′ = ua(e)−1∗(N
′)

=

∑
e :M⊥�N⊥

M ′ = (L ′e )
∗N ′

=

∑
e :M⊥�N⊥

M ′ � (L ′e )
∗N ′

≡ (M � N )

where the second identification is the univalence axiom and the fourth is our inductive hypothesis. This equiv-
alence, from left to right, is idtoisoM,N . �

Proposition 5.7 relies on the univalence axiom; conversely, the univalence axiom can be recovered as an
instance of Proposition 5.7, for the signature consisting of just one sort.

Example 5.8. When precategories are regarded as Lcat-structures, their isomorphisms are the isomorphisms
of precategories from [2, Def. 6.9] and [33, Def. 9.4.8]: functors that induce equivalences on hom-types and also
equivalences on types of objects (relative to homotopical identifications of objects, not isomorphisms in the
category structure).

Remark 5.9. We expect that isomorphisms of structures can equivalently be characterized via the existence of
a structure morphism in the other direction and composites that are (homotopically) identical to identities.

The analogue for L-structures of equivalences of precategories, called (split-surjective) equivalences of L-
structures, will be introduced in Section 7. Our main result, Theorem 7.6, will be that between univalent L-
structures these are also equivalent to identifications. However, first we have to define univalence ofL-structures.

6 INDISCERNIBILITY AND UNIVALENCE

In this section we define indiscernibility of objects within an L-structure. We then define a structure to be
univalent when indiscernibility coincides with identification of objects.

Let M be an L-structure, K : L⊥, and a,b : M⊥K . To define indiscernibilities from a to b, we consider a
new L-structure obtained by adding to M one element at sort K : a “joker” element. We can substitute this new
element by a or by b; below, we call the obtained structures ∂aM and ∂bM , respectively. An indiscernibility from
a to b will be defined below to be an isomorphism of structures from ∂aM to ∂bM that is the identity on all the
sorts not depending on the joker element. Intuitively, this means that a and b are isomorphic when one cannot
discern one from the other using the rest of the structureM . Tomake this intuition formal, we need two auxiliary
definitions:

Definition 6.1. Consider L : U, K : L, M : L→U, a : M(K). We define the indicator function of K to be

[K] :≡ λx . (x = K) : L→U

and we define the function a :
∏
(x :L)[K](x) → M(x) by sending reflK : [K](K) to a : M(K).

Belowwe consider the pointwise disjoint unionM+[K] in L→U, the canonical injection ιM :
∏
(x :L)M(x) →

(M + [K])(x), and the induced function 〈1M ,a〉 :
∏
(x :L)(M + [K])(x) → M(x).

12
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Definition 6.2. Consider L : Sig(n + 1), K : L⊥,M : Str(L), a : M⊥(K). Define

∂aM :≡ (L ′
〈1M⊥,a 〉

)∗M ′ : Str(L ′M⊥+[K ]).

Note that we require the type L⊥ to be fibrant so that the fibrant indicator function [K] exists.
Now we can define the type of indiscernibilities between objects within an L-structure:

Definition 6.3 (Indiscernibility). Consider L : Sig(n + 1), K : L⊥, M : Str(L), a,b : M⊥(K). We define the
type of indiscernibilities from a to b to be

(a ≍ b) :≡
∑

p : ∂aM = ∂bM

ϵ−1a · (L
′
ιM⊥
)∗p · ϵb =M′=M′ reflM′,

where ϵx is the concatenated identification

(L ′ιM⊥ )
∗
∂xM

′ ≡ (L ′ιM⊥ )
∗(L ′

〈1M⊥,x 〉
)∗M ′

= (L ′
〈1M⊥,x 〉◦ιM⊥

)∗M ′ = (L ′1M⊥
)∗M ′ = M ′.

Lemma 6.4. The type a ≍ b of Definition 6.3 is fibrant. �

Remark 6.5. Using identification instead of isomorphism of structures in Definition 6.3 is justified by Propo-
sition 5.7.

Lemma 6.6. The type of indiscernibilities a ≍ b of Definition 6.3 is equivalent to the type∑
p : ∂aM = ∂bM

(L ′ιM⊥ )
∗p = ϵa · ϵ

−1
b . �

We now define univalence of L-structures. For this, we first need to define the canonical map from identifica-
tions to indiscernibilities.

Definition 6.7 (Identity indiscernibility). For L : Sig(n + 1), K : L⊥, M : Str(L), andm : M⊥(K), we define
the indiscernibility 1 :m ≍m. LetM : Str(L). For any a : M⊥(K), we have refl∂aM : ∂aM = ∂aM . Then

ϵ−1a · (L
′
ιM
)∗(refl∂aM ) · ϵa

s
= ϵ−1a · refl(L′ιM )

∗∂aM · ϵa

= reflM′ ,

where the second identification uses the groupoidal properties of types. This gives the desired indiscernibility.

Definition 6.8. Consider L : Sig(n + 1), K : L⊥, M : Str(L). For any a,b : M⊥(K), let idtoisoa,b : (a = b) →
(a ≍ b) be the function which sends refla to the identity indiscernibility exhibited in Definition 6.7.

We say thatM is univalent at K if for all a,b : M⊥(K), idtoisoa,b : (a = b) → (a ≍ b) is an equivalence.

Definition 6.9 (Univalence of structures). We define by induction what it means for a structure of a signature
L : Sig(n) to be univalent.
When n :≡ 0, every structure M : Str(L) is univalent.
Otherwise, a structureM : Str(L) is univalent if M is univalent at all K : L⊥ andM ′ is univalent.
Let uStr(L) denote the type of univalent structures of L.

Lemma 6.10. Let L be a signature.

• The type uStr(L) is fibrant.
• For any L-structure, “being univalent” is a proposition.
• Identification of univalent L-structures corresponds to identification of the underlying L-structures. �
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Example 6.11. Suppose L has height 1, hence is just a type L⊥. Consider an L-structure M : L⊥ → U and
a,b : M(K). Then ∂aM and ∂bM are structures for the trivial signature of height 0, hence uniquely identified;
thus (a ≍ b) = 1. So any structure of a signature L of height 1 is univalent just when it consists entirely of
propositions.

Example 6.12. Recall from Examples 4.4 that for L = Lcat+E, we have L⊥ = 1, M⊥ = MO : U, L ′MO⊥
=

MO × MO , and (M ′)⊥ = MA : MO × MO → U, while M ′′ consists of the sorts MTx,y,z(f ,д,h), MIx (f ), and
MEx,y(f ,д). By Example 6.11,M ′′ is univalent just when all these types are propositions. Now for any a,b : MO ,
we have

(MA+ [A(a,b)])(x ,y) = MA(x ,y) + ((a = x) × (b = y)).

Thus, the height-1 signature (L ′MO )
′
MA+[A(a,b )]

is

(∑
(x,y,z:MO )(MA(x ,y)+ ((a = x)× (b = y)))× (MA(y, z)+ ((a = y)× (b = z)))× (MA(x , z)+ ((a = x)× (b = z)))

)
+

(∑
(x :MO )(MA(x , x)+ ((a = x) × (b = x)))

)
+

(∑
(x,y :MO )(MA(x ,y) + ((a = x) × (b = y))) × (MA(x ,y) + ((a = x) × (b = y)))

)
.

By distributing
∑

and × over + and contracting some singletons, this is equivalent to(∑
(x,y,z:MO )MA(x ,y) ×MA(y, z) ×MA(x , z)

)
(31)

+

(∑
(z:MO )MA(b, z) ×MA(a, z)

)
(32)

+

(∑
(x :MO )MA(x ,a) ×MA(x ,b)

)
(33)

+

(∑
(y :MO )MA(a,y) ×MA(y,b)

)
(34)

+

(
(a = b) ×MA(a,b)

)
(35)

+

(
MA(a,a) × (b = b)

)
(36)

+

(
(a = a) ×MA(b,b)

)
(37)

+

(
(a = b) × (a = a) × (b = b)

)
(38)

+

(∑
(x :MO )MA(x , x)

)
(39)

+

(
(a = b)

)
(40)

+

(∑
(x,y :MO )MA(x ,y) ×MA(x ,y)

)
(41)

+

(
MA(a,b)

)
(42)

+

(
MA(a,b)

)
(43)

+

(
(a = a) × (b = b)

)
. (44)

Thus for f ,д : MA(a,b), an identification ∂fM = ∂дM consists of equivalences between instances of the pred-
icates MT ,MI ,ME indexed over the types (31)–(44). The condition on restriction along ι says that the equiva-
lences corresponding to (31), (39), and (41) are the identity, while those corresponding to (32)–(34), (35)–(38), (40),
and (42)–(44) yield respectively the equivalences (20)–(22), (23)–(26), (27), and (28)–(30) from Section 2.3. Hence,
indiscernibilities f ≍ д in the sense of Definition 6.3 coincide with the indiscernibilities from Definition 2.10.

Now moving back down to the bottom rank, an (L ′MO )-structure consists of MA : MO ×MO → U together
with appropriately typed familiesMT ,MI , andME. Since (MO + [O]) = MO + 1, for a : MO the 0th rank of ∂aM
is

(∂aM)A : (MO + 1) × (MO + 1) → U

14
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or equivalently

(∂aM)A : (MO ×MO) +MO +MO + 1→U

consisting of the types (MA(x ,y))x,y :MO , (MA(a,y))y :MO , (MA(x ,a))x :MO , and MA(a,a). The 1st rank consists
of MT , MI , and ME pulled back appropriately to these families. Thus, an identification ∂aM = ∂bM consists of
equivalences

MA(x ,y) ≃ MA(x ,y) (45)

MA(x ,a) ≃ MA(x ,b) (46)

MA(a,y) ≃ MA(b,y) (47)

MA(a,a) ≃ MA(b,b) (48)

for all x ,y : MO that respect the predicates MT , MI , ME. The condition on restriction along ι says that the
equivalences (45) are the identity, while the remaining (46)–(48) correspond respectively to the equivalences ϕx•,
ϕ•y , and ϕ•• from Section 2.3. Finally, respect for MT , MI , ME specializes to (9)–(16) together with analogous
equivalences for E that are trivial under “standardness” of identifications. Thus, indiscernibilities a ≍ b in the
sense of Definition 6.3 coincide with the indiscernibilities from Definition 2.5.

Our first general observations about univalent structures give truncation bounds for their sorts and for the
type of such structures.

Theorem 6.13. Let L : Sig(n + 1),M : uStr(L), K : L⊥. Then M⊥(K) is an (n − 1)-type.

Theorem 6.14. Let L : Sig(n). The type of univalent L-structures is an (n − 1)-type.

Proof of Theorems 6.13 and 6.14. Define the following types.

P(n) :≡
∏

L:Sig(n+1)

∏
M :uStr(L)

∏
K :L⊥

is-(n − 1)-type(M⊥(K))

Q(n) :≡
∏

M,N:Sig(n)
α :hom(M,N)

∏
N :uStr(N)

is-(n − 2)-type(α∗N = α∗N )

The type P(n) is the statement of Theorem 6.13, and the typeQ(n) implies the statement of Theorem 6.14 by [33,
Thm. 7.2.7]. We prove P(n) and Q(n) simultaneously.

For P(n), we need to show thata =M⊥K b is an (n−2)-type for allL : Sig(n+1),M : uStr(L),K : L⊥,a,b : M⊥K .
But since M is univalent, this type is equivalent to

(a ≍ b) ≡
∑

e :∂aM=∂bM

ϵ−1a · (L
′
ιM
)∗p · ϵb =M′=M′ reflM′ .

Thus, it will suffice to show that ∂aM = ∂bM and ϵ−1a · (L
′
ιM
)∗p · ϵb =M′=M′ reflM′ are (n − 2)-types.

To show P(0) andQ(0) considerL : Sig(1),M : uStr(L),K : L⊥,a,b : M⊥K,M,N : Sig(0),α : hom(M,N),N :
uStr(N). We have that M ′, ∂aM , ∂bM ,α∗N : 1 so the types ∂aM = ∂bM , ϵ−1a · (L

′
ιM
)∗p · ϵb =M′=M′ reflM′ , and

α∗N = α∗N are contractible. Thus, P(0) and Q(0) hold.
Suppose that P(n) and Q(n) hold. We first show Q(n + 1). ConsiderM,N : Sig(n + 1),α : hom(M,N),N :

uStr(N). We have that

(α∗N = α∗N ) ≃ Σe :(α ∗N )⊥=(α ∗N )⊥ (α
∗N )′ = e∗(α

∗N )′

≡ Σe :(N⊥◦α⊥)=(N⊥◦α⊥)(α
′
N⊥
)∗N ′ = e∗(α

′
N⊥
)∗N ′.
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Our inductive hypothesis Q(n) ensures that (α ′N⊥ )
∗N ′ = (α ′N⊥)

∗N ′ is an (n − 2)-type, and hence (α ′N⊥ )
∗N ′ =

e∗(α
′
N⊥
)∗N ′ is an (n−1)-type by [33, Thm. 7.2.7]. It remains to show that (N⊥ ◦α⊥) = (N⊥ ◦α⊥) is an (n−1)-type.

Note that N is a univalent structure of an (n + 1)-signature, and our inductive hypothesis P(n) then implies that
for all K : N⊥, the type N⊥(K) is an (n − 1)-type. Then since (N⊥ ◦ α⊥) is a function which takes values in
(n − 1)-types, we can conclude that (N⊥ ◦ α⊥) = (N⊥ ◦ α⊥) is an (n − 1)-type [33, Thm. 7.1.9]. Thus, Q(n + 1)
holds.

To show that P(n + 1) holds, consider L : Sig(n + 2),M : uStr(L),K : L⊥,a,b : M⊥K . By [33, Thm. 7.2.7],
Q(n + 1) implies that ∂aM = ∂bM and ϵ−1a · (L

′
ιM
)∗p · ϵb =M′=M′ reflM′ are (n − 2)-types. Therefore, P(n + 1)

holds. �

Example 6.15. For the signature Lcat+E of height 3, Theorem 6.13 states that the type of objects of a univalent
Lcat+E-structure, and hence also of a univalent FOLDS-category, is a 1-type. Theorem 6.14 states that the type of
univalent Lcat+E-structures, and hence also the type of univalent FOLDS-categories (as a subtype of the former),
is a 2-type.

7 EQUIVALENCE OF STRUCTURES AND THE HIGHER SIP

Our Higher Structure Identity Principle (Theorem 7.10) requires a notion of equivalence of structures that is
a priori weaker than Definition 5.4. In the case of (pre)categories, there are two natural candidates for such a
notion:

• A weak equivalence is a functor f : M → N that is fully faithful (each function MA(x ,y) → NA(f x , f y)

is an isomorphism of sets) and essentially surjective (
∏
(y :NO ) ‖

∑
(x :MO )(f x � y)‖).

• A (strong) equivalence is a functor f : M → N for which there is a functor д : N → M and natural
isomorphisms f д � 1N and дf � 1M . By [2, Lemma 6.6], this is equivalent to being fully faithful and split
essentially surjective (

∏
(y :NO )

∑
(x :MO )(f x � y)).

In addition, there are two important related auxiliary notions:

• A surjective weak equivalence is a functor f : M → N that is fully faithful (each function MA(x ,y) →
NA(f x , f y) is an isomorphism of sets) and surjective on objects (

∏
(y :NO ) ‖

∑
(x :MO )(f x = y)‖).

• A split-surjective equivalence is a functor f : M → N that is fully faithful (each function MA(x ,y) →

NA(f x , f y) is an isomorphism of sets) and split-surjective on objects (
∏
(y :NO )

∑
(x :MO )(f x = y)).

Note that the latter two do not require knowing what an isomorphism between objects is. Furthermore, fully-
faithfulness can be split into fullness (each function MA(x ,y) → NA(f x , f y) is surjective5) and faithfulness
(each functionMA(x ,y) → NA(f x , f y) is injective), while faithfulness is equivalent to surjectivity on equalities:
each functionMEx,y(p,q) → NEf x, f y (f p, f q) is surjective (which implies a similar property for T and I ). This
suggests the following generalizations that apply to structures over any signature.

Definition 7.1 (Split-surjective equivalence). Suppose f : homStr(L)(M ,N ), where M ,N : Str(L) and L :
Sig(n). If n :≡ 0, then f is a split-surjective equivalence. For n > 0, f is a split-surjective equivalence if

(1) f⊥(K) is a split surjection for every K : L⊥, and
(2) f ′ is a split-surjective equivalence.

Surjective weak equivalences are defined similarly, but only requiring each f⊥(K) to be surjective.

Makkai defined surjective weak equivalences under the name very surjective morphisms; other names for them
include Reedy surjections and trivial fibrations. Unfortunately, we are currently unable to prove our desired gen-
eral result with surjective weak equivalences, so for the present we restrict to the split-surjective equivalences.

5Or split-surjective; in the presence of faithfulness the two are equivalent.
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We write SSEquiv(f ) for the type “f is a split-surjective equivalence”, which in the inductive case is

SSEquiv(f ) :≡
©«
∏
(K :L⊥)

∏
(y :N⊥(K ))

∑
x :M⊥(K )

(f⊥(K)(x) = y)
ª®
¬
× SSEquiv(f ′),

and (M ։ N ) :≡
∑
(f :homStr(L)(M,N )) SSEquiv(f ) for the type of split-surjective equivalences.

Lemma 7.2. The typeM ։ N of split-surjective equivalences is fibrant. �

Definition 7.3 (From isomorphisms to split-surjective equivalences). Let f : homStr(L)(M ,N ); we define
Uf : isIso(f ) → SSEquiv(f ) by induction on n. If n :≡ 0,Uf is the identity function on 1. For n > 0, we use that
any equivalence of types is a split surjection, and the inductive hypothesis. Let isotosseM,N :≡ (1,U ) : (M �
N ) → (M ։ N ).

Definition 7.4 (From identifications to split-surjective equivalences). For L : Sig(n) andM ,N : Str(L)we
define

idtosse :≡ isotosse ◦ idtoiso : (M = N ) → (M ։ N ).

Our first HSIP states that if M is univalent, then idtosseM,N is an equivalence. It uses the following lemma.

Lemma 7.5. Let L : Sig(n + 1), M ,N : Str(L), f⊥ : M⊥ → N⊥, and e : M ′ = (L ′
f⊥
)∗N ′. Then for x ,y : M⊥(K),

an indiscernibility f⊥x ≍ f⊥y produces an indiscernibility x ≍ y.

Proof. By path induction on e , we may assume M ′ ≡ (L ′
f⊥
)∗N ′.

Consider the following diagram whose cells commute up to
s
= or =, as pictured.

M⊥ M⊥ + [K] M⊥

N⊥ N⊥ + [K] N⊥

s
=

s
=

f⊥

ιM⊥

1M⊥

f⊥+1

〈1,x 〉

f⊥

s
=

ιN⊥

1N⊥

=

〈1, f⊥(K )x 〉

(49)

This diagram commutes 2-dimensionally, which is to say that the “pasting” of all four displayed identities is

strictly equal to the strict (indeed, judgemental) equality f⊥ ◦ 1M⊥
s
= 1N⊥ ◦ f⊥. Applying the composite s-functor

Str(L ′−), we obtain:

Str(L ′M⊥ ) Str(L ′
M⊥+[K ]

) Str(L ′M⊥ )

Str(L ′N⊥) Str(L ′
N⊥+[K ]

) Str(L ′N⊥)

s
=(α )

s
=(ϵx )

(L′
f⊥
)∗

(L′ιM⊥
)∗

1Str(L′
M⊥
)

(L′
f⊥+1
)∗

(L′
〈1,x 〉)

∗

(L′
f⊥
)∗

s
=(ϵf⊥x )

(L′ιN⊥
)∗

1Str(L′
N⊥
)

=(βx )

(L′
〈1, f⊥x 〉

)∗

(50)

which commutes in the same way. Moreover, the upper and lower strict equalities in this diagram are ϵx and
ϵf⊥x respectively; we call the others α and βx .

We have an analogous diagram for y, in which the left-hand square α is the same.
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(L ′ιM⊥
)∗∂xM (L ′ιM⊥

)∗(L ′
f⊥+1
)∗∂f⊥xN (L ′ιM⊥

)∗(L ′
f⊥+1
)∗∂f⊥yN (L ′ιM⊥

)∗∂yM

(L ′
f⊥
)∗(L ′ιN⊥

)∗∂f⊥xN (L ′
f⊥
)∗(L ′ιN⊥

)∗∂f⊥yN

Mϵx

(L′ιM⊥
)∗βx (L′ιM⊥

)∗(L′
f⊥+1
)∗i

α

(L′ιM⊥
)∗(βy )

−1

α

(L′
f⊥
)∗(L′ιN⊥

)∗i

ν

(L′
f⊥
)∗(ϵ

f⊥x
)

(L′
f⊥
)∗ j

ϵ−1y

(L′
f⊥
)∗(ϵ−1

f⊥y
)σ σ

Fig. 3. Diagram for proof of Lemma 7.5

Then since ∂f⊥(K )xN ≡ (L
′
〈1, f⊥(K )x 〉

)∗N ′,M ′ ≡ (L ′
f⊥
)∗N ′, and ∂xM ≡ (L ′〈1,x 〉)

∗M ′, we have an identification

βxN : (L ′f⊥+1)
∗∂f⊥(K )xN = ∂xM .

The same can be shown for y.
Consider an indiscernibility f⊥x ≍ f⊥y which consists, by Lemma 6.6, of (1) an identification i : ∂f⊥xN =
∂f⊥yN and (2) an identification j between (L ′ιN⊥ )

∗i and the concatenation

(L ′ιN⊥
)∗(L ′

〈1, f⊥x 〉
)∗N ′

ϵf⊥x
= N ′

ϵ−1
f⊥y
= (L ′ιN⊥

)∗(L ′
〈1, f⊥y 〉

)∗N ′

(which is strict, though i is not).
We need to construct an indiscernibility x ≍ y which consists of (1) an identification k : ∂xM = ∂yM and (2)

an identification (L ′ιM⊥ )
∗k = ϵx · ϵ

−1
y .

The first component, k , of our desired indiscernibility x ≍ y is the following concatenation:

(L ′
〈1,x 〉)

∗(L ′f⊥ )
∗N ′

βx
= (L ′f⊥+1)

∗(L ′
〈1, f⊥x 〉

)∗N ′

(L′
f⊥+1
)∗i

= (L ′f⊥+1)
∗(L ′

〈1, f⊥y 〉
)∗N ′

β−1y
= (L ′

〈1,y 〉)
∗(L ′f⊥)

∗N ′

Now we need (L ′ιM⊥ )
∗k = ϵx · ϵ

−1
y . Consider the commutative diagram in Figure 3 where straight lines denote

strict equalities, squiggly lines denote identifications, and double (squiggly) lines denote identifications between
identifications. The 2-dimensional identification labeled ν arises from naturality, while those labeled σ arise from
the 2-dimensional commutativity of Diag. (50). The concatenation of the three top horizontal identifications in
Figure 3 is (L ′ιM⊥ )

∗k . Thus, Figure 3 exhibits an identification of this with ϵx · ϵ
−1
y . �

Theorem 7.6 (Higher SIP, split-surjective case). Consider L : Sig(n) andM ,N : Str(L) such thatM is
univalent. The morphism idtosse : (M = N ) → (M ։ N ) is an equivalence.

Proof. It suffices to show that each Uf of Definition 7.3 is an equivalence. We proceed by induction on n.
When n :≡ 0, eachUf is a endofunction on 1, and so is an equivalence.

When n > 0, we first construct a map Ff : SSEquiv(f ) → isIso(f ). Consider an element of SSEquiv(f ): a right
inverse s(K) of f⊥(K) for each K : L⊥, and s ′ : SSEquiv(f ′). Since M ′ is univalent, the inductive hypothesis for
s ′ implies f ′ is an isomorphism; thus it remains to show each f⊥(K) is an equivalence.
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Since s(K) is a right inverse of f⊥(K), it remains to show that we have s(K)f⊥(K)m = m for anym : M⊥(K).
We have f⊥(K)s(K)f⊥(K)m = f⊥(K)m and thus f⊥(K)s(K)f⊥(K)m ≍ f⊥(K)m. We have already shown that f ′

is an isomorphism M ′ � (f⊥)
∗N ′, so by Proposition 5.7, we get M ′ = (L ′

f⊥
)∗N ′. Thus, by Lemma 7.5, we have

s(K)f⊥(K)m ≍m; and sinceM is univalent this yields s(K)f⊥(K)m =m.
Thus, given our (λK .s(K), s ′) : SSEquiv(f ), we have constructed an element of isIso(f ); this defines Ff :

SSEquiv(f ) → isIso(f ). Since isIso(f ) is a proposition (by Lemma 5.5), FfUf = 1. Moreover, we constructed Ff
and Uf such thatUf Ff = 1.6 Hence,Uf : isIso(f ) → SSEquiv(f ) is an equivalence.

Thus, the function isotosseM,N : (M �L N ) → (M ։ N ) is also an equivalence. Using Proposition 5.7, we
find then that idtosse : (M = N ) → (M ։ N ) is an equivalence. �

Example 7.7. An equivalence between univalent FOLDS-categories is the same as a fully faithful and split
essentially surjective functor, which by [2, Lemma 6.6] is the same as an equivalence of categories. Thus, Theo-
rem 7.6 specializes to [2, Theorem 6.17].

We now move on to consider equivalences that are only essentially surjective. Makkai was unable to define
non-surjective equivalences directly, instead considering spans of surjective equivalences; but with our notion
of indiscernibility we can avoid this detour. However, we do have to be careful in the inductive step, because
when considering f : homStr(L)(M ,N ) we want all the indiscernibilities to lie in N and its derivatives directly,
not in their pullbacks to derivatives atM . This forces us define a somewhat more general notion.

For a,b : M⊥(K), we write a ≍MK b instead of a ≍ b if needed to eliminate ambiguity.

Definition 7.8 (Relative equivalence). Let L,M : Sig(n) and α : homSig(n)(L,M), let M : Str(L) and N :
Str(M), and let f : homStr(L)(M ,α

∗N ). If n :≡ 0, then f is an equivalence relative to α . For n > 0, f is an
equivalence relative to α if

(1) For all K : L⊥ and y : N⊥(α⊥(K)), we have a specified x : M⊥(K) and indiscernibility f⊥(x) ≍
N
α⊥(K )

y.

(2) f ′ : homStr(L′
M⊥
)(M

′, (L ′
f⊥
)∗(α∗N )′) ≡ homStr(L′

M⊥
)(M

′, (L ′
f⊥
)∗(α ′N⊥ )

∗N ′) is an equivalence relative to the
composite

L ′M⊥

L′
f⊥
−−−→ L ′N⊥◦α⊥

α ′
N⊥
−−−→M ′N⊥ .

Relative weak equivalences are defined similarly, but requiring only ‖
∑
(x :M⊥(K ))(f⊥(x) ≍

N
α⊥(K )

y)‖ for each
K ,y.

An unadorned equivalencemeans one relative to α :≡ 1L . We write SEquivα (f ) for the type “f is an equiv-
alence relative to α”, which in the inductive case means

SEquivα (f ) :≡
©
«
∏
(K :L⊥)

∏
(y :N⊥(α⊥(K )))

∑
x :M⊥(K )

(
f⊥(K)(x) ≍

N
α⊥(K )

y
)ª®
¬
× SEquivα ′◦f⊥ (f

′)

and (M ≃ N ) :≡
∑
(f :homStr(L)(M,N )) SEquiv1(f ) for the type of equivalences.

Importantly, f⊥(x) ≍Nα⊥(K ) y is distinct from f⊥(x) ≍
α ∗N
K

y, even though (α∗N )⊥(K) ≡ N⊥(α⊥(K)) by definition.

Lemma 7.9. For f : homStr(L)(M ,α
∗N ), we have a map SSEquiv(f ) → SEquivα (f ), which is an equivalence if

N is univalent.

6Since we showed that f⊥(K ) was an equivalence by making s(K ) a homotopy inverse of it, andUf remembers not just the inverse map but
one of the homotopies, we technically have to use here the fact that a homotopy inverse of a function д can be enhanced to an element of
isEquiv(д) while changing at most one of the constituent homotopies.

19



Benedikt Ahrens, Paige Randall North, Michael Shulman, and Dimitris Tsementzis

Proof. By induction on n. When n :≡ 0, both are 1. For n > 0, the desired map consists of the inductively
defined SSEquiv(f ′) → SEquivα ′

N⊥
◦L′

f⊥

(f ′) together with a morphism

©
«
∏
(K :L⊥)

∏
(y :N⊥(α⊥(K )))

∑
x :M⊥(K )

(
f⊥(K)(x) =N⊥(α⊥(K )) y

)ª®¬
→

©
«
∏
(K :L⊥)

∏
(y :N⊥(α⊥(K )))

∑
x :M⊥(K )

(
f⊥(K)(x) ≍

N
α⊥(K )

y
)ª®¬

that is simply induced by idtoisof⊥(K )(x ),y . The latter is an equivalence when N is univalent by definition, as is
the inductively defined map since N ′ is univalent. (This last step would fail if we worked only with absolute
equivalences, since α∗N can fail to be univalent even if N is so.) �

Theorem 7.10 (Higher SIP). Consider L : Sig(n) and M ,N : Str(L) such that M and N are both univalent.
The canonical morphism idtoeqv : (M = N ) → (M ≃ N ) is an equivalence.

Proof. Combine Theorem 7.6 and Lemma 7.9. �

One might also hope for an analogue of [2, Lemma 6.8] about weak equivalences, i.e., an HSIP for weak
equivalences. A natural way to try to prove this would be by enhancing Lemma 7.5 to say that some induced
map “f : (x ≍ y) → (f x ≍ f y)” is an equivalence, so that a weak equivalence between univalent structures
would be an embedding and hence an equivalence. Unfortunately, an arbitrary morphism between structures
does not induce any such map on types of indiscernibilities, even when it is an identity on derived structures as
in Lemma 7.5.

Example 7.11. Let L be the height-2 signature such that an L-structure consists of a type MA and a binary
relation MR : MA → MA → U. Univalence at R means that each MR(x ,y) is a proposition; while a ≍ b, for
a,b : MA, means thatMR(x ,a) ↔ M(x ,b) for all x ,MR(a, x) ↔ M(b, x) for all x , andMR(a,a) ↔ MR(b,b).

Let M be the L-structure with MA = {a,b} and MR(x ,y) always false, and N the L-structure with NA =

{a,b, c} with NR always false except that NR(a, c) is true. Let f⊥ : MA → NA be the inclusion, so that M ′ =
(L ′

f⊥
)∗N ′. Then a ≍ b inM , but f⊥a 6≍ f⊥b in N .

Functors between categories (and the other categorical examples to be discussed in Section 9) do generally
preserve indiscernibilities, but only because the indiscernibilities in such cases they admit an equivalent “dia-
grammatic” characterization by a suitable “Yoneda lemma” (as described for categories in Section 2). Note that
this depends on the theory (i.e., the axioms) as well as the signature. We do not know a general condition on
a theory ensuring that morphisms between its structures preserve indiscernibilities, nor do we know how to
prove any general HSIP for weak equivalences.

8 AXIOMS AND THEORIES

One ofMakkai’s goalswas to define, for a given (FOLDS)-signatureL, a language for properties that are invariant
under L-equivalence. He calls such invariance the “Principle of Isomorphism” [23]:

The basic character of the Principle of Isomorphism is that of a constraint on the language of Abstract
Mathematics; a welcome one, since it provides for the separation of sense from nonsense.

Working in 2LTT, we do not need to devise a language for invariant properties ourselves; instead, we can rely
on the homotopical fragment of 2LTT to sufficiently constrain our language.7

Definition 8.1. Let L be a signature. An L-axiom is a function Str(L) → PropU .

Example 8.2. The axioms given in Equations (4) and (5) straightforwardly give rise to axioms for the signature
Lcat+E.
7An internally-syntactic description of such “axioms” might nevertheless prove useful in the future.
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Any L-axiom restricts to a predicate on univalent L-structures. Our main result implies that any L-axiom is
invariant under equivalence of univalent L-structures:

Corollary 8.3. Given an L-axiom t , univalent L-structures M , N , and a split-surjective equivalence M ։ N ,
we have t(M) ↔ t(N ).

A theory is a pair (L,T ) of a signature L and a family T of L-axioms whose indexing type is fibrant; e.g.,
a list of five axioms can be specified by a family indexed by the standard finite fibrant type of five elements. A
(univalent) model of a theory (L,T ) then consists of a (univalent) L-structureM together with a proof t(M)
for each axiom t ofT . The type of such models is fibrant. In the next section, we discuss some particular theories
and their univalent models.

9 EXAMPLES OF THEORIES

In this section, we discuss some examples of theories and their (univalent) models.

Example 9.1 (First-order logic). Consider amany-sorted first-order theorywith relations and equality (assumed
to be a congruence):

E1

����

R1

~~⑥⑥
⑥⑥
⑥⑥
⑥

  ❆
❆❆

❆❆
❆❆

E2

����

R2

tt✐✐✐✐
✐✐✐

✐✐✐
✐✐✐

✐✐✐
✐✐✐

✐✐✐

  ❆
❆❆

❆❆
❆❆

  ❆
❆❆

❆❆
❆❆

E3

����

R3

~~⑥⑥
⑥⑥
⑥⑥
⑥⑥

A1 A2 A3 . . .

• Univalence at Ei and Ri makes them proposition-valued.
• Univalence at Ai makes it a set whose equality is Ei .

We recover first-order logic with equality. Any instance of this example, with sorts (Ai )i :I , is also an instance of
the SIP [33, Section 9.9] over SetI , including the examples of posets, monoids, groups, and fields mentioned in
Section 1.2.

Example 9.2 (†-categories). A †-category is a category with coherent isomorphisms (_)† : hom(x ,y) →
hom(y, x). This is an interesting example to consider in structural approaches to category theory, since the
correct notion of “sameness” for objects of a †-category is not ordinary isomorphism but rather unitary isomor-
phism (one satisfying f −1 = f †), and similarly “†-structure” on a category does not transport naturally across
equivalence of categories. In our framework we can deal with this by incorporating the †-structure into the
signature, represented of course by its graph. A signature for †-categories is as follows,

D
o

""❊
❊❊

❊❊
❊❊

i ""❊
❊❊

❊❊
❊❊

T

�� ����

I

}}④④
④④
④④
④

E

vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠

vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠

A

d
��

c
��
O

with co
s
= di and do

s
= ci and the strict equalities of Figure 1. Then for †-categories regarded as structures:

• An indiscernibility between x ,y : MO is a unitary isomorphism f : x � y.
• In a univalent †-category,O is the groupoid of objects and unitary isomorphisms.
• Equivalences of structures are †-equivalences, involving unitary natural isomorphisms.
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Example 9.3 (Presheaves). The signature of a category with a presheaf on it is as follows:

T

��❄
❄❄

❄❄
❄❄

❄

��❄
❄❄

❄❄
❄❄

❄

��❄
❄❄

❄❄
❄❄

❄
I

��

E

��⑧⑧
⑧⑧
⑧⑧
⑧⑧

��⑧⑧
⑧⑧
⑧⑧
⑧⑧

PA

d
��

c

��a

ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦

PE

}}④④
④④
④④
④④

}}④④
④④
④④
④④

A

c

��
d

��

PO

o

ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦

O

with the equations da
s
= od and ca

s
= oc . Given a structure M of this signature, univalence at PA means that

MPA(f ,a,b) is a proposition, intuitively indicating that the function P(f ) maps b to a. In particular, one of the
axioms we need to impose to carve out the presheaves among the structures is

PA(f ,a,b) → PA(f ,a′,b) → PE(a,a′).

Univalence at PO means that MPO(x) is a set with equality PE, as expected for a presheaf. Univalence at A
means that MA(x ,y) is a set with equality ME, as in a category: the additional dependency PA doesn’t disrupt
this since we impose additional axioms saying that E is a congruence for it as well. Finally, an indiscernibility
between elements ofMO consists of an indiscernibility (hence just an isomorphism) in the underlying category,
together with a coherent bijection on values of the presheaf; but by an argument similar to that of Section 2, the
latter part is trivial. Thus, a univalent structure satisfying appropriate axioms is precisely a univalent category
together with a presheaf on it.

A map f : hom(M ,N ) of structures consists of a functor f between the underlying categories (given by
the components O , A, T , I , E) of the signature, together with a natural transformation between the presheaves
specified by M and N (given by the components PO , PA, and PE). Here, the component of f on PA encodes
naturality. If f is an equivalence of structures, then its underlying functor is an equivalence; moreover essential
surjectivity on the component PA implies injectivity of the underlying natural transformation, whereas on PO
it implies that the natural transformation is pointwise surjective—thus it is a natural isomorphism.

Example 9.4 (Functors; [21, Section 6]). Just as we can represent the composition operation in a category by
the relation T , we can describe two categories and a functor between them by adding “relations” between their
objects and arrows:

DT

""❉
❉❉

❉❉
❉❉

❉

""❉
❉❉

❉❉
❉❉

❉

""❉
❉❉

❉❉
❉❉

❉
DI

��

DE

||③③
③③
③③
③③

||③③
③③
③③
③③

FA

c

��
d
��σA

vv♠♠♠
♠♠
♠♠
♠♠♠

♠♠
♠♠
♠

τA
((◗◗

◗◗
◗◗

◗◗
◗◗◗

◗◗
◗◗ CT

!!❉
❉❉

❉❉
❉❉

❉

!!❉
❉❉

❉❉
❉❉

❉

!!❉
❉❉

❉❉
❉❉

❉
CI

��

CE

}}④④
④④
④④
④④

}}④④
④④
④④
④④

DA

c

��
d

��

FO

σO

vv♠♠♠
♠♠♠

♠♠♠
♠♠♠

♠♠♠
τO

((◗◗
◗◗◗

◗◗◗
◗◗

◗◗◗
◗◗ CA

c

��
d

��
DO CO

with the obvious equations on arrows. Here, DO is the sort of objects of the domain category (with D in DO
standing for “domain”),CO the sort of objects in the codomain, and FO(x ,y) the sort of “witnesses that F (x) = y”.
For instance, if F is a cartesian product functor, then an element of FO((x1, x2),y) would be a product diagram
x1 ← y → x2. Note that FO does not generally consist of mere propositions: an object y : CO can “be the image”
of x : DO in more than one way. (For instance, a single object can be a cartesian product of two objects x1, x2 in
more than one way.)

Given two such witnessesw1 : FO(x1,y1) andw2 : FO(x2,y2) and morphisms д : DA(x1, x2) and h : CA(y1,y2),
an element of FA(w1,w2,д,h) represents the assertion that F (д) = h according to the witnesses w1 and w2. We
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impose axioms stating that F does have a value on each possible input object and arrow, e.g., ∀x : DO,∃y :
CO, FO(x ,y), and that composition, identities, and equality are preserved. The result is what Makkai [22] calls
an anafunctor, whose “values” can be specified only up to isomorphism; if dependencies are forgotten, it can be
thought of as a span of functors between (pre)categories in which the first leg is a surjective equivalence.

As in Example 9.3, univalence atDA andCA just means they are sets with equalities DE andCE. Univalence at
FO is more subtle since it has no specified equality; of course it implies that FO is a set, but it also says (roughly)
that two witnesses w1,w2 : FO(x ,y) are equal if they induce the same action on all arrows whose domain or
codomain (or both) is x . This is the uniqueness part of “saturatedness” for an anafunctor; the rest can be imposed
by a pure existence axiom.

Univalence at DO and CO does not reduce to ordinary univalence of the domain and codomain categories.
An indiscernibility in DO is an isomorphism in the domain category equipped with a transport function for FO ,
i.e., an isomorphism x1 � x2 together with bijections FO(x1,y) � FO(x2,y) that respect the functorial action on
arrows (FA), and similarly for CO . Note that since F acts on isomorphisms, transport for isomorphisms in the
domain can be obtained from transport in the codomain. Thus, if an anafunctor is a univalent structure for this
signature, then its domain and codomain are univalent categories in the usual sense if and only if it is saturated.

Finally, a morphism between two saturated anafunctors qua structures consists of functors between the un-
derlying categories (parts D and C of the signature) together with an (ana)natural isomorphism inhabiting the
appropriate square. The components of the latter come from the action of the morphism on FO , while naturality
comes from its action on FA. A morphism between unsaturated anafunctors is a square that commutes up to
specified witnesses in FO , which may be more restricted than arbitrary isomorphisms.

Example 9.5 (Profunctors). A profunctor from C to D is a functor F : Cop × D → Set. We can represent two
categories and a profunctor between them using the following signature:

CT

!!❉
❉❉

❉❉
❉❉

❉

!!❉
❉❉

❉❉
❉❉

❉

!!❉
❉❉

❉❉
❉❉

❉
CI

��

CE

}}④④
④④
④④
④④

}}④④
④④
④④
④④

FA

c

��
d
��a

vv♠♠♠
♠♠
♠♠
♠♠♠

♠♠
♠♠
♠

**❱❱❱
❱❱❱

❱❱❱
❱❱❱

❱❱❱
❱❱❱

❱❱❱
❱❱ FE

}}④④
④④
④④
④④

}}④④
④④
④④
④④

DT

""❉
❉❉

❉❉
❉❉

❉

""❉
❉❉

❉❉
❉❉

❉

""❉
❉❉

❉❉
❉❉

❉
DI

��

DE

||③③
③③
③③
③③

||③③
③③
③③
③③

CA

c

��
d

��

FO

o
vv♠♠♠

♠♠♠
♠♠♠

♠♠♠
♠♠♠

**❱❱❱
❱❱❱

❱❱❱
❱❱❱

❱❱❱
❱❱❱

❱❱❱
❱❱ DA

c

��
d

��
CO DO

This looks very much like the signature for anafunctors, but we include an equality relation on FO , andmoreover

the composition equations are different: we have da
s
= oc and ca

s
= od imposing contravariance in the first factor.

The rest of the theory of this structure is just a two-sided version of Example 9.3.

Example 9.6 (Semi-displayed categories; see also [21, p. 107]). Displayed categories [3] were developed, in par-
ticular, as a framework to define, in type theory, fibrations of categories without referring to equality of objects.
A displayed category D over a category C is given by, for any c : C0, a type D(c) of “objects over c”, and, for
any morphism f : C(a,b) and x : D(a) and y : D(b), a type Df (x ,y) of “morphisms from x to y over f ”, to-
gether with suitably typed composition and identity operations. This definition can be translated directly into a
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FOLDS-signature:

DT

tt✐✐✐✐
✐✐✐

✐✐✐
✐✐✐

✐✐✐
✐✐✐

✐✐

""❉
❉❉

❉❉
❉❉

❉

""❉
❉❉

❉❉
❉❉

❉

""❉
❉❉

❉❉
❉❉

❉
DI

tt✐✐✐✐
✐✐✐

✐✐✐
✐✐✐

✐✐✐
✐✐✐

✐✐✐
✐

��

DE

tt❤❤❤❤
❤❤❤

❤❤❤
❤❤❤

❤❤❤
❤❤❤

❤❤❤
❤❤

||③③
③③
③③
③③

||③③
③③
③③
③③

T

��❄
❄❄

❄❄
❄❄

❄

��❄
❄❄

❄❄
❄❄

❄

��❄
❄❄

❄❄
❄❄

❄
I

��

E

��⑧⑧
⑧⑧
⑧⑧
⑧⑧

��⑧⑧
⑧⑧
⑧⑧
⑧⑧

DA

tt✐✐✐✐
✐✐✐

✐✐✐
✐✐✐

✐✐✐
✐✐✐

✐✐✐

����
A

����

DO

tt✐✐✐✐
✐✐✐

✐✐✐
✐✐✐

✐✐✐
✐✐✐

✐✐✐

O

but the result is not well-behaved. In particular, since A has rank 1 in a height-4 signature, it might not be a set
even in a univalent structure, and similarlyO might not be a 1-type. When discussing fibrations, Makkai makes
essentially the same point by saying that that this signature disqualifies A from carrying an equality relation,
since it only makes sense to impose equality relations, in the usual sense, on sorts that are only one level below
the top.

One way to solve this problem would be to allow the base category to be a bicategory (though the fibers are
only 1-categories), as in Example 9.9 below. However, we can avoid this complexity with the following signature
due to Makkai, whose only dependency is for the objects:

T

��❄
❄❄

❄❄
❄❄

❄

��❄
❄❄

❄❄
❄❄

❄

��❄
❄❄

❄❄
❄❄

❄
I

��

E

��⑧⑧
⑧⑧
⑧⑧
⑧⑧

��⑧⑧
⑧⑧
⑧⑧
⑧⑧

FA

((◗◗
◗◗

◗◗◗
◗◗

◗◗◗
◗◗

◗

ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦

DT

""❉
❉❉

❉❉
❉❉

❉

""❉
❉❉

❉❉
❉❉

❉

""❉
❉❉

❉❉
❉❉

❉
DI

��

DE

||③③
③③
③③
③③

||③③
③③
③③
③③

A

����

DA

����
DO

ss❢❢❢❢❢
❢❢❢❢

❢❢❢❢
❢❢❢❢

❢❢❢❢
❢❢❢❢

❢❢❢❢
❢

O

The dependency DA→ A is replaced by the relation FA, asserted to be a functional relation, and the dependen-
cies DT → T and DI → I are replaced by axioms, e.g., DIc,x (f ) ∧ FAc,c,x,x(f , f ) → Ic (f ). A structure for this
signature might be called a “semi-displayed category”; it consists of, for any c : C0, a type D(c) of objects over
C, and for any x : D(a) and y : D(b) a type D(x ,y) with a function D(x ,y) → C(a,b). While they may appear
more ad hoc than displayed categories, semi-displayed categories do suffice to define notions involving strict
fibers of functors, such as fibrations of categories.

As usual, we assert that E and DE are congruences for all the relations, including FA. Thus, in a univalent
structure M , all the top sorts are propositions, both A and DA are sets with standard equality, and each fiber
category over c : MO is a univalent category in the usual sense. An indiscernibility between objects c,d : MO
consists of an ordinary isomorphism ϕ : c � d in the underlying base category together with all possible liftings
of it in both directions, e.g., for any x : MDO(c) a choice of a y : MDO(d) and an isomorphism x � y over ϕ, and
dually. Since (assuming univalence at DO and above) such liftings are unique when they exist, the type of such
indiscernibilities is a subtype of that of ordinary isomorphisms. Thus, in a univalent semi-displayed category,
MO is a 1-type, even though Theorem 6.13 only implies that it is a 2-type. Moreover, when M is univalent, the
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underlying ordinary category of the base category is univalent if and only if the semi-displayed category is an
isofibration (which is a pure existence axiom; cf. also [3, Problem 5.11]).

A morphism of structures consists of a functor between the underlying categories and a “semi-displayed
functor” above it; it is an equivalence of structures when both functors are equivalences.

Example 9.7 (Multicategories/Colored operads). A (non-symmetric) multicategory (or colored non-symmetric
operad) (see, e.g., [20, Section I.2]) has arrows of different arity, generalizing the notion of n-ary functions on
sets. The data of a multicategory is specified via the signature below:

I

**❯❯❯
❯❯❯

❯❯❯
❯❯❯

❯❯❯
❯❯❯

❯❯❯
❯❯❯

❯ T0;1

((◗◗
◗◗

◗◗
◗◗

◗◗
◗◗

◗◗
◗◗

!!❇
❇❇

❇❇
❇❇

❇

!!❇
❇❇

❇❇
❇❇

❇
T1;1

""❉
❉❉

❉❉
❉❉

❉

""❉
❉❉

❉❉
❉❉

❉

""❉
❉❉

❉❉
❉❉

❉
T0,0;2

||③③
③③
③③
③③

||③③
③③
③③
③③

||③③
③③
③③
③③

""❋
❋❋

❋❋
❋❋

❋
T1,1;2

||①①
①①
①①
①①

||①①
①①
①①
①①

�� ��

T2;1

vv❧❧❧
❧❧❧

❧❧❧
❧❧❧

❧❧❧
❧❧

||③③
③③
③③
③③

||③③
③③
③③
③③

. . . Ei

����
A0

""❊
❊❊

❊❊
❊❊

❊❊
A1

����

A2

{{①①
①①
①①
①①
①

{{①①
①①
①①
①①
①

{{①①
①①
①①
①①
①

. . . plus Ai

O

In this signature, A1 is the sort of arrows known from categories, with one “input” object. The sort A0 denotes
arrows with no inputs, the sort A2 arrows of 2 inputs, and so on. Accordingly, we have composition operations
for such morphisms: the sort T1;1 denotes the composition of two arrows with one input each—the composition
known from categories. The sort T1,1;2 denotes composition of two unary arrows with one arrow of two inputs,
resulting in a composite arrow of two inputs.

The signature for multicategories also includes an equality sort Ei ⇒ Ai for each i , but for readability we
have omitted these from the main diagram. On a structure of this signature we can impose suitable axioms for
the composition and identity in such a way that a model of the resulting theory is precisely a multicategory in
the usual sense.

An isomorphism ϕ : a � b in a multicategory is analogous to an isomorphism in a category: it consists of a
morphism f : A1(a,b) together with д : A1(b,a) that is both pre- and post-inverse to f . Given a structure for
the signature above, an indiscernibility ϕ : a ≍ b consists, in particular, of equivalences as in Eqs. (6) to (19)
(where A needs to be replaced by A1); we have established in Theorem 2.6 that this data determines uniquely an
isomorphism in the multicategory. In addition, the indiscernibility ϕ consists of further analogous equivalences
for the sorts of n-ary arrows Ai and their compositions. For instance, it includes a family of equivalences

ϕxy• : A2(x ,y;a) � A2(x ,y;b)

and a family of equivalences

(T2,1)w,x,y,a(f ,д,h) ↔ (T2,1)w,x,y,b(f ,ϕy•(д),ϕwx•(h)). (51)

This latter equivalence with h :≡ f and д :≡ 1a shows that the family ϕxy• is given by postcomposition with
the isomorphism corresponding to ϕ, and similarly for the other families of maps. Thus, indiscernibilities in a
multicategory also coincide with isomorphisms, so a multicategory is univalent precisely when its underlying
category is.

A morphism of structures accordingly corresponds to a functor between multicategories; it is an equivalence
of structures if the functor is an equivalence.

Example 9.8 ((Fat) symmetric multicategories). A symmetric multicategory is a multicategory with an action of
the symmetric group Sn on the arrowsAn ; e.g., morphismsA(x ,y; z) correspond uniquely tomorphismsA(y, x ; z).
These actions are furthermore asserted to be compatible with composition.
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Here, we consider an equivalent formulation of symmetric multicategories, via the notion of fat symmetric
multicategories (see, e.g., [20, Appendix A.2]). Its signature is similar to that of non-symmetric multicategories,
but the arrows are instead indexed by unordered finite sets [n] of cardinality n. That is, the type L(1) of rank-1
sorts is FinSet, a 1-type that is not a set. (Note that N is the 0-truncation of FinSet, and also the type of ordered
finite sets.) Similarly, the compositions are indexed by the type∑

(X :FinSet)(X → FinSet)

where (X ,Y ) denotes the composition of one morphism whose inputs are indexed by X with a family of X
morphisms of which the x th has inputs indexed by Y (x). The fact that L(1) and L(2) are not sets makes it hard
to draw this signature non-misleadingly, but we can give it a try, denoting the identifications in these types by
loops:

I

++❲❲❲❲
❲❲❲❲

❲❲❲❲
❲❲❲❲

❲❲❲❲
❲❲❲❲

❲❲❲❲
❲❲ T[0];[1]

**❚❚❚
❚❚❚

❚❚❚
❚❚❚

❚❚❚
❚❚❚

❚❚

##●
●●

●●
●●

●●

##●
●●

●●
●●

●●
T[1];[1]

%%❑
❑❑

❑❑
❑❑

❑❑

%%❑❑
❑❑

❑❑
❑❑

❑

%%❑
❑❑

❑❑
❑❑

❑❑
T{[0], [0]};[2]

yyss
ss
ss
ss
s

yyss
ss
ss
ss
s
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ss
ss
ss
s

&&▼▼
▼▼

▼▼
▼▼

▼▼
▼
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��
T{[1], [1]};[2]

xxqqq
qq
qq
qq
qq

xxqqq
qq
qq
qq
qq

�� ��
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��
T[2];[1]

tt❤❤❤❤
❤❤❤

❤❤❤
❤❤❤

❤❤❤
❤❤❤

❤❤❤
❤
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ss
ss
s

yyss
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ss
s

S2

��
. . .

A[0]

%%❑❑
❑❑

❑❑
❑❑

❑❑
❑

A[1]

����

A[2]
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♣♣
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♣♣
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♣♣
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♣♣
♣♣
♣♣
♣♣
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♣♣
♣♣

S2
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. . .

O

Here [n] denotes the standard n-element finite set {0, 1, 2, . . . ,n − 1}, while Sn denotes its automorphism group,
the symmetric group on n elements. These loop “arrows” here are not morphisms in the inverse semi-category
that represents our FOLDS-signature, but they do also act (by transport) on the typesMA[n] in any structure.

The composition sorts drawn above, representing the elements of the 0-truncation of the types of sorts, are
almost like the sorts for non-symmetricmulticategories, but some get identified. For instance, for non-symmetric
multicategories there are two different sorts T0,1;2 and T1,0;2 for composition of a binary operation with a(n
ordered) pair of a zeroary and a unary operation, but for the symmetric variant, these two compositions collapse
into one connected component that we have written T{[0], [1]};[2], which has an S2 symmetric action. In general,
the isotropy group of T{[k1], ..., [kn ]};[n] is the semidirect product (Sk1 × · · · × Skn ) ⋊ Sn . As in the non-symmetric
case, we have omitted the equality sorts E[n] on A[n] for readability. We assert associativity and unitality axioms
for composition as spelt out in [20, Appendix A.2].

Univalence at the top-level sorts entails that the equality, composition, and identity sorts are pointwise propo-
sitions; at A[n], it entails that A[n] are pointwise sets with equality given by their respective equality sorts.

An indiscernibility a ≍ b in O consists of equivalences of sorts, e.g., for n :≡ 1 we have ϕx• : A[1]({x};a) �
A[1]({x};b), and similar for the other hole and both holes in A[1]. These equivalences are furthermore coherent
with respect to the sorts I andT , e.g., they satisfy the analog to Equation (51). Given a ≍ b, we obtain in particular
ϕ :≡ ϕa•(1a) : A[1]({a};b). The morphism ϕ is an isomorphism; by the coherence with respect to T , the other
equivalences for the sorts A[n] are given by suitable composition with ϕ or its inverse. Thus an indiscernibility
a ≍ b in O is exactly an isomorphism a � b.

A morphism of such structures is precisely a functor of symmetric multicategories; it is an equivalence if the
functor is an equivalence.

Example 9.9 (Bicategories; [21, Section 7]). It is not possible to describe strict 2-categories of any sort as uni-
valent structures for one of our signatures, since the notion of a strict 2-category requires the 1-cells to form a
set (so that composition can be strictly associative, i.e., up to a proposition-valued equality), but the 1-cells have
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two levels of dependency above them and so cannot be expected to be a set in a univalent structure. However,
we can represent bicategories with the following signature from [21, p. 110] (with equality added):

A H E L R T2 I2

T1 C2 I1

C1

C0

HereC0,C1,C2 are the sorts of objects, 1-cells, and 2-cells. The relations T2, I2, and E, with their axioms, make
the 1-cells and 2-cells into hom-categories. The typeT1, which depends on a triangle of elements ofC1, represents
composition: t : T1(f ,д,h) is a “reason why”д◦ f is equal toh. In general this is not a proposition, so composition
is an anafunctor; thus (again following Makkai) we are actually representing “anabicategories”. Similarly, I1(f )
is the type of witnesses that f is an identity 1-cell. The relationA specifies the associativity isomorphisms: given
t12 : T1(f1, f2, f12) and t123 : T1(f12, f3, f123) and also t23 : T1(f2, f3, f23) and t ′123 : T1(f1, f23, f ′123), the relation A
specifies a 2-cell in C2(f123, f

′
123) that plays the role of the associativity isomorphism. Similarly, L and R specify

the left and right unit isomorphisms. Finally, the relation H specifies the “horizontal” composite of two 2-cells
along an object, given witnesses for how to compose their domains and codomains.

Note that if we drop the sorts I1, I2, L,R relating to identities, the resulting inverse category is a truncation
of the coface maps in Joyal’s category Θ2 [17], which can be used to define non-algebraic notions of 2-category
and (∞, 2)-category [6, 27]. The identity sorts are a “fattening” of this to incorporate the degeneracies while
remaining inverse, as done for the simplex category in [19].

We assert as an axiom that E is a congrence for all the top-rank relations, so univalence at C2 makes it con-
sist of sets with equality E. As was the case for FO in Example 9.4, univalence at T1 means that two witnesses
of composition are equal if they induce all the same horizontal composites of 2-cells and the same associators,
and similarly for I1. Thus, an indiscernibility between two elements ofC1 is a 2-cell isomorphism together with
transport functions acting on T1 and I1. So if an anabicategory is univalent, then its hom-categories are indi-
vidually univalent in the ordinary sense if and only if it is a saturated anabicategory (which, as before, can be
imposed axiomatically as a pure existence condition). Finally, a “two-sided bicategorical Yoneda lemma” implies
that indiscernibilities inC1 are equivalent to internal adjoint equivalences, so univalence atC0 means that these
are equivalent to identifications.

The possible failure of saturation is due to the fact that we have two different “shapes of 2-cells”: globes in
C2 and simplices in T1. This can be avoided by building on a non-algebraic definition of bicategory involving
only one shape of 2-cell, such as a semisimplicial version of the Street–Duskin [12, 31] simplicial nerve, or the
opetopic nerve [7, 10, 16].

Amorphism of saturated anabicategories corresponds to a (pseudo) functor of bicategories. It is an equivalence
of structures if the functor is a (strong) biequivalence, i.e., such that the maps on hom-types of all dimensions
are split essentially surjective.

Example 9.10 (Double (ana-bi)categories). A double category is similar to a 2-category or bicategory, but has
two families of 1-cells, called vertical and horizontal, respectively. The 2-cells take the shape of fillers for squares
of 1-cells. Curiously, it is quite difficult to define a double category in which composition is weak in both di-
rections. The closest approximation in the literature is the double bicategories of Verity [34, Definition 1.4.1]; in
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addition to squares, these have vertical and horizontal 2-cells of the usual “globular” shape, forming two sep-
arate bicategories with the same objects, together with operations by which the squares are acted on by the
appropriate kind of globular 2-cells on all four sides.

A suitable signature for double bicategories hence looks as follows:

WH ,T WH ,B IH TH ES TV IV WV ,L WV ,R

CH ,2 S CV ,2

CH ,1 CV ,1

C0

where we omit the bicategorical structure on CX ,2 ⇒ CX ,1 ⇒ C0 for X = H ,V (see Example 9.9) for readability.
Intuitively, an element λ : Sw,x,y,z(f ,д,h,k) can be pictured as a filler

z x

y w

h

k

λ f

д

and the vertical action (WV ,R )w,x,y,z, f ,д,h,k, f ′(α , λ, λ
′) attaches a vertical 2-cell α : f ⇒ f ′ on the right of λ to

yield a filler λ′ of a square of 1-cells f ′,д,h,k . Similarly, we have vertical action on the left (WV ,L) and horizontal
action on the top and bottom. As usual, these relations are asserted to be functional. Squares can be composed
vertically (TV ) and horizontally (TH ), and we have identities IV and IH for these compositions. We assert that the
equalities (not pictured) on vertical and horizontal 2-cells, aswell as the equality ES on squares S , are congruences
with respect to these operations.

Univalence at S says that S is pointwise a set with equality given by ES . Given two vertical 1-cells f , f ′ :
CV ,1(x ,w), an indiscernibility between them is given by an isomorphism ϕ : f � f ′ in the underlying vertical
bicategory together with a transport function for S , e.g., ϕ∗ : Sw,x,y,z(f ,д,h,k) → Sw,x,y,z(f

′,д,h,k). But co-
herence with respect toWV ,R says that this transport function is given by action with the 1-isomorphism ϕ, and
similar for the other variables.

Given a,b : C0, an indiscernibility a ≍ b consists of a pair of a horizontal adjoint equivalence ϕH : a ≃H b and
a vertical adjoint equivalence ϕV : a ≃V b together with transport functions for the sort S that are coherent with
respect to the top-level sorts. In particular, we have a transport function Sa,a,a,a(1, 1, 1, 1) � Sb,a,a,a(ϕV ,ϕH , 1, 1);
call Ψ : Sb,a,a,a(ϕV ,ϕH , 1, 1) the image of the identity filler under this isomorphism. Analogously, we have
a transport function Sb,b,b,b(1, 1, 1, 1) � Sb,b,b,a(1, 1,ϕV ,ϕH ); call Φ : Sb,b,b,a(1, 1,ϕV ,ϕH ) the image of the
identity filler under this isomorphism. The coherence laws for the top-sorts then entail that all the other transport
functions are fully determined by the choice of Ψ and Φ, and that Ψ and Φ compose with each other along ϕV
and ϕH to identities. In summary, an indiscernibility in C0 consists of a quadruple (ϕH ,ϕV ,Ψ,Φ) with these
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properties, known as an (invertible) companion pair (see, e.g., [15, §1.2]). A morphism of structures is exactly a
horizontal map as defined in [34, Definition 1.4.7].

Example 9.11 (Thunk-force categories). A thunk-force category or abstract Kleisli category [14] is a categoryD
equipped with

• A functor L : D → D,
• A natural transformation ε : L→ 1D , and
• An unnatural transformation ϑ : 1D → L,

such that (L,ϑL, ε) is a comonad (so that in particular ϑL : L→ LL is a natural transformation) and each ϑx : x →
Lx equips x with the structure of an L-coalgebra. If D is the non-univalent Kleisli category CT for a monad T ,
with corresponding adjunction F : C ⇄ D : U such that F is the identity on objects, we can give it this structure
where (L,ϑL, ε) = (FU , FηU , ε) is the comonad induced by the adjunction and ϑx : CT (x , FUx) = C(x ,TTx) is
the composite ηT x ◦ ηx .

A signature for thunk-force categories is
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where N and H represent ε and ϑ respectively. The axioms are straightforward to formulate, and we find that
the indiscernibilities in O are the isomorphisms on which ϑ is natural. In general, morphisms (not necessarily
isomorphisms) on which ϑ is natural (that is, morphisms that are L-coalgebra maps) are called thunkable. As
shown in [14] they form a (non-full, but wide) subcategory that can be equipped with a monad whose Kleisli
category is the given thunk-force category. (Indeed, they are the full subcategory of the Eilenberg-Moore cate-
gory of the comonad (L,ϑL, ε) on the objects (x ,ϑx ).) In this sense a thunk-force category is precisely “what is
left of a Kleisli category when we forget the underlying category”.

In a non-univalent Kleisli category CT , the functor F : C → CT lands inside the thunkablemorphisms. Thus, if
C is a univalent category, then CT is univalent as a thunk-force category just when every thunkable isomorphism
in CT is the F -image of a unique isomorphism in C. This is the case for any monad such that

x Tx TTx
η Tη

ηT

is an equalizer diagram, which happens frequently but not always. For instance, the trivial monad on Set defined
by Tx = 1 admits a thunkable isomorphism 0 � 1 in SetT , but there is no isomorphism 0 � 1 in Set.

The opposite of a thunk-force structure is called a runnable monad (thus a thunk-force structure could also
be called a “corunnable comonad”), and the duals of thunkable morphisms are called linear.

Thunk-force categories are used to model call-by-value programming languages, while runnable monads are
used for call-by-name languages. Since real-world programming languages allow functions to take more than
one argument, these structures generally need to be enhanced with some kind of product; but in the presence
of computational effects this is something weaker than a monoidal structure.

Example 9.12 (Premonoidal categories). A premonoidal category [25, 26] is like a monoidal category, but the
tensor product operation is only required to be functorial in each variable separately, rather than jointly. That
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is, for objects x ,y we have a tensor product object x ⊗ y, and for any f : x → x ′ we have f ⊗ y : x ⊗ y → x ′ ⊗ y

and for д : y → y′ we have x ⊗ д : x ⊗ y → x ⊗ y′, but there is no “f ⊗ д : x ⊗ y → x ′ ⊗ y′”, and the square

x ⊗ y x ⊗ y′

x ′ ⊗ y x ′ ⊗ y′

x ⊗д

f ⊗y f ⊗y′

x ′⊗д

need not commute. If for some f this square does commute for all д, and a dual condition holds with f on the
right, we say that f is central. The associativity and unit isomorphisms in a premonoidal category are additionally
asserted to be central; note that naturality of the associator has to be formulated as three different axioms relative
to morphisms in the three possible places.

IfT is a strong and costrong monad on a monoidal category C, then its Kleisli category CT is premonoidal: its

tensor product is that of C, while for f ⊗ y is the composite x ⊗ y
f ⊗y
−−−→ Tx ′ ⊗ y → T (x ′ ⊗ y) with the strength,

and dually for x ⊗ д.
We can obtain a signature for premonoidal categories by splitting the sort ⊗A of a monoidal category in two,

for the two functors x ⊗ − and − ⊗ y:
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That is, for w : ⊗O (x ,y, z) and w ′ : ⊗O (x ′,y, z′) with f : A(x , x ′) and h : A(z, z′), the relation ⊗A,L(w,w ′, f ,h)
says that f ⊗ y = h relative to w and w ′, and similarly for ⊗A,R . We assert the usual axioms of a premonoidal
category, including unique existence of an h as in the previous sentence, which we denote f ⊗Lw,w ′ y; similarly

we have x ⊗Rw,w ′ д for д : A(y,y′). We define a morphism f : A(x1, x2) to be central if for any д : A(y1,y2) and
any wi j : ⊗O (xi ,yj , zi j ) (for i, j ∈ {1, 2}) the following square commutes:

z11 z12

z21 z22,

x1⊗
R
w11,w12

д

f ⊗Lw11,w21
y1 f ⊗Lw12,w22

y2

x2⊗
R
w21,w22

д

as well as a dual property on the other side. However, the naturality of the isomorphisms between any two values
of an anafunctor means that it suffices if this holds for some wi j . Recall also that the axioms of a premonoidal
category include centrality of the associator and unit isomorphisms.

We also assert that for anyw : ⊗O (x ,y, z) andw ′ : ⊗O (x ,y, z′), we have 1x ⊗Lw,w ′y = x⊗
R
w,w ′1y . In other words,

if we have two values of x ⊗ y, the canonical isomorphisms between them obtained from the two anafunctors
x ⊗ − and − ⊗ y coincide, giving a morphism that we denote 1x ⊗w,w ′ 1y . This is an “anafunctorial” version of
the standard condition that the two functors are “equal on objects”. In particular, it is necessary to prove that
identity morphisms are central: for any x : O and д : A(y1,y2) with w j : ⊗O (x ,yj , zj ) the following squares are
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equal:

z1 z2

z1 z2

x ⊗Rw1,w2
д

1x ⊗Lw1,w1
y1 1x ⊗Lw2,w2

y2

x ⊗Rw1,w2
д

z1 z2

z1 z2

x ⊗Rw1,w2
д

x ⊗Rw1,w1
1y1 x ⊗Rw2,w2

1y2

x ⊗Rw1,w2
д

and the right-hand square commutes by functoriality of ⊗R .
We can also show that if д : A(y1,y2) is central, then so is any x ⊗Rw1,w2

д. For if we have h : A(u1,u2) with
appropriate witnesses of the tensor product, we can form the following diagram:

(x ⊗y1)⊗
Rh

(x ⊗Rд)⊗Lu1 (x ⊗Rд)⊗Lu2

x ⊗R (y1⊗
Rh)

x ⊗R (д⊗Lu1) x ⊗R (д⊗Lu2)

x ⊗R (y2⊗
Rh)

(x ⊗y2)⊗
Rh

Here the inner square commutes by centrality of д and functoriality of x ⊗R −, while the diagonal arrows are
components of the associativity isomorphism and the trapezoids commute by naturality. Therefore, the outer
square commutes. Together with a similar argument on the other side, this implies that x ⊗Rw1,w2

д is central
when д is. Similarly, f ⊗L y is central as soon as f is.

In particular, it follows that the isomorphism 1x ⊗w,w ′ 1y between any two values of x ⊗y is central. Therefore,
the existential saturation condition must be similarly restricted: we assert that givenw : ⊗O (x ,y, z) and a central
h : z � z′, there exists aw ′ : ⊗O (x ,y, z′) such that 1x ⊗w,w ′ 1y = h.

As usual, E is required to be a congruence for all rank-2 relations, so that univalence at A means it is a set
with E as equality, and univalence at UO means it is a saturated ana-object. Now consider w1,w2 : ⊗O (x ,y, z);
the indiscernibility typew1 ≍ w2 is the proposition thatw1 andw2 act the same on all arrows on both sides (the
dependency of the natural transformations is automatically transportable by naturality). In other words, it says
that д ⊗Lw1,w ′

y = д ⊗Lw2,w ′
y for any w ′ : ⊗O (x ′,y, z′) and д : A(x , x ′), and similarly on the other side. As for

ordinary anafunctors, by functoriality this is equivalent to its special case 1x ⊗w1,w2 1y = 1z . Thus, univalence at
⊗O means that if 1x ⊗w1,w2 1y = 1z thenw1 = w2, hence that thew ′ asserted to exist in the existential saturation
axiom is unique.

Finally, an indiscernibility x1 ≍ x2 in O consists of an isomorphism ϕ : x1 � x2 together with equivalences
such as ϕ•y : ⊗O (x1,y, z) ≃ ⊗O (x2,y, z) and so on for the other holes, which respect all the rank-2 relations.
Respect for ⊗A,L implies in particular that forw : ⊗O (x1,y, z) we have ϕ ⊗Lw,ϕ•y (w )

y = 1x2 ⊗
L
ϕ•y (w ),ϕ•y(w )

1y = 1z .

Now respect for ⊗A,R implies that for any w1 : ⊗O (x1,y1, z1) and w2 : ⊗O (x1,y2, z2) with д : A(y1,y2) we have
⊗A,R(w1,w2,д,h) ↔ ⊗A,R(ϕ•y1(w1),ϕ•y2(w2),д,h), or equivalently x1 ⊗Lw1,w2

д = x2 ⊗
R
ϕ•y1 (w1),ϕ•y2 (w2)

д. But since

ϕ ⊗L
w1,ϕ•y1 (w1)

y1 = 1z1 and ϕ ⊗
L
w2,ϕ•y2 (w2)

y2 = 1z2 , this implies that the following square commutes, since its
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vertical arrows are identities and its horizontal arrows are equal:

.

ϕ⊗L
w1,ϕ•y1 (w1 )

y1

x1⊗
L
w1,w2

д

ϕ⊗L
w2,ϕ•y2 (w2 )

y2

x2⊗
R
ϕ•y1 (w1 ),ϕ•y2 (w2 )

д

Together with a similar argument on the other side, this implies that ϕ : x1 � x2 is necessarily central.
From here the usual sort of arguments imply that the rest of the structure of an indiscernibility (such as the

equivalences ϕ•y used above) is uniquely determined by saturation applied to ϕ. This is perhaps least obvious in
the case of the equivalences ϕ•• : ⊗O (x1, x1, z) ≃ ⊗O (x2, x2, z), since ⊗ is not jointly functorial in its arguments.
But once we have shown that ϕx1• and ϕ•x2 are uniquely determined, respect for ⊗A,R tells us that for any w :
⊗O (x1, x1, z) we have ⊗A,R(w,ϕx1•(w),ϕ,h) ↔ ⊗A,R(ϕ••(w),ϕ•x2(ϕx1•(w)), 1x2,h), which uniquely determines
ϕ••(w) by saturation.

Thus x1 ≍ x2 is equivalent to the type of central isomorphisms x1 � x2, and so in a univalent premonoidal
category x1 = x2 is also equivalent to this type. In particular, since as we noted above the values of the tensor
product are also determined uniquely up to unique central isomorphism, the type of such values is contractible,
so we obtain an actual function ⊗ : O → O → O as we would hope.

A morphism of structures is a functor that preserves the tensor product up to a specified central isomorphism
that is natural in both possible ways and commutes with the associativity and unit isomorphisms. Note that if
its domain is not univalent, such a functor need not preserve centrality; a counterexample can be found in [30,
Section 5.2]. Thus, we have a “real-world” example where morphisms of structures need not preserve indis-
cernibility. In particular, if there is a “univalent completion” operation for premonoidal categories, there will be
morphisms between non-univalent structures that do not extend to their univalent completions.

Similarly to the situation for thunk-force categories, a Kleisli category CT is univalent as a premonoidal cat-
egory just when every central isomorphism in CT is the image of a unique isomorphism in C. This fails, for
instance, whenT is a commutative monad, in which case every morphism is central but not every isomorphism
of free algebras is in the image of the free functor (e.g., the nontrivial automorphism of the free abelian group
on one generator).

Example 9.13 (Duploids). A duploid [24] is a structure that combines call-by-value structure (such as in a
thunk-force category) and call-by-name structure (such as in its dual, a runnable monad) in one. It starts with a
pre-duploid, which is almost like a category equipped with a map to the chaotic category on two objects {+,−},
except that the associativity law (h ◦ д) ◦ f = h ◦ (д ◦ f ) need only hold if either the codomain of f (i.e., the
domain of д) lies over − (“is negative”) or the codomain of д (i.e., the domain of h) lies over + (“is positive”). A
signature for pre-duploids is as follows:

IP TPPP TPPN TPN P TNPP TPNN TNPN TNNP TNNN IN

APP APN ANP ANN

OP ON

plus equality congruences on all four sorts A•• that we have omitted to write, which thus coincide with the
indiscernibilities on those sorts.
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Since the positive objects form a category in their own right, an indiscernibility p1 ≍ p2 between p1,p2 :
OP consists in particular of an isomorphism ϕ : p1 � p2 in that category, together with equivalences ϕ•n :
APN (p1,n) ≃ APN (p2,n) and ϕn• : ANP (n,p1) ≃ ANP (n,p2) respecting composition of all sorts. The usual
arguments imply that ϕ•n and ϕn• are given by composition with ϕ or its inverse, so it remains to consider
respect for composition. This includes, for instance, TPNN (д ◦ ϕ,h,k ◦ ϕ) ↔ TPNN (д,h,k), which is to say that
h ◦(д◦ϕ) = (h ◦д) ◦ϕ for all д : APN (p2,n1) and h : ANN (n1,n2); and similarly forTPN P . That is, the associativity
law that isn’t generally asserted in a pre-duploid does hold when ϕ is the first morphism. In the context of
a pre-duploid, this is taken as the definition of when a morphism is thunkable. The remaining conditions are
automatic, so the indiscernibilities between positive objects are precisely the thunkable isomorphisms. Dually,
the indiscernibilities between negative objects are precisely the linear isomorphisms: those forwhich themissing
associativities hold when they are the last morphism in the triple composite.

A duploid is a pre-duploid together with “parity shift” functions ⇑ taking positive objects to negative ones and
⇓ taking negative objects to positive ones, together with unnatural families of linear isomorphisms force :⇑ p � p,
for positive p, and thunkable isomorphisms wrap : n �⇓ n, for negative n. However, it turns out that ⇑ and ⇓
can in fact be made into functors, and force and wrap natural. Thus, this additional structure does not change
the notions of indiscernibility or univalence.

Example 9.14 (T0-spaces). We end by sketching some signatures whose structures include topological spaces,
showing that our abstract signatures are more general than FOLDS-signatures. Since a topology is a structure
on one underlying set, it suffices to consider height-2 signatures with L⊥ :≡ 1, with L ′ : U →U remaining to
be specified.

A first guess might be L ′M :≡ (M → PropU), so that an L-structure would be a type M with a predicate on
its “type of subsets” M → PropU representing “is open”. Unfortunately, this is not a covariant s-functor. We
can make it covariant via direct images (using propositional truncation), but this is not strictly functorial, and
moreover the resulting morphisms of structures would be open maps rather than continuous ones.

Covariant strict functoriality does hold, however, for the double-powerset functor M 7→ ((M → PropU) →

PropU), so we can use a definition of topological spaces that refers to sets of subsets instead of individual subsets.
For instance, a topology is equivalent to a convergence relation between filters (which are sets of subsets) and
points, hence can be regarded as a particular L-structure with

L ′M :≡ ((M → PropU) → PropU) ×M .

The covariant functoriality specializes to the direct image of filters, so theL-structure morphisms between topo-
logical spaces will be functions that preserve convergence, which is equivalent to continuity. Finally, univalence
means that convergence is a proposition, thatM is a set, and that two points are identified if exactly the same fil-
ters converge to them; the latter is an equivalent way of saying the space isT0 . Of course, not every L-structure
is a topological space; we could hope to single out the spaces with a theory in an appropriate logic based on our
signatures.

We can also take L ′M :≡ ((M → PropU) → PropU) and associate a topological space M to the set of all sets
of subsets T such that all open subsets belong to T . Once again the structure morphisms between topological
spaces are the continuous maps, and the univalent such structures are theT0-spaces. Other topological structures
such as uniform spaces and proximity spaces can similarly be represented as structures over suitable height-2
signatures.

10 CONCLUSION

Using a relativized form of the identity of indiscernibles, we defined a general notion of indiscernibility of objects
in a categorical structure, yielding a notion of univalence for such structures. These notions depend only on the
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shape of the structures as specified by the signature, not on any axioms they satisfy. We then showed a Structure
Identity Principle for univalent structures that specializes to known results for first-order logic and univalent
1-categories, as well as many other important examples.

Regarding the setting we have chosen for our work, it seems impossible to define a fully coherent notion of
signature without 2LTT. A sufficiently-coherent “wild” notion might suffice for our particular results, but further
development of the theory may require the fully coherent version. In addition, 2LTT is necessary for treating
FOLDS-signatures of arbitrary height (cf. Appendix A).

Some goals for further work include:

• Removing the splitness condition from Theorem 7.6, as discussed at the end of Section 7.
• Developing a completion operation for structures, i.e., a universal way to turn a structure into a univalent
one, generalizing the Rezk completion for categories [2, Section 8].
• Formalizing the results presented here in a computer proof assistant implementing 2LTT.

11 VERSION HISTORY

This article is an extended version of an article of the same title, published in LICS 2020 [4]. Compared to that
version, the present version contains

• a variant of the HSIP for essentially split-surjective equivalences (see Theorem 7.10);
• an appendix on FOLDS-signatures in 2LTT and a translation from FOLDS- to abstract signatures (see
Appendix A); and
• more examples in Section 9.
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A FOLDS-SIGNATURES AND TRANSLATION TO ABSTRACT SIGNATURES

Definition A.1. Let p : Ns . An inverse semi-category8 L of height p consists of

• A family of types of objects L : Ns<p →U
s . We call L(n) the family of sorts of rank n.

8Makkai uses honest categories, but any inverse category is freely generated by a semi-category, so it is simpler to leave out the identity
morphisms.
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• A family of types of morphisms

homL :
∏
(n:Ns

<p )

∏
(m:Ns

<n )
L(n) → L(m) → Us .

• A suitably typed composition operation on morphisms

(·) : homL(x ,y) → homL(y, z) → homL(x , z)

that is strictly associative: f · (д · h)
s
= (f · д) · h.

The objects of L denote sorts and the morphisms dependencies. Morphisms can only go “downwards”, that is,
a sort can only depend on sorts “below” it; see Figure 1.

Definition A.2. Given an inverse semi-category L, the fanout type of K : L(n) atm < n is

Fanoutm(K) :≡
∑

L:L(m)

homL(K , L).

Definition A.3. A FOLDS-signature of height p is an inverse semi-category L of height p for which each
L(n) is fibrant and each Fanoutm(K) is cofibrant. The type of FOLDS-signatures of heightp is denoted by FSig(p).

Examples A.4. We denote the FOLDS-signatures shown in Figure 1 by Lrg, Lcat, and Lcat+E respectively. At
each rank we have a finite-fibrant type of objects of that rank.

Definition A.5. For L,M : FSig(p), a strict semi-functor F : L →M consists of functions

• F :
∏
(n:Ns

<p )
L(n) → M(n)

• F :
∏
(m:Ns

<p )

∏
(n:Ns

<m )

∏
(x :L(m))

∏
(y :L(n)) homL(x ,y) → homM(Fx , Fy)

which strictly preserves composition.

Note that we take the ranks of objects to be specified data, which are preserved strictly by strict semi-functors.
In particular, a strict semi-functor F : L → M induces a function Fm(K) : Fanoutm(K) → Fanoutm(FK) for
every K : L(n) andm < n. We sometimes write F instead of Fm(K) when no confusion can arise.

Definition A.6. A strict semi-functor F : L →M is a discrete opfibration when all the functions

Fm(K) : Fanoutm(K) → Fanoutm(FK)

are isomorphisms. Let homFSig(p)(L,M) denote the type of such discrete opfibrations.

We can think of each Fanoutm(K) as the structure on which K depends, and then discrete opfibrations are
exactly those functors which preserve this dependency structure.

Proposition A.7. The type FSig(p), the types of morphisms homFSig(p)(L,M) given by discrete opfibrations,
and the obvious composition and identity form an s-category.

Proof. Consider L,M,N : FSig(p) and F : homFSig(p)(L,M), F : homFSig(p)(M,N). Let (G ◦ F )(n) :≡
G(n) ◦ F (n) and (G ◦ F )x,y :≡ GF (n)(x ),F (n)(y) ◦ Fx,y . It is clear that this forms a strict semi-functor. It forms a
discrete opfibration since for every n : Ns<p ,K : L(n),G ◦ F : Fanoutn(K) → Fanoutn(GFK) is the composition
of the isomorphisms F : Fanoutn(K) → Fanoutn(FK) andG : Fanoutn(FK) → Fanoutn(GFK).

For any L ∈ FSig(p), there is an identity discrete opfibration 1L : homFSig(p)(L,L)whose components are all
identity functions.

The composition defined above is clearly associative and left and right unital. �

A FOLDS-signature L will be mapped to an abstract signature whose ⊥ is L(0), so we define:

Notation A.8. For p > 0, L : FSig(p), let L⊥ :≡ L(0).
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Now we formally define the derivative operation on FOLDS-signatures discussed in Section 4.

Definition A.9. Consider p > 0, L : FSig(p), and M : L⊥ → U. The derivative of L with respect to M is
the inverse semi-category L ′M of height p − 1 with objects and morphisms defined as follows:

• L ′M (n) :≡
∑

K :L(n+1)
∏
(F :Fanout0(K ))M(π1F )

• homL′
M
((K1,α1), (K2,α2)) :≡

∑
(f :hom(K1,K2))

∏
(F :Fanout0(K2)) α1(F ◦ f )

s
= α2(F )

where π1 : Fanout0(K) → L⊥ is the projection and F ◦ f denotes the function Fanout0(K2) → Fanout0(K1)

given by precomposition.

Example A.10. If p ≡ 1 then L>0 is empty. Thus, no matter what M : L⊥ → U we choose, L ′M is the empty
signature.

Example A.11. If L is a signature of height 2, then it consists of two types of sorts L(0) and L(1) and a family
of hom-types homL : L(1) → L(0) → Us . Then for any M : L(0) → U, the signature L ′M has height 1
consisting of just a single type of sorts of rank 0. Each such sort is, by definition, a sort K : L(1) in L of rank 1
together with, for any L : L(0) and д : homL(K , L), an element ofML.

Example A.12. We have Lrg⊥ ≡ {O}. Let M be (a function picking out) the two-element set {a,b}. Then
(Lrg)

′
M
is the following signature, with four sorts of rank 0 and two sorts of rank 1:

1 I (a,a)

i

��

I (b,b)

i

��
0 A(a,a) A(a,b) A(b,a) A(b,b)

The extra conditions on FOLDS-signatures in Definition A.3 ensure that these signatures are closed under
derivation:

Proposition A.13. For p > 0, L : FSig(p), and M : L⊥ → U, the inverse semi-category L ′M is a FOLDS-
signature.

Proof. Since each Fanout0(K) is cofibrant and each M(π1F ) is fibrant, we have that
∏
(F :Fanout0(K ))M(L) is

fibrant. Since L(n + 1) is fibrant, so is ∑
(K :L(n+1))

∏
(F :Fanout0(K ))

M(π1F ).

Now consider n : Ns<p ,m : Ns<n , and (K ,α) : L
′
M (n), We have

Fanoutm(K ,α)

≡
∑

(L,β ):L′
M
(m)

homL′
M
(K , L)

�

∑
L:L(m+1)

β :
∏
(Fanout0(L))

M(L)

f :hom(K,L)

∏
(N ,д):Fanout0(L)

α(N ,дf )
s
= β(N ,д)

�

∑
G :Fanoutm+1(K )

β :
∏
(Fanout0(L))

M(L)

∏
(N ,д):Fanout0(L)

α(N ,дf )
s
= β(N ,д)
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�

∑
G :Fanoutm+1(K )

1

� Fanoutm+1(K)

Here, we expandL ′M (m) and homL′M (K , L) to get the first isomorphism.We rearrange pairs and use the definition
of Fanoutm+1(K) to get the second isomorphism. To get the third, observe that∑

(β :
∏
(Fanout0(L))

M(L))

∏
((N ,д):Fanout0(L))

α(N ,дf )
s
= β(N ,д)

is isomorphic to 1.
Since Fanoutm+1(K) is cofibrant, so is Fanoutm(K ,α). �

Definition A.14. Consider p : Ns , L,M : FSig(p), H : homFSig(p)(L,M), L : L⊥ → U, M : M⊥ → U, and
h :

∏
(K :L⊥) LK → MH⊥K .

We define the functor H ′
h
: L ′L →M

′
M as follows.

• Consider an n : Ns
<p−1 and a (K ,α) : L ′L(n), (so α :

∏
(F :FanoutK (0)) L(π1F )). We define H ′

h
(K ,α) :M ′M (n) to

be (H (K), β), where

β(F ) :≡hπ1(H−1F )
(
α(H−1F )

)
: MH⊥(π1H

−1F )
s
= M(π1F )

for F : Fanout0(HK).
• Consider amorphism (f ,ϕ) : homL′

L
((K1,α1), (K2,α2)).We defineH ′

h
(f ,ϕ) : homM′

M
((HK1, β1), (HK2, β2))

to be (H f ,ψ ). To define ψ on F : Fanout0(HK2), we must check that

hπ1(H−1(F ◦Hf )(α1(H
−1(F ◦H f )))

s
= hπ1(H−1F )(α2(H

−1F )).

But we haveH−1(F ◦H f )
s
= H−1(F ) ◦ f (since applying the isomorphismH produces F ◦H f on both sides)

and α1(H−1(F ) ◦ f )
s
= α2(H

−1(F )) by ϕ.

Lemma A.15. We have that

(1) for L : FSig(p)

(1L)
′
λx .1Lx

s
= 1L′

L

(2) for L,M,N : FSig(p), H : homFSig(p)(L,M),
I : homFSig(p)(M,N), L : L⊥ → U, M : M⊥ → U, N : N⊥ → U, h :

∏
(x :L⊥) Lx → MH⊥x , and

i :
∏
(x :M⊥)Mx → NI⊥x ,

I ′i ◦H
′
h

s
= (I ◦H )′i◦h

where i ◦ h(x , ℓ) :≡ i(H⊥x ,h(x , ℓ)).

Proof. Note that the desired strict equalities are obvious on the first components of objects and morphisms
in L ′L . The desired strict equalities on the second components of morphisms follow from UIP and function
extensionality. Thus, we check the strict equalities just on the second components of objects.

To check the strict equality (1) on objects, observe that

π2(1L)
′
1L (K ,α)

s
= λF .λx .1Lx (π1(1

−1
L F ),α(1

−1
L F )

s
= α .

To check the strict equality (2) on objects, calculate that(
π2(I ◦H )

′
i◦h(K ,α)

)
(F )
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s
= ih(π1((IH )

−1F ),α((IH )−1F ))

s
= i(H⊥π1((IH )

−1F ),h(π1((IH )
−1F ),α((IH )−1F )))

s
= i(π1(I

−1F ),h(π1(H
−1I−1F ),α(H−1I−1F )))

s
=

(
π2(I

′
i ◦H

′
h)(K ,α)

)
(F ). �

Lemma A.16. Consider L : FSig(p) andM : L⊥ → U. Let L>0 be the inverse semi-category given by L>0(n) :≡
L>0(n + 1) and homL>0 (x ,y) :≡ homL(x ,y).
The evident forgetful functor U : L ′M → L>0 is a discrete opfibration.

Proof. Consider a (K ,α) : L ′M where K : L(n + 1), α :
∏
(F :Fanout0(K ))M(π1F ) and a (L, f ) : Fanoutm(K)

where L : L(m), f : hom(K , L). Let U −1(L, f ) be ((L, β), (f ,γ )) where we define β :
∏
(F :Fanout0(L))M(π1F ) and

γ :
∏
(F :Fanout0(L)) α(F ◦ f )

s
= β(F ) as follows. Let β(F ) :≡ α(F ◦ f ). Then we have γ by construction.

Clearly,UU −1
s
= 1Fanoutm (K ). To show

U −1U
s
= 1Fanoutm ((K,α )) ,

consider a ((L, β), (f ,γ )) : Fanoutm((K ,α)). We get that

U −1U ((L, β), (f ,γ ))
s
= ((L, β ′), (f ,γ ′))

and
γ−1 ∗ γ ′ :

∏
F :Fanout0(L)

β(F )
s
= β ′(F )

By function extensionality, β
s
= β ′ and by UIP and function extensionality, γ

s
= γ ′. �

Lemma A.17. Consider L,M,N : FSig(p). Consider functors F from L toM and G fromM to N such that
G ◦ F andG are discrete opfibrations. Then F is a discrete opfibration.

Proof. Consider a K : L(n). The following strictly commutative diagram shows that F is an isomorphism on
fanouts, and thus a discrete opfibration.

Fanoutm(K)
F //

G◦F

�

((PP
PP

PP
PP

PP
PP

Fanoutm(FK)

G�

��
Fanoutm(GFK) �

Proposition A.18. The functor H ′
h
: L ′L →M

′
M from Definition A.14 is a discrete opfibration.

Proof. The following square commutes.

L ′L M ′M

L>0 M>0

H ′
h

U U

H>0

Note that since H is a discrete opfibration, so is H>0. Since both instances of U are also discrete opfibrations
(Lemma A.16), we find (using Lemma A.17) that H ′

h
is a discrete opfibration. �

We now have all the ingredients for our translation.
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Theorem A.19. For each p : Ns , define an s-functor Ep : FSig(p) → Sig(p) by induction on p as follows.
Since Sig(0) is the trivial category on 1, there is a unique s-functor FSig(0) → Sig(0) (which is actually an

equivalence).
For p > 0 and L : FSig(p), let Ep (L) consist of:

(1) The type L⊥ : U.
(2) The functor Ep−1L ′− : (L⊥ → U) → Sig(p − 1) defined on objects as in Definition A.9 and Proposition A.13

and on morphisms as in Definition A.14 and Proposition A.18.

For L,M : FSig(p) and F : hom(L,M), let Ep (F ) consist of:

(1) The function F⊥ : L⊥ →M⊥.
(2) The natural transformation with underlying function

Ep−1F
′
λx .1−x

:
∏

M :M⊥→U

hom(L ′M◦F⊥ ,M
′
M )

defined in Definition A.14 and Proposition A.18.

Proof. We check that Ep is functorial.
For any L : FSig(p), we have the following.

π1Ep (1L)
s
= 1L⊥
s
= π1(1EpL)

π2Ep (1L)
s
= Ep−1 ◦ 1L

′
λx .1−x

s
= 1Ep−11L′λx .1−x
s
= π2(1EpL)

For anyM,N ,P : FSig(p), F : hom(M,N),G : hom(N ,P), we have the following.

π1Ep (G ◦ F )
s
= (G ◦ F )⊥
s
= G⊥ ◦ F⊥
s
= π1(EpG ◦ EpF )(

π2Ep (G ◦ F )
)
(M)

s
= Ep−1 ◦ (G ◦ F )

′
λx .1Mx

s
= Ep−1(G

′
λx .1Mx

◦ F ′λx .1Mx
)

s
= (Ep−1G

′
λx .1Mx

) ◦ (Ep−1F
′
λx .1Mx

)

s
= π2Ep−1G ◦ π2Ep−1F . �

Intuitively, this can be thought of as mapping into the s-category coinductively defined by a derivative functor,
with the result landing inside the inductive part (our abstract signatures) because our FOLDS-signatures have
finite height.

Remark A.20. We expect structures, morphisms of structures, isomorphisms of structure, and split-surjective
equivalences of structures over the abstract signature induced by a FOLDS-signature to correspond to Reedy
fibrant diagrams, natural transformations of such, levelwise equivalences, and “Reedy split-surjections” (cf. [5,
28, 29]). Proving this precisely is left for future work.
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