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Introduction

There exists a large body of work on the topic of creative goods and their associated producers
in the Dutch Golden Age. Examples of creative goods are plays, books, pamphlets and paint-
ings. For such types of goods, humanities researchers have either studied the creative goods,
e.e. paintings, themselves, or they have created registers containing information about the
individuals that produced these goods. Registers on producers are very valuable for in-depth
research into a few selective individuals, but are insufficient for uncovering the broader pat-
terns between these producers and the consumers of their goods. In fact, the consumer side
of things was never accounted for in depth, as the available data was too impenetrable for
such an analysis. For example, one could examine probate inventories to get an idea of who
owned (consumed) what products. However, these inventories contain many duplicates and
have no links with other related data sets. Furthermore, there may not be a complete ontology
which describes all the different roles for individuals, types of goods, etc. It is therefore very
difficult to extract meaningful global patterns from these data sets.

In parallel with this ongoing research by historians, semantic web technology is increas-
ingly being used by humanities researchers. This technology makes it easier to access large-
scale data sets from the cultural heritage world, such as the indexes on persons and locations
of the Amsterdam City Archives. Semantic web technology also facilitates the integration of
different data sources into knowledge graphs, which in turn enables cross-data set analyses
that were previously infeasible. This makes it possible, for example, to reconstruct someone’s
life on the basis of primary archival sources. However, the integration of different historical
data sets entails a number of complications. The majority of these archival data sets have
been digitized with the aim of providing quick and easy access for scholars. This practice
causes the issue that when the same person is included multiple times within a single data set,
or appears multiple times across different data sets, they will have a new entry and unique
identifier each time.

The project Golden Agents: Creative Industries and the Making of the Dutch Golden
Age! was created in an effort to, among other things, combine semantic web technology with
ongoing research into consumers and producers of creative goods during the Dutch Golden
Age. The Golden Agents project has developed a research infrastructure to study relations

lhttps ://www.goldenagents.org



INTRODUCTION 1.0

and interactions between producers and consumers of creative goods during the 17" and
18™ century in Amsterdam. It brings together heterogeneous data sets from several content
providers as linked open data, i.e. using knowledge graphs. However, the independent nature
of the institutions that govern these data sets causes them to use different identifiers to refer to
the same real-world object, if they provide an identifier for these resources at all. Especially
when dealing with archival data the situation is even more complicated, as it is rarely the case
that entities are identified as more than a textual reference to e.g. a person or a location. Due
to the size and type of this archival data, internal disambiguation or external reconciliation is
often not available, which makes every reference an unresolved ambiguous one. In order to
use these data sets for prosopographical (common characteristics of a group of people) and
biographical research, and ask new quantitative questions that shed more light on the produc-
tion and consumption of cultural goods, we first need a way to efficiently disambiguate these
textual references to entities. This is a very important step, since individuals and the networks
they form are at the heart of the creative industry. Disambiguating these textual references
makes it possible to better understand the impact of the Dutch Golden Age on the creative
industries and its actors. This dissertation offers a solution to this problem and describes a
method to reduce the number of duplicates in a set of knowledge graphs by clustering these
unique entries, where each cluster represents a single real life object.

Before we go into detail on the method, we start with a short explanation of some ter-
minology which is important for understanding the general method. A ‘vector’ is a list of
numbers of fixed length. Vectors are very useful for many purposes and are widely used
across all fields of science. For example, vectors of length 3 can be used to represent the co-
ordinates of entities in a 3d space. Vectors are also very useful as representations of entities
which are otherwise difficult to handle by a computer. Entities such as words in a document
or, as in our case, nodes in a knowledge graph. An additional benefit is that it is easy to
compute similarity scores between vectors, given they are the same number of components
(Iength). This way we can, for instance, compute that the two words ‘apple’ and ‘orange’
are similar, as they both belong to the category ‘fruit’, even when they have few letters in
common. When we create a vector representation of an entity, we say that we have ‘embed-
ded’ that entity. The embedding itself consists of many embedded entities, each with its own
associated vector representation. In other words, an embedding is simply a set of vectors.
With these definitions in mind, we next describe in general terms the disambiguation method
explained in this dissertation.

The method described in this dissertation is called Disambed, which is short for disam-
biguation with embeddings. Disambed is designed to work well with the specific difficulties
of historical data sets that are represented as knowledge graphs (i.e. networks). It constructs
embeddings such that the vector representations of two nodes in a knowledge graph have
high similarity if these nodes have a strongly overlapping context in the knowledge graphs.
In this case, the context of a node consists of the other nodes in the knowledge graph that
are close by in the graph. An intuitive way of understanding how such a context is created
is to imagine dropping some paint on a node in the graph and then watching how this paint
spreads to other nodes along the edges of the graph. After a while, the paint dries out and
stops flowing. All nodes which have at least some paint on them are then part of the context
of the node we originally dropped paint on. We work under the assumption that when two
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nodes have a strongly overlapping context, and therefore have similar vector representations,
this is indicative of them being duplicates. In fact, we modify the underlying knowledge
graphs such that this assumption holds in such cases. After we have embedded all nodes that
we wish to disambiguate, we can then find potential duplicates of a node by searching for the
nearest neighbors of the vector representation of that node. This yields a number of pairs,
each with an associated similarity score. A naive approach would be to first set a threshold,
and then accept all node pairs with a similarity larger than this threshold as being duplicates.
However, relying on these pairwise matches is not without risks. This is because we are using
an equivalence relation, i.e. we are saying that two nodes are duplicates, which means that
the transitivity relation holds as well. For example, when we say that the entities in the pairs
(A,B) and (B,C) are duplicates, this must mean that that entities A and C are duplicates as
well. The application of this naive approach with a threshold value can lead to transitivity
violations. That is, the entity pairs (A,B) and (B,C) can both have a high similarity above a
threshold, but this need not be the case for pair (A, C). To cluster together entities A, B and C
means that somewhere a mistake was made in the values of similarities. This mistake has to
be rectified. This issue can occur due to, for instance, insufficient information in the original
data. To address this, we employ algorithms that make use of the pairwise similarities to find
clusters that conform as best as possible to the computed similarities. Nevertheless, it hap-
pens that these clustering algorithms produce false positives and negatives. To counteract this
and improve the clustering results, this work describes the use of domain-specific knowledge
and constraints to detect and correct clustering errors. An example of such a restriction is that
one cannot marry oneself, i.e. two references to persons within a single marriage record are
never duplicates. Another example is the natural flow of ones life. That is, a person living in
17" century Amsterdam is first baptized and then buried.

Lastly, the output that is generated by Disambed is intended to be used by a multi-agent
framework that was developed in parallel [19, 20]. To this end, Disambed has been developed
to act as a standalone application. The source code of Disambed is also freely available?.
Moreover, Disambed can be applied to the disambiguation task of any type of entity across
any number of knowledge graphs.

1.1 Road Map

This dissertation was written in such a way as to best explain the entire disambiguation
method, which was developed over a period of several years. During this period, many parts
of the method were iteratively improved and refined. As such, we have not included the pub-
lished papers in chronological order, but instead written this thesis as a narrative with a step
by step description of the entire process from the knowledge graphs that act as input all the
way to the final clusters. What follows next is a short introduction to each of the chapters.

1.1.1 Relation to Existing Work

In this chapter we position our work and highlight and compare several related techniques and
tools. The subject of this dissertation, namely the problem of entity resolution in historical

2https://github.com/Jurian/disambed
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data sets, which are represented as knowledge graphs, is inherently very interdisciplinary. Im-
portant related fields are semantic web, data mining, machine learning and cultural heritage.
Of course, much work on entity resolution has already been done in each of those fields, with
the occasional overlap between two fields, such as machine learning and cultural heritage.
This process of independent research across multiple domains has caused some confusion
in terminology, as works often use terms such as entity identification, entity linking, entity
disambiguation, entity resolution, entity deduplication, entity alignment and record linkage.
These terms are typically used for related, but slightly different problems, and the meaning
may vary somewhat between different publications. The novel contribution of this work is
a high performance entity resolution method that has been developed in the interdisciplinary
environment mentioned above.

1.1.2 Historical Data

This chapter discusses the data sources and how they are represented as knowledge graphs.
As mentioned before, semantic web technology is increasingly used by researchers in the
humanities to answer important - yet with traditional means often hard to answer - questions
in their respective fields. Not only does this technology make it possible for the data to be
more easily accessed and large scaled, it also facilitates the integration of other relevant data
sources, allowing for the answering of questions that are only answerable when different data
sets are combined. The conversion of existing data sets to knowledge graphs remains a work
in progress and is performed by experts of both semantic web technology and the cultural
domain of the data set. Much effort is required to first clean up and then properly structure
the data with a custom ontology. This was also the case in the Golden Agents project. As
such, for the duration of the project, these data sets were constantly improved upon by adding
new registries and cleaning up attributes and values.

1.1.3 Reconciliation

Our method relies on the fact that highly related, and therefore potentially duplicate, entities
are closely interconnected in the knowledge graphs. However, in the setting of the Golden
Agents project, but in general as well, each individual knowledge graph uses unique identi-
fiers (URIs) for resources, such as persons, with no overlap between the different knowledge
graphs, i.e. no URI is shared between knowledge graphs. This means that shared literals,
such as names, are the only means of creating an interconnection between entities. However,
in many cases there is no exact match between literals to make such connections, e.g. due
to spelling variations of names. This would cause potentially duplicate entities that are very
similar but not identical in their properties to be either disconnected or are far apart in the
knowledge graph, i.e. have a long minimum traversal path between each other. As mentioned
before, this causes problems with the assumption of interconnectedness of highly related en-
tities. Therefore we need to create a shorter path between these similar entities by adding new
edges to the graph which are weighted by the computed similarity between their respective
properties such as names. If we do this, it allows for graph traversal algorithms to reach all
nodes in the merged graph which may be relevant for some particular starting entity. These
entity neighborhoods can then provide the basis on which the entities can be disambiguated.
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1.1.4 Embedding RDF Nodes

As mentioned in the introduction, embeddings are a well known technique for creating nu-
merical representations for entities that are otherwise difficult to process, such as words in
text or, as in our case, nodes in a graph. When we assign a numerical vector representa-
tion to an entity, we say that we embed that entity. In this chapter we discuss how relevant
nodes in an knowledge graph (such as all nodes of t ype : Person) are embedded based on
their graph neighborhood structure. A useful feature of embeddings is that, when constructed
appropriately, the similarity between entities can be calculated (in parallel) using Euclidean
distance or cosine similarity, enabling further processing such as clustering entities based on
their similarity.

1.1.5 Clustering with Pairwise Similarities

The chapter on embedding RDF nodes discusses how we create embeddings such that we can
calculate pairwise similarities between entities. These similarities can then be used to classify
entity pairs as duplicates. In the context of semantic web, we establish sameAs relationships
between entities. As mentioned before, this method of classifying pairs of entities with the
use of pairwise similarities creates a problem, as it may violate transitivity. Whereas the
sameAs relationship, which denotes that two entities are equivalent, is obviously transitive.
For example, the pairs (A,B) and (B,C) may have high similarity, but when using embed-
dings, there is no guarantee that the entities in pair (A,C) are also as similar. This creates
an issue when we want to create clusters for entities A, B and C. Should we group A and
B together and keep C separate? Maybe the information of high similarities of B with both
A and C constitutes as evidence that the low similarity between A and C was in error. The
intuition here is that the decision of how to group these entities into clusters depends on the
specific magnitudes of the similarities between each entity. A solution is to group entities
into clusters such that we minimize the sum of weights between entities in different clusters
and maximize the sum of weights between entities inside a cluster. Furthermore, there is
an algorithm called correlation clustering that provides the optimal solution for this problem.
However, correlation clustering becomes increasingly computationally infeasible as the num-
ber of entities increases. Therefore we have experimented with several alternative heuristic
clustering algorithms that are able to be computed much faster, while retaining much of the
performance compared to the exact solution.

1.1.6 Incorporating Domain Knowledge

The application of Disambed with the techniques described above yields good results. Nev-
ertheless, there may still be errors in the entity resolution outcome. That is, a false positive
error can occur (type 1 error), where pairs of entities may be identified as duplicate while
in reality they are not. Alternatively a false negative error may happen (type 2 error), where
two duplicate entities are assigned to different clusters. These errors may come about due to
inherent weaknesses in the embedding technique, or incomplete and unreliable information
in the original data. Due to the lack of ground truth, a very common occurrence in the field of
Digital Humanities, it is not viable to switch to a supervised method in an attempt to improve
performance. Therefore, it is necessary to use other types of information, such as rational
axioms and domain knowledge, to improve the entity resolution method. In this chapter we
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focus on reducing the number of false positive errors.

We argue that domain-specific knowledge can be used to detect and correct matching
errors, and propose an approach to incorporate domain knowledge in an existing entity reso-
lution algorithm. Examples of such domain-specific knowledge are

1. Two entities cannot be identical if they occur in the same civil registration record.

2. Two entities, one with birth date x, the other with marriage date y cannot be identical if
x> y.

These rules were created with the help of domain- and data experts. The purpose of
these rules is to test the conclusion of a sub-symbolic method that two entities are the same.
Furthermore, a complication to the use of such rules is that domain-specific knowledge can
involve uncertainty due to the ambiguity in the data. For example, if we want to exploit the
fact that a person cannot be born after they have died, one must be able to identify the born
and dead persons unambiguously. The difficulty is that in this type of archival sources it is not
a given that the person is actively involved in the registration event when they are mentioned.
It could even be that the person is already deceased and is solely used as a disambiguating
description for someone else (e.g. Claartje Jans, widow of Cornelis Pieters). If this happens
in a burial registration or the registration of a testament, we need a rule that is aware of this
knowledge and we do not treat the fact of a person’s death as 100% certain, but see this as
relative to the number of persons involved in the event. This uncertainty then propagates to
the conclusion of the rule.

1.1.7 Conclusions

In the final chapter, we discuss what we learned during the development process of Disambed
per major topic and make a number of observations on data management in the field of Digital
Humanities. Additionally, we discuss future work on how entity resolution may be performed
in such as way that the output, and by extension the learned patterns, are easier to understand.



Relation to Existing Work

Much work has been done on the problem of identifying entities in the data that refer to the
same real-world object, often using related terms such as: entity identification, entity linking,
entity disambiguation, entity resolution, entity deduplication, entity alignment and record
linkage. These terms are typically used for related, but slightly different problems, and the
meaning may vary somewhat between different publications. For example, record linkage
is usually used in the context of matching records in one data set with records in other data
sets. These works can be rule-based [46, 66], make use of word embeddings of tokens that
appear in the descriptions of entities [23, 71], or focus on scalability [45, 61, 62]. Some of
these works make use of structured (tabular) data and exploit extra information such as that
the sources to be combined are themselves duplicate free. Furthermore, it is often assumed
that entities can be neatly described using a fixed number of attributes, and that all entities
either use (different names for) the same attributes, or use different attributes that can be
easily mapped. In our case we cannot make this assumption. To position our work we make
use of the taxonomies defined in the survey papers of Christophides et al. [17] and Morris et
al. [44]. The first survey divides the entity resolution problems into three categories:

1. Clean-Clean entity resolution: In this situation each data set has no internal duplicates
and the objective is to find one-to-one matches between them. An example of such a
case is finding matches between two well curated knowledge graphs that are in different
languages. For example, finding the corresponding URI for the city of Napels in an
English knowledge graph, in an Italian knowledge graph where the city is mentioned
as Napoli.

2. Dirty entity resolution: The goal here is to find duplicate entities in a single data set.
An example is the disambiguation of authors of computer science papers in the DBLP !
data set. A single person can be mentioned multiple times in this data set, one for each
of their publications that was recorded. When multiple people share the same name,
they can be distinguished by their co-authors and publication patterns such as venues.
Similarly, one person can be mentioned under different names due to the different prac-
tices of venues in how they represent these names, e.g. only initials and last name or
the full name. It is still possible to detect these entities as duplicates using, for ex-
ample, the already mentioned co-authorship information. Of note is that the increased

'https://dblp.org/
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use of digital identifiers such as ORCID 2 has substantially mitigated this issue in this
particular case.

3. Multi-source entity resolution: Finding duplicates in more than two clean data sets.
It is easy to mistake this situation for our historical setting. However, this situation
usually does not account for internal duplicates in each data set, which is very common
in digital humanities data sets. Examples of works that deal with multi-source entity
resolution and assume clean data sets are Saeedi et al. with CLIP [61] and Nentwig et
al. [45].

Our method can best be placed in both the Multi-source entity resolution (there exist du-
plicates between data sources), and Dirty entity resolution (data sources themselves contain
duplicates) categories. There is a subtle difference between our situation and the Dirty entity
resolution case, as one could say that when if we combine all our data sets we could simply
apply the methods that are developed for Dirty entity resolution. This misses the fact that our
data sets can be heterogeneous in their ontology, values and structure. We therefore catego-
rize our method as Multi-Dirty Source entity resolution. Many other methods in the literature
make (implicit) assumptions on being in only one of these categories and can therefore not
be applied without modification to our problem setting.

The second survey of Morris et al. distinguishes some generalizations of sources of in-
formation and different techniques of handling the entity resolution problem in the Semantic
Web field. We will briefly mention those relevant to our case and then again position our-
selves with regards to these different techniques.

1. Machine Learning: The most commonly proposed and developed methods in the en-
tity resolution literature make use of machine learning. The main idea is to use super-
vised learning to identify duplicates. For example, for disambiguation of authors in the
DBLP data set, one can train a support vector machine on features containing author
information and other parameters. Of course, these supervised methods need training
data, which can be hard or impossible to obtain. An alternative is the use of unsu-
pervised machine learning methods, such as clustering, to group entities into clusters
where all entities in a single cluster are regarded as duplicates of each other. This is the
main idea behind our method, even though we have also experimented with supervised
approaches, and shown that they can work with very little training data if one is careful
about choosing the right (number of) features.

2. Lexicon & Taxonomy: A popular approach to discovering the semantics of words is to
use a taxonomy structure, ontology or lexicon, i.e. an alphabetical list of words and
their definitions. For example, one can assign the right meaning to words by computing
their relation to other words by looking at shared terms in their definitions. To decide
whether two words are synonyms or not, the similarities between them and other pos-
sibly unrelated words need to be computed. This idea can be extended to the semantic
web field by substituting words with URIs and looking at shared terms in their respec-
tive ontologies or properties. The decision is then made using a predefined cut-off
value. A drawback is that the choice of the cut-off value is not obvious beforehand. We

2https://orcid.org/
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also use a cut-off value and have experimented with ways of making this choice less
impactful on the end result.

3. Similarity Functions: A very popular method of entity resolution is the use of similarity
functions. A similarity function computes a score based on how many components two
entities have in common or not. Advantages of this method are that these functions
are easily formalized and it is not difficult to tune the functions to work well under
specific circumstances. One way of using similarity functions for entity resolution
is to compare entities based on simple characteristics such as name, address, etc. A
major drawback that is not often mentioned is the fact that many of these functions
do not necessarily obey the transitivity relation. That is, a function could yield a high
similarity score for entity pairs (i, j) and (j,k), but not for the pair (i,k). One then has
to make a decision on which computed similarity was correct. Dealing with this issue
in a principled manner is a major part of our work and is discussed in chapter 6.

4. Structure Exploitation: Another way of performing entity resolution in knowledge
graphs is to exploit the information that is stored in the structure of the graphs. To
compute this structural similarity between two entities i and j, one can take into con-
sideration matching names and other such features, and also their respective neighbor-
hoods. A simple approach to neighborhood matching could be to compute the Jaccard
similarity between the neighborhoods of i and j. This similarity can then be used as a
feature and combined with other features to come to a conclusion as to whether i and
Jj are duplicates. Our method also makes use of structures in the knowledge graphs to
generate features for entities, on which similarities can then be computed. However our
method builds on the work of Cochez et al. [18], which uses random walks to generate
neighborhoods and then uses a popular natural language processing technique called
GloVe [52] to assign numerical features to each node in the knowledge graph. This
approach, discussed in chapter 5, has more in common with the next item in this list
and is therefore explained more thoroughly there.

5. Word-sense disambiguation: An important aspect of more general entity disambigua-
tion is word sense disambiguation, as words can have different meanings in different
contexts. This has lead to studies that attempt to make sense of words based on the con-
text in which they appear. Such concepts can be translated to the semantic web field,
where nodes in a knowledge graph that are identified by a URI can be distinguished
and related based on the context in which they appear. Such a context is usually de-
fined as the local neighborhood in the graph, obtained in various ways such as random
walks and fast approximations thereof. An advantage of this approach is that it is less
dependent on a common ontology, though in practice some effort is still required in
this respect. We discuss these partial ontology alignments in chapter 4.

We have already mentioned several aspects in which our approach is integrated in the
above listed techniques, as we make use of them all in different ways. For instance, machine
learning is used to both create representations of entities and to cluster them. We have ex-
perimented with both supervised and unsupervised methods. In the end, we have settled on
an unsupervised approach, as this matches the requirements of the digital humanities setting
best. That is, there is little to no training data available, and generating it is relatively expen-
sive as it requires the use of domain experts. This topic also covers aspects of lexicon- and



10

RELATION TO EXISTING WORK 2.1

structure exploitation, and word-sense disambiguation. Furthermore, similarity functions are
used by us in both a preliminary alignment of the data as well as in the clustering process.
Finally, the clustering process takes inspiration from the lexicon approach by comparing mul-
tiple interrelated entities before making a decision on whether any of them are duplicates. In
the rest of this chapter we will describe other related work, categorized by their respective
overlap to different aspects of this dissertation.

2.1 Entity Alignment in Knowledge Graphs

Much work has been done in the field of entity alignment in the context of knowledge graphs.
This is because entity disambiguation is a problem that has been around since databases were
starting to be used extensively and, for the field of Digital Humanities, since the first digitisa-
tion initiatives of traditional (archival) indices and other entry points. Several tools have been
created for this purpose, with the use of different techniques. These methods rely on either
a strictly defined data model, or on the availability of sufficient data to disambiguate persons
easily (e.g. a birth date). Furthermore, these methods often assume that there are only two
data sets, often called source and target, and that these source and target data sets do not have
internal duplicates.

For instance, Jentzsch et al. [39] have developed the Silk Link Discovery Framework,
which can be used by data publishers to generate links between data sets. One of their use
cases is identifying duplicate person descriptions in a data stream. They did this by crawl-
ing the FOAF (Friend Of A Friend) web and adding owl:sameAs relations between persons
judged as duplicates. Additionally, Ngomo et al. [46] created LIMES, a time-efficient ap-
proach for the large-scale matching of instances on knowledge bases. They achieve this
time-efficiency by using a pessimistic metric which enables them to exclude many unlikely
matching candidates. This method of performing (expensive) computations only on likely
matches is called blocking and is an important aspect of entity resolution. During blocking,
the data is divided into groups (blocks) and an exhaustive search is only performed within
blocks. Most, if not all, methods use some form of blocking. Otherwise they would be
unusable for any realistically sized data set. Niu et al. [49] have proposed Rule Miner, a
semi-supervised approach which iteratively constructs and refines rules by which high confi-
dence matches can be made. Similar to Rule Miner is the work of Paganelli et al. [51] with
TuneR, who propose a software library for tuning sets of matching rules. An example of one
such rule is:

(name, edit, =, 1) A (address, edit, >, 0.8) A (city, edit, >, 0.8)

Which can be interpreted as mark two entities as duplicate if the names of both enti-
ties match exactly, and the similarity between the addresses and city names is greater than
80 percent. In this case the similarity will be calculated with a (normalized) edit distance.
A rule set is a disjunction of a set of rules. Since there are many possible rules and rule
combinations, it is important to efficiently find sets of rules that are close to optimal. They
achieve this by first progressively improving the rules with a beam search that attempts to
further investigate promising rules that result in a higher performance. In the next phase, the
complex rules are iteratively trimmed as long as the performance does not decrease. Since
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they need to measure performance, this is a supervised method and a ground truth is required.

Achichi et al. [1] note that many existing linking tools require extensive knowledge of the
data. For this reason they have developed Legato, with which they attempt to minimize the
difficulty of manual configuration when it comes to data-related parameters, such as which
properties to compare. They take as input two knowledge graphs and are then able to auto-
matically generate for each relevant entity a one-to-one matching between them. Briefly, the
Legato method works as follows. Entities that are to be disambiguated are first represented
as text documents and then projected into a vector space. The text representation of an entity
consists of a set of literals that are relevant to that particular entity. These could, for instance,
be all the properties, e.g. name, of that entity. The text representations are then vectorized us-
ing the TF-IDF (Term Frequency-Inverse Document Frequency) method. These vectors can
then be compared with the cosine similarity measure to find what they call candidate links.
These links are then refined using a blocking method, where clusters of vectors from the first
data set are compared to clusters of vectors from the second data set. In our case, it is impor-
tant to note that it is co-occurrence with other entities that helps in the disambiguation effort,
one cannot rely solely on one-to-one comparisons, such as matching names. Another relevant
method is called Lenticular Lens [35]. Lenticular Lens is exceptional in the sense that it can
also deal with internal duplicates. That is, they note that it can work when the source and
target are the same data set. What distinguishes our method from those explained above is
that in their case only literals are used for disambiguation. Our method is more generic in
the sense that all nodes related to an entity can act as context and it, in contrast to Lentic-
ular Lens, does not solely rely on pre-defined rules to perform entity resolution. The more
heterogeneous a data set is, the less feasible it is to work with a rule-based approach. These
are major problems for applying other techniques to our data. Another difference is that our
method takes into account the semantics of properties when comparing entities, something
that is not done in, for instance, the bag-of-words model of Legato. This is important as we
do not want to treat, for instance, death dates and birth dates equally in the context of an
entity. That is, the fact that the birth date of an entity is the same as the death date of another
entity does not mean they are similar.

Lastly, there have been recent efforts to use entity alignment techniques for the purposes
of matching entities occurring in multiple knowledge graphs which are written in different
languages, such as English and Chinese. For example, Wu et al. [69] make use of node
neighborhood matching while taking into account the fact that, in many cases, entities and
their counterparts might not have similar neighborhood structures. Zhu et al. [72] make
use of an attention mechanism to learn a neighbor-level representation and integrate this
with a relation-level feature representation. Meanwhile, Wong et al. [48] use both the local
semantics (i.e. the predicates) of an entity together with the global knowledge graph structure.
Finally, Trisedya et al. [64] adapt TransE [12] to make use of the similarities between the
attributes of entities. All these translation oriented methods assume one-to-one duplicate
relationships and are therefore not usable in our case. Furthermore, they usually present their
results in terms of hits@k and leave it at that. One can take the top result in the ranking and
then mark it as used. This would be sufficient for their use case. However, this is insufficient
in our case, as this does not solve the problem of clustering multiple entities.

11



12

RELATION TO EXISTING WORK 2.2

2.2 Learned Entity Representations

Most relevant to our setting are methods that make use of representation learning techniques.
The key idea is to learn vector representations, called embeddings, of nodes in KGs, such that
nodes with similar neighbor structures in the KG have a close representation in the embed-
ding space.

The most relevant method in this section is the work of Cochez et al. [18] as we partly
build upon it in this dissertation. They generate a co-occurrence matrix from the input knowl-
edge graph with the Bookmark Coloring Algorithm [9], which is then fed into the GloVe [52]
algorithm. The node features are derived using graph walks, in this case generating an ap-
proximation of the personalized PageRank for each node, which is then fed directly into
GloVe. One of the differences with our work is that the weights they use are calculated by a
choice of different network statistics such as (inverse) predicate frequencies, instead of based
on domain expert input and semantic similarities between literal values. Chapter 5 explains
in detail this method and all the adaptations we made to it.

More generally, these techniques have their origins for undirected homogeneous graphs
with Deepwalk [53] and Node2Vec [29]. Deepwalk, designed by Perrozi et al., aims at com-
puting entity representations which work well for modeling communities in undirected ho-
mogeneous graphs. According to them, these representations should have the following char-
acteristics:

* Adaptability: Modifying the graph should not necessitate repeating the learning pro-
cess from scratch.

e Community aware: The similarity between vectors should reflect the interconnected-
ness between the corresponding nodes in the graph.

* Low dimensional: The dimensionality of the vector space should be low to generalize
better when community labeling is scarce.

» Continuous: The vector representations should be in a continuous space. This allows
communities to have smooth decision boundaries, which allows for more robust clas-
sification.

They learn these representations by use of a number of short random walks. The use of
random walks gives two desirable properties: First, it is easy to parallelize. Second, by only
examining the graph locally, the graph can be modified slightly without the need to recom-
pute the vectors for all other nodes. We shall briefly explain the algorithm used in Deepwalk.
In essence, they construct pseudo sentences out of nodes in a graph using random walks and
then apply an existing language model to embed these nodes. They do this by first performing
a fixed number of y random walks of length # starting at each node in the graph. Second, they
use the SkipGram [43] language model to assign vectors to each node in the graph, based
on the information gathered during the random walks. The SkipGram model was originally
designed for embedding words in a corpus. It works by maximizing the co-occurrence prob-
ability among words that appear in a window in a sentence. We refer the reader to the work
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of Mikolov et al. [43] for more details on SkipGram.

Similar to Deepwalk, Grover et al. build with Node2Vec [29] on the intuition behind
Deepwalk but instead they make use of a more flexible biased neighborhood sampling strat-
egy that allows an interpolation between breath- and depth first searches. In short, the neigh-
borhood sampling is parameterized with parameters p and g, which together determine the
probability of jumping to a neighboring node in a random walk. Parameter p determines the
probability of returning to the previous node, while parameter ¢ influences the tendency of
the random walker to visit nodes that are far away from the starting node. They argue that
there several benefits of this approach over a pure breath- or depth first search. The first ben-
efit is the fact that the space complexity of storing the neighbors of a node depends only on
the total number of nodes and the average node degree in the graph, which is usually small.
The second benefit is that random samples can be reused across different source nodes, which
allows for a faster sampling rate. Finally, Node2Vec also uses SkipGram to compute vectors
for the nodes in the graph.

Furthermore, the algorithm of Bordes et al. [12], called TransE, is relevant as it provides
an alternative way of embedding nodes in a knowledge graph. We shall briefly explain the
main ideas behind TransE in the context of knowledge graphs. Given a set of triples of the
form (s, p,0) (subject, predicate, object), they aim to create vector representations of both
the subject, object nodes and predicates such that the distance d(s+ p, o) ~ 0 when (s, p,0)
holds (i.e. the triple exists in the graph) and, when (s, p,0) does not occur in the graph, the
distance between s+ p and o should be large, i.e. d(s+ p, 0) > 0. As a measure of distance
they use either the L; (Manhattan distance) or L, (Euclidean distance) norm. The intuition
behind this method is that translations between subject and object vectors are learned via the
predicate vectors. It is then relatively simple to predict new triples by adding a predicate
vector to a subject vector and searching for an object vector that is nearby. To learn such an
embedding they minimize the following cost function:

1= % Y [r+dltpo) —dstpo)]

(s, p, 0)€S (s*, p, og)esﬂ(s.p?n)

Here S° is a set of corrupted triples, where either the subject s or object o (but not both)
where replaced with a random entity, ¥ > 0 is a margin hyperparameter and [x]. is the posi-
tive part of x. The intuition behind the margin 7 is that when y >> 0, this forces the quantity
d(s*+ p, 0°) to be large as well for J to be minimized. An advantage of TransE is that it
is relatively easy to understand and has few parameters. A downside of the TransE method
is it fails at modeling relations of type 1-to-N, N-to-1 or N-to-N. Many extensions, such
as [21, 68, 70], of TransE have been developed, partly to improve upon this drawback.

An alternative approach to computing compact entity representations is with the use of
tensor factorization. An example of this is RESCAL, designed by Nickel et al. [47]. With
RESCAL, latent component representations of the entities and predicates in a knowledge
graph are learned. These representations can then be used for link prediction and entity
resolution. We shall briefly explain how RESCAL works. First, for a knowledge graph G
with z entities and m predicates, they construct a binary tensor X of size n X n X m, where
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each k" slice is the adjacency matrix of size n x n for the k' predicate. They employ the
following factorization:

Xy ~ ARAT  fork=1, ..., m

The learning objective here is to find an n X r matrix A and m matrices R of size r X r,
where r < n. The value of r is learned via QR decomposition. In doing so, computing Ry, is
not dependent on the number of entities but instead on the complexity of the model. Approx-
imate solutions are found with a least squares method with an additional regularization term
to prevent overfitting. To use this method in practice for link prediction for the k”* predicate,
is to compute )?k = ARAT. Then we can, for example, predict a link between entities i and
j by checking if X; jk > 0, for some threshold 6. Similarly, one can perform entity resolution
by, instead of predicting sameAs relations as some other methods do, computing similarities
between entities with the use of the heat kernel k(i, j) = e~ Ilai-ajl*/8 Here a; and a; are the
i"" and j"" row in matrix A respectively, and § is a user given constant. It is unclear which
values for 6 work best.

Lastly, several techniques exist for embedding nodes in the case of mapping two KGs that
are in different languages, e.g. [15, 16]. In that case one can exploit the fact that there can be
at most two duplicates entities per real world object.

2.3 Other Cultural Heritage Works

Others have worked on similar cultural heritage data sets but without the use of learned entity
representations such as embeddings. For instance, Raad et al. [57] create a certificate link-
ing method for Dutch civil certificates from the Zeeland region, based on string similarity
computations. Furthermore, they propose a contextual identity link [56], as they observe that
the owl : sameAs link is often misused. They note that the notion of identity can change
from one context to another. For example, two pharmaceuticals may be judged as equivalent
when under some conditions their names match, while under other conditions their chemi-
cal structure needs to be identical as well. Their solution is an algorithm which detects the
specific global contexts in which two entities are identical. Similarly, Idrissou et al. [36, 38]
have proposed a contextual identity link based on the use of related entities to construct evi-
dence for likely duplicate pairs. An example of evidence is that two entities may co-occur in
multiple records under similar names. Their method requires the user to specify beforehand
what is considered evidence and how entities should be matched. Koho et al. [41] reconcile
military historical persons in three registers, and use similarity measures between attributes
in both a deterministic rule-based method, based on a pre-defined handcrafted formula, and
a probabilistic method that makes use of supervised learning. In contrast to our work, only
precision is reported, as an exact recall cannot be calculated with a small manually generated
partial ground truth. Hendriks et al. [34] use data from the Amsterdam Notary Archives and
Dutch East India Company (VOC) and perform both named entity recognition and record
linkage with the help of supervised learning. Finally, Efremova et al. [24, 25] perform entity
resolution on civil certificates by making use of name similarity (corrected for name popular-
ity), proximity of locations, and limited co-occurrence information, as features in regression
trees and logistic regression models.
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24 Including Domain Knowledge

An obvious source of information that can be leveraged in the entity resolution process is
specific knowledge about (entities in) the data. With this information one can, for example,
exclude certain matches because one can conclude they are very unlikely or impossible using
the domain knowledge. Since there are many applications of domain knowledge, we restrict
ourselves to those methods that apply them to the creation of embeddings.

For instance, Guo et al. [31] have developed KALE, where an embedding is learned by
jointly using facts from a knowledge graph and t-norm fuzzy logic. Similarly, Rocktédschel et
al. [60] use first-order logic background knowledge to aid the matrix factorisation algorithm
in learning dependencies between relations. Domain knowledge can be used with pre-trained
embeddings as well, Wang et al. [67] predict new facts (also known as link prediction) by
combining the output of an existing embedding with physical and logical rules into an inte-
ger linear programming problem. Others have worked on the very similar problem of author
name disambiguation, where authors are linked in scholarly data sets such as dblp 3. For in-
stance, Cen et al.[14] learn stopping criteria to use with hierarchical agglomerative clustering.
This method, however, requires a training set, which is often not or very limitedly available
when working with cultural heritage data. Furthermore, the time complexity of hierarchical
agglomerative clustering is high compared with some other clustering methods and it needs
to take the number of clusters as input while determining the number of clusters is usually an
intractable problem or completely unknown in many digital humanities applications. One can
not simply iterate over a set of possible numbers of clusters and pick the optimal one using a
metric like AIC or BIC scores. This is because there can be many thousands of clusters with
a large range between the lowest and highest estimates.

2.5 Conclusion

In this chapter we have discussed related work in the fields of entity resolution methods,
learned entity representations, cultural heritage works and domain knowledge. The domain
of our research is an intersection of each. The novelty of our work therefore lies in the
combination of the following properties:

* We are dealing with the complex situation of having both multiple internal duplicates
inside data sets and also having multiple duplicates between more than two hetero-
geneous data sets. We therefore categorize our method as Multi-Dirty Source entity
resolution.

* The data sets can be heterogeneous on the value, structural and logical levels. Achichi
et al. [1] from Legato have created a classification of data set heterogeneity types that
provides a good covering of all the ways data sets can differ. We give a few examples
when they relate to our case:

— Terminological heterogeneity: This means that identical properties use differ-
ent lexical labels. For example, names can be denoted with the rdf : name or
foaf :name predicate across different data sets.

3https://dblp.org/
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— Data type heterogeneity: Properties of entities can have different types. For ex-

ample one property might be modelled with a literal, while another is modelled
as an URI which points to some controlled vocabulary.

— Structural heterogeneity: A challenge for property based entity resolution meth-

ods is that properties can be modelled differently across data sets. For instance,
one data set can denote both first and last name with a single literal value, while
another data set makes use of a blank node to split the name into multiple parts.

* We make use of many different techniques and combine them in novel ways. Tech-
niques such as:

1.

Machine Learning: We have applied both supervised and unsupervised machine
learning methods. Supervised methods could be used when we had access to a
limited ground truth. However, this was not a realistic assumption. Therefore we
continued with an unsupervised approach. This unsupervised method was then
validated by domain experts.

Lexicon & Taxonomy: We too look for shared items between entities, such as
names and other properties. However, we extend this idea to include other entities
as well. For example, other entities can be persons, places or events.

. Similarity Functions: We make use of similarity functions on two occasions. First

they are used on properties such as names and dates to create new links between
knowledge graphs. This is explained in detail in chapter 4. Second, we make use
of similarity functions on vector representations of entities to calculate clusters.
How clusters are created is explained in chapter 6.

Structure Exploitation: The existing structures in the knowledge graphs are used
for creating neighborhoods for entities, these neighborhoods are then treated as
a context and used for calculating vector representations for the entities. This
process is explained in detail in chapter 5.

Word-sense disambiguation: Similarly to structure exploitation, we make use of
the intuition that words can be defined by the context they appear in. Words
with very similar context then have the same meaning. In our case context can
be substituted with neighborhood in the knowledge graph. There are problems
with this approach, however, as in our case very similar entities can actually be
different entities. An example would be husband and wife, who share many other
entities in their respective neighborhoods. We deal with this issue by adding
domain knowledge in the form of logical rules that exclude or discourage certain
matches. This is explained in chapter 7.



Historical Data

Semantic web technology is increasingly used by researchers in the humanities such as (cul-
tural) historians, literary scholars and art historians, to answer important - yet that are hard
to answer with traditional means - questions in their respective fields. Not only does this
technology make it possible for the data to be more easily accessed and large scaled, it also
facilitates the integration of other different data sources, enabling for the answering of ques-
tions that can only be answered when different data sets are combined. The conversion of
existing data sets to RDF remains a work in progress and is done by experts of both semantic
web technology and the cultural domain of the data set. Much effort is required to first clean
up and then properly structure the data with a (custom) ontology. This was also the case in the
Golden Agents project. Data sets were constantly improved upon by adding new registries
and cleaning up attributes for the duration of the project. All experiments described in this
work were performed with combinations of the data sets described in this chapter, depending
on availability and suitability at the time.

As described in the previous chapter on related methods, the properties of the historical
data sets place them in the (most difficult) Multi-Dirty Source entity resolution category of
entity resolution problems. Many other methods in the literature make (implicit) assumptions
on and can therefore not be applied without modification to this problem setting. There are
combinations of complications with these data sets that are quite unique to historical data sets.
For example, there are errors and noise present in the data, data sets can be heterogeneous
in their structure (especially in between data sets), and an entity can occur more than once
under different identifiers, both inside and between data sets. This dissertation is dedicated
to alleviating one of these complications, namely the issue of duplicates. With duplicates
we mean the existence of multiple entities that all refer to the same real world object. For
example, we can have multiple references to the same real life person. There are, however,
other problems that either need to be solved by data experts or worked around by software
designed to take historical data as input. An example of such a problem is the fact that the
same person can have their name written in multiple variants. This makes comparing entities
based on their properties problematic. Chapter 4, Reconciliation, is devoted to alleviating the
problem of comparing the many different types of proprieties of entities in such a way that
the property similarity information can be used later in the embedding process. This chapter
discusses the data sources themselves and how they are represented as RDF graphs.
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Figure 3.1: An example of a scan of a Roman Catholic Baptism

registry in th

e period of 1668-1698

18



3.1 AMSTERDAM CITY ARCHIVES

3.1 Amsterdam City Archives

The Amsterdam City Archives' play an important role throughout this work. Traditionally,
the Amsterdam City Archives served the interests of its users by unlocking its data with
regards to the inhabitants of the city partially via paper indices (cards) that always contain a
person’s name and the date of the registration in the source. With the scanning of the original
sources and the digitisation of the indices starting around the year 2000, it became easier
to find the individuals mentioned in each index. The Golden Agents project has taken these
digitised sources and converted and modelled them into RDF (briefly explained in section 3.6)
so that they can be connected to other data sets. We make use of two versions, depending
on which was available at the time experiments were performed. Earlier experiments were
done with the 2019 version (figure 3.2), while the later experiments where we include domain
knowledge (chapter 7) use the 2021 version (figure 3.3).

3.1.1 Notice of Marriage registrations

One of the most important indices for early modernists, those who study the period of ca 1500
- ca 1800, is the index on Notice of Marriage (in Dutch: Ondertrouw) registrations. At the
Council of Trent (1545 — 1563) Roman-Catholic churches were, next to baptisms, required to
also register marriages. One reason was to counter bastardy and problems with inheritance,
but another reason was to get a better picture of how many people belonged to which religion.
A marriage had to legally be preceded by a notice of marriage, which encoded the moment
when the groom and bride-to-be notified the government that they were going to get married.
When the notice of marriage was registered, a period of three Sundays followed, in which any
family members or outsiders had the opportunity to object to the marriage. If no objections
occurred during that period, a marriage could follow.

Whereas regular Marriage registrations do not contain that much information on the occu-
pations, ages, residency, etc. of the groom and bride-to-be, the Notice of Marriage does. This
is important information for the disambiguation of persons, as this extra information can help
to create better contexts for them. For the groom and bride-to-be, the following information
was recorded:

* The name of the person to be married.
* The place of birth.
» Age in years, but only at the first marriage.

* The marital status of the person to be married. This would take the form of young man
or young woman if not previously married, and widower, widow or divorced otherwise.

* The name of the street in Amsterdam where they lived, or the place name if they lived
someplace else.

* One or more witnesses, for a first marriage a witness had to present who was able
to give permission, i.e. a parent or guardian, and another witness had to confirm the

Mttps://archief.amsterdam/indexen
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identity of the bride or groom. The first role was usually filled by the father, while
the mother took on the second role. If a witness could not be present due to death or
sickness, someone else could assist. Where possible, the relation of this person to the
family would be written down.

* The occupation of the groom, but only until October 1714.

* The religion, but only after February 1755.

In total, the index counts 906.695 references to persons and distinguishes roles (groom,
bride) in the events being registered. However, not all the information listed above was
eventually digitized. For instance, the witness information is not present. Recent efforts have
attempted to alleviate this issue. This extra data is coming from the volunteers of the crowd
sourcing project Ja, ik wil! (Yes I do!) [65], who have digitized the records for every fifth
year. This means that for 20% of this data, we also have information on among others the
witnesses participating in the event. Both the original Notice of Marriage index as well as
the enriched data have been integrated in the Golden Agents project. More information on
the Notice of Marriage index can be found in Dutch at the website of the Amsterdam City
Archives 2.

3.1.2 Baptism registrations

Baptismal registers are registers of a particular religious denomination for which all baptisms
were registered. Regulations for keeping baptismal records were established at the Council
of Trent (1545-1563). The oldest baptismal register in Amsterdam dates from one year after
the Council. It is a baptismal book of the ‘Oude Kerk’ (Dutch for ‘old church’), starting
in 1564. When the Netherlands merged into the French Empire in 1810, the civil registry
was introduced, a population registration after the French model. In 1811, the churches were
obliged to submit their baptismal registers, well as their marriage and burial registers, to the
civil registry. In this project we only use data from before 1811.

This index contains data from the baptismal registers or from similar registers with birth
registration of the following denominations:

* Dutch Reformed Church

* Walloon Church

* English Presbyterian Church

* English Episcopalian Church

» Evangelical Lutheran Church

* Restored Evangelical Lutheran Church

¢ Mennonite Churches

2https://archief.amsterdam/uitleg/indexen/45-ondertrouwregisters-1565-1811
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¢ Remonstrant Church

¢ Roman Catholic Church

Old Catholic Church
¢ Greek Catholic Church

 Portuguese Israelite Church

Also included are the entries from the Register of the Orange-Nassau Regiment, running
from 1785 to 1795. Data on births of High German Jews are not included because the regis-
ters are in Hebrew.

The entry in the register was made by the clergyman who performed the baptism. He
wrote down the names as he heard them, and there was no check for completeness or spelling.
As a result, people’s names can be written in very different ways. The registers usually con-
tain the first names of the child and the full name of the parents and witnesses, as well as
the date of baptism. The date of birth was not initially mentioned. In 1792, the States of
Holland made it mandatory to also mention date of birth and place of birth. In almost all
baptismal books the name of the clergyman who performed the baptism can also be found.
In the margins of the baptismal books, comments are sometimes written about, for example,
name changes, the provision of baptismal certificates or important functions of parents or wit-
nesses in the city council. An important issue with this data is that only the first name of the
child is mentioned in the registers. This can make disambiguating these persons problematic.
Especially in the case when a child died young, and another child was born with the same
first name a few years later. It is not always obvious what the last name of the child should
be. For instance, at a time when the use of patronymics was common, a child did not have
the same last name as the father, because the father’s first name became the patronymic of
the child. For example, when the first name of the father was ‘Jan’, the last name of the child
could become ‘Janszoon’ (Dutch for ‘Son of Jan’).

A notable issue with this data set is that, depending on the period, not all information that
is in the source material has been digitized. For the period 1701-1811 all data are included,
even comments written in the margins have been added. However, for the period 1564-1701
this is not the case. The index for this period only includes the names of the baptism and the
parents and not the other information such as the names of the witnesses and of the pastor.

Containing 4.880.206 references to persons, the index on the Baptism registrations is
the largest early modern data set of the City Archives of Amsterdam. As does the Notice of
Marriage index, the index on the Baptisms includes the roles in which persons are mentioned:
child, father, mother, and sometimes witness, if available in the source. Also, the churches
where the event took place, are mentioned. This index is highly interesting for those looking
for networks of family, friends and of religious congregations. More information on the
Baptism index can be found in Dutch at the website of the Amsterdam City Archives 3.

3https://archief.amsterdam/uitleg/indexen/57-doopregisters-voor-1811
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3.1.3 Burial registrations

One of the oldest indices of the Amsterdam City Archives is the one made on the burial reg-
istrations. Before 1811, the Amsterdam population was buried in a Protestant church or in
an ecclesiastical or urban cemetery. An exception to this were the Jews who had their own
cemeteries outside the city. The churches and cemeteries had registers indicating who was
buried. The oldest burial register in Amsterdam is the burial book of the ‘Oude Kerk’ (Dutch
for ‘old church’) from 1553. This index on the burial registers before 1811 includes all burial
entries from that year until the introduction of civil status in 1811. In 1810, the Netherlands
had merged into the French Empire. At that moment the civil status was introduced, a popu-
lation registration on the French model. In 1811, to loud protest, the churches had to hand in
their burial registers, as well as their baptism and marriage registers, to the civil registry.

Regulations for keeping baptismal and marriage records were established at the Council
of Trent (1545-1563). The Council did not rule on the keeping of burial records. This is the
primary reason that, as far as registration is concerned, few regulations are known. In general,
the grave diggers, who were appointed by the city government, kept the registers. In this they
accounted to the church masters for the funds they were owed. As a result, these registers
are mainly financial in nature. In addition, there are grave books, in which the owners of the
graves were recorded. Often the grave digger wrote down the name of the deceased as it had
been passed on to him when the deceased was buried. However, there was no check at all for
completeness or spelling. As a result, people’s names can be written in very different ways.
A burial registration contains at least the following information: the name of the deceased
and the address where they died. On the left side of the margin is usually the day of the
funeral. Instead of a number, the abbreviation ‘do’ (for ‘ditto’) can also be mentioned. This
is the Latin word for ‘on the same day’. On the right in the margin is the amount (guilders
and pennies) that had to be paid for the funeral. However, there are many variations on this
standard burial registration. Of note is that not all this information was eventually digitized.

Although this index is quite a large one, as it contains 1.509.132 person references, it
cannot be considered trustworthy. For instance, it is unclear which of the mentioned persons
is buried, and which person is mentioned as partner, the one that declared the burial event.
For this reason, the only role persons have in the burial event is the one of ‘being regis-
tered’. Next to this, not all the registration books of burials in churches and on graveyards
in Amsterdam survived over time. Although useful as an entrance to the source, one has to
be careful in drawing final conclusions from (not) matching records from the burial records
with other sources. Chapter 7, Domain Knowledge, is about dealing with these sorts of un-
certainties. More information on the Baptism index can be found in Dutch at the website of
the Amsterdam City Archives *.

3.1.4 Notarial archives

Contrary to the previous three indices, up to 2016 no digitised index was available of the
Amsterdam notarial archive. Together with the start of the Golden Agents project and for a
large part co-financed by it, the City Archives started in 2016 with the indexing, and thereby

“https://archief.amsterdam/uitleg/indexen/72-begraafregisters—-voor-1811
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creating a structured version of the most important meta data of its largest early modern
archival collection. From this 3,5 kilometres shelf length counting archive almost all early
modern deeds have been scanned, amounting to nearly ten million scans. Approximately
two million of them have been indexed on deed type, person names, date, and locations in
the crowdsourcing project ‘Alle Amsterdamse Akten’ (Dutch for ‘All Amsterdam Deeds’),
resulting in almost 600.000 unique deeds with 3.102.264 person references. Information that
is stored in these records is:

* The type of deed.
e The name of the deed holder.

* The names of others who are mentioned in the deed. Patronymics are attached to the
first name if there is a family name

* The date or year.
* A short description.

* The name of the notary.

In this dissertation, three deed types have our special attention: Last Wills (in Dutch: Tes-
tamenten), Prenuptial Agreements (in Dutch: Huwelijkse Voorwaarden) and Probate Inven-
tories (in Dutch: Boedelinventarissen). These deeds are highly interesting because, contrary
to the other mentioned indices, each deed gives insight into a complete network of family and
friends. This means that, when combined with other data sets and disambiguated, a notarial
archive deed can form a hub, linking together persons from these other data sets. Unfortu-
nately, the only role of people in the registration event that is included in the index is the one
of ‘being registered’. The records in this index resemble the burial registration records in this
respect. More information on the Notarial index can be found in Dutch at the website of the
Amsterdam City Archives ©.

3.2 ECARTICO

ECARTICO’ is a comprehensive collection of biographical data from cultural entrepreneurs,
such as painters, writers, book printers, illustrators, goldsmiths and related figures from ca.
1475-1725 in the Low Countries and Dutch Republic. It aggregates information on a total of
61.011 persons (at the time of writing) from this time period and includes references to both
primary (e.g. a deed from the city archives) and secondary sources (e.g. a biography), includ-
ing the Amsterdam City Archives. The persons mentioned are divided among the following
occupations, where the remaining number of persons consists of family members:

» Painters: 9574

* Engravers: 1426

Shttps://alleamsterdamseakten.nl/
Shttps://archief.amsterdam/uitleg/indexen/49-notariele-archieven-1578-1915
"https://www.vondel.humanities.uva.nl/ecartico/
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* Booksellers, printers and publishers: 3383
* Gold- and silversmiths: 7342

* Sculptors: 423

Because ECARTICO has been curated by experts, it does not contain any duplicate en-
tities. This means that this data set can provide a basis for the creation of a ground truth for
person disambiguation. For instance, by purposefully creating duplicates and ambiguating
the data we can create a data set with duplicate entities for which there is a known ground
truth. ECARTICO is hosted by the University of Amsterdam and published as Linked Open
Data in the SCHEMA.ORG vocabulary. It is included in the Golden Agents project as one of
the main data sets.

3.3 Short-Title Catalogue Netherlands

The Short-Title Catalogue Netherlands (STCN) is the national bibliography of the Nether-
lands until 1801. It contains descriptions of more than 220,000 works that were printed in
the Netherlands or in the Dutch language between 1460 and 1801. These titles are still pre-
served in one or more copies in a Dutch or European heritage library (a total of 638,000
copies). The STCN is compiled on the basis of collections in the Netherlands and abroad,
and all titles are described by experts with the book in hand, sometimes called in autopsy.
For example, in addition to the title of the book and the author(s), also information about
the printer, the language, the format, the structure (collation) and typographic characteristics.
Each title also receives a unique ’fingerprint’, this allows users to tell different editions apart
or identify works without a title page. Since everything is checked by hand, the trustworthi-
ness of the data is very high, although books that existed for which no physical copy remains
today are not included. The complete data set is open access and the metadata is available in
various formats for research and re-use 8. Of main interest to the Golden Agents project is
the production side of creative goods, such as printers of books, which can be found in this
data.

3.4 Occasional Poetry

This data set with Occasional Poetry published in the Dutch Republic between ca. 1600-
1800 built by the Royal Library of the Netherlands (KB) contains 6.906 printed poems or
collections of poems for a particular type of event, such as marriage (2,433), death (1,049),
or various types of anniversaries (474). Work on the data set has been conducted by the
KB,’ and the data set was converted to linked data in the Golden Agents project. It contains
bibliographical information on poems written for an event, together with information on the
event’s date and participants. Textual references to authors and printers/publishers were dis-
ambiguated and connected to existing resources for metadata: the Dutch Thesaurus of Author
names (NTA)'? and the STCN printer thesaurus!! respectively. The same was done, if possi-

8https://data.cerl.org/stcn
https://www.kb.nl/zoeken/jsru/gelegenheidsgedichten—tot-1800-nederland
Ohttp://data.bibliotheken.nl/id/dataset/persons
http://data.bibliotheken.nl/id/dataset/stcn/printers
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ble, for persons that are mentioned in relation to the event that the poem is written for, such as
the bride and groom in a marriage. In the case that these author and person references could
not be found in an existing thesaurus (e.g. the NTA or Wikidata'?), attempts were made
to find mentions of these actors in archival sources in the data sets of the Amsterdam City
Archives (section 3.1) and connect them accordingly by making use of a rule-based linking
approach implemented in the Lenticular Lens tool [35].

3.5 Data Quality

In computer science, the concept of "garbage in, garbage out" is well known. It means that
bad input will lead to bad output. Therefore data quality is an important aspect because it can
significantly alter the outcomes (for the worse) of, for instance, entity resolution algorithms.
The quality of the data can vary greatly between different data sets. Many were improved over
time. We give an overview by categorizing the issues with data quality into three different
sources:

1. Errors are present in the data. For instance the year an event took place can be off by
many years if the last two characters in the date were mistakenly switched, e.g. 1642
to 1624. This issue can have multiple causes:

(a) There was an error in the original handwritten document, i.e. the scribe made a
mistake in writing it down. Since this was done by many different people over a
large span of time, some were better at not making mistakes than others.

(b) The document was incorrectly digitized. Since the documents are handwritten
(in old variants of a language), HTR, i.e. handwritten text recognition, is often
not very effective, especially for numbers. For this reason it is common for doc-
uments to be manually transcribed to digital form. This is done by a group of
volunteers where, although this group is trained and supervised, errors can creep
in.

2. There is missing and/or ambiguous data. This can have two causes:

(a) The handwritten documents do not specify all relevant information. An example
would be a record describing a burial registration which does not specify who has
been buried. In this case, a domain- and data-expert has to infer from (sometimes
cryptic) additional information who has been buried and release a new version of
the data set that is less ambiguous.

(b) Not all information was digitized. This is usually done to expedite the process,
often performed by volunteers. In this case it may be beneficial to re-examine
the original documents and enrich the data set with extra information. However
this can be a massive undertaking, necessitating the review of millions of records.
For this reason it can be that only part of the data is enriched. For example, the
organizers may review all records from a certain year, then skip four years, etc.
This process will effectively enrich one-fifth of the data.

2https://www.wikidata.org/
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Figure 3.2: The 2019 version of the City Archives of Amsterdam. Each registry has a number of records
(R1,...,Ry), all of which are associated with two or more persons (Pyq,...,Pi;). These persons can
have attributes for themselves, in this simplified example we only use their full name. Dotted lines are
optional relationships. Dates are often approximate.

3. Noise is present in the data. We distinguish this from errors. This issue can be further
divided into ‘valid‘ and introduced noise:

(a) Anexample of ‘valid® noise is that there is more than one valid way of spelling a
name. Another example is that some dates may simply not be known exactly.

(b) Some noise is introduced and not valid. For example, researchers might append
the (correct) birth year of a person in the name attribute. This is mostly due to
researchers not being familiar with (proper) database design and maintenance.
This is slowly changing over time, however, and as more data sets are being
shared in a Linked Open Data fashion the pressure to get it right is increasing.

Most types of noise and some types of errors (e.g. uncertainty in dates and name spelling
variations) can be mitigated by performing similarity checks on attributes. This process is
explained in detail in chapter 4. Issues such as contamination of attributes (e.g. appending
the birth date after the name) need to be fixed at the source by data experts.
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3.6 Data Structure

All data in this project are in the form of knowledge graphs (KGs) specified in the Resource
Description Framework (RDF). We shall briefly explain the RDF data model. RDF is based
on making statements in the form of ( subject, hasRelationTo, object ). These
statements are called triples, and together they form a graph structure. An example of a
triple is ( actor:12b43ac, rdfs:label, "Keanu Reeves" ). The subject of a triple
denotes a resource, and can either be specified with a Uniform Resource Identifier (URI)
or it can be anonymous. When no URI is given, the anonymous resource is called a blank
node. Blank nodes are useful for purposes such as reification (e.g. provenance information)
and complex attributes (e.g splitting names into surname and given name). The object of a
triple can either be another resource or otherwise a literal, in which case the object models
an attribute of the subject resource. There are many types of literals, for instance they can be
strings or numbers, but also dates.

2019 Version

The 2019 version of the RDF data is relatively simple compared to the version that would
come later. A schematic of the structure is shown in figure 3.2. There is only one type of
record, although one can deduce from which registry a record originated using the associated
URI. Record nodes have a date attribute, indicating when the event the record represents took
place. Furthermore, record nodes have multiple links to person nodes. These person nodes
each have a name attribute. The role a person had in a record is encoded in the predicate. For
example, to denote a person who was the male participant in a wedding, the ‘groom’ relation
is used between that person and the record. This can be seen in subfigure 3.2b. Some record
resources have optional links to persons when applicable, such as when in a notice of mar-
riage record a person from a previous marriage is mentioned. These optional relationships
are denoted as dashed lines in figure 3.2. Overall, the data set is relatively small compared to
later versions, and some persons with very common names have been removed.

2021 Version

The 2021 version of the RDF data is more complicated and makes use of a custom event based
ontology. An ontology is what defines the concepts and relationships in the RDF graph. It
is very important to have an ontology that suits the particular data well (e.g. bibliographi-
cal data), but it also needs to take into account how the data is used later on, such as when
it is used as input in Disambed. There can be additional needs such as modeling how the
data came to be and what source it originally came from. An event based ontology has been
developed in the project by others to model all the data. In this ontology records describe
events which each have persons participating in them in certain roles. We shall give an ex-
ample below after some further elaboration. The primary reasons for using an event based
ontology are that it is an accepted way of modeling (CDOC and SEM are examples of other
event based ontologies), it is more generic in terms of reification, and finally it enables the
easy construction of timelines for persons. Events can have additional properties such as as-
sociated religion, location and (approximate) date of occurrence. Roles have an associated
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@prefix pnv: <https://w3id.org/pnv#>

@prefix rdfs: <http://www.w3.0rg/2000/01/rdf-schema#>

@prefix roar: <https://data.goldenagents.org/ontology/roar/>

@prefix sem: <http://semanticweb.cs.vu.nl/2009/11/sem/>

@prefix thes: <https://data.goldenagents.org/thesaurus/>

@prefix xsd: <http://www.w3.0rg/2001/XMLSchema#>

Qprefix deed:
<https://archief.amsterdam/indexen/deeds/a74a2bbf-20be-4c27-9d14-d477£5c09ea3>

@prefix personName: <https://data.goldenagents.org/datasets/personname/>

deed:event=Eventl a thes:Begraven ;
sem:hasTimeStamp "1789-10-24"""xsd:date

deed:person=99e87e23-d295-2bb2-e053-b784100aba2e a roar:Person ;
rdfs:label "Lucretia Wilhelmina van Merken"
roar:participatesIn deed:event=Eventl ;
pnv:hasName personName:5289fa40-1a30-5ac9-8583-6a4d01lc6443a

personName:5289fa40-1a30-5ac9-8583-6a4d01c6443a a pnv:PersonName ;
pnv:baseSurname "Merken" ;
pnv:givenName "Lucretia Wilhelmina"
pnv:literalName "Lucretia Wilhelmina van Merken"
pnv:surnamePrefix "van"

deed:person=99e87e23-d294-2bb2-e053-b784100aba2e a roar:Person ;
rdfs:label "Nicolaas Simon van Winter"
roar:participatesIn deed:event=Eventl ;
pnv:hasName personName:b3f66e9f-9£64-5d45-bbe0-24343cd3a90f

personName:b3£66e9f-9£64-5d45-bbe0-24343cd3a90f a pnv:PersonName ;
pnv:baseSurname "Winter" ;
pnv:givenName "Nicolaas Simon" ;
roar:carriedBy deed:person=99e87e23-d295-2bb2-e053-b784100a6a2e ;
pnv:literalName "Nicolaas Simon van Winter"
pnv:surnamePrefix "van"

_:rolel a thes:Geregistreerde ;
roar:carriedIn deed:event=Eventl

_:role2 a thes:Geregistreerde ;
roar:carriedBy deed:person=99e87e23-d294-2bb2-e053-b784100a6a2e ;
roar:carriedIn deed:event=Eventl

Listing 1: Example RDF Turtle syntax for a single event (Burial registration) in the subset in which
two persons participate in the role of ‘being registered’. Their name is described as a separate resource
using the Person Name Vocabulary (PNV ) [54].

type such as Mother, Father, Bride, Groom and Witness. Persons, besides a URI, only have
name information, modeled as a blank node with first and last names split into different fields.

Listing 1 gives an example of how a burial event has been modeled using the turtle syntax.
In its raw form, each person URI for each event is unique. When persons are disambiguated it
allows for events to be linked together. Figure 3.3 (shown at the end of this chapter) shows the
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general structure of how multiple events can be connected via the disambiguated persons who
participated in these events. When many events (especially events from different registries)
are connected in this way, previously hidden structures should hopefully emerge, such as
underlying religious groups that interact more among themselves than with other groups.

3.7 Conclusion

Semantic web technology is increasingly used by researchers in the humanities such as (cul-
tural) historians, literary scholars, art historians to answer important - yet with traditional
means often hard to answer - questions in their respective (sub) fields. Not only does this
technology make it possible for the data to be more easily accessed and large scaled, it also
facilitates the integration of other relevant data sources, allowing for the answering of ques-
tions that are only answerable when different data sets are combined. The conversion of
existing data sets (to RDF) remains a work in progress and is done by experts of both seman-
tic web technology and the cultural domain of the data set. Much effort is required to first
clean up and then properly structure the data with a (custom) ontology. This was also the
case in the Golden Agents project. Data sets were constantly improved upon by adding new
registries and cleaning up attributes for the duration of the project.

In this chapter we have seen how the data from historical sources can have a multitude
of issues that will need to be handled first before it can be properly processed. These issues
can be errors, missing or ambiguous data, and the fact that different sources use different data
structures, as seen in figure 3.2. In the next chapter, we discuss how the different knowledge
graphs can be combined in preparation for the disambiguation process.

29



3.7

HISTORICAL DATA

T e ] R T e ]

type mZm:ZmBm cmwmm:_ijm type
} 1692-10-19 ( ._mmm 07-16 }
carriedBy carriedin  hasTimeStamp hasName 3mm.:3®m830 carriedin carriedBy
participatesin—— Event 1 [€«———participatesin participatesin——> Event 2 [€«———participatesin
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type carriedin carriedBy carriedBy carriedin type

| [ o 1]
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Figure 3.3: The structure of the 2021 version of the Amsterdam City Archives in RDF. In this example there are two events and three persons participating.
One person participates in both events in the same role. Roles are modeled using blank nodes. One could interpret this figure as a mother being present
as a witness at both her son’s wedding and the baptism of her daughter’s child. Note that, in the actual data, there are usually more persons related to
events than shown here, e.g. a baptism event always at least denotes the mother; father and child. Some type information has been omitted and instead
been encoded in the shapes of the elements.

_ Nicolaas Simon
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Reconciliation

This chapter is based on the following publications: [3, 4]

* Graph Embeddings for Enrichment of Historical Data, Workshop on Graph Embedding
and Data Mining (GEM), 2019

e Tailored Graph Embeddings for Entity Alignment on Historical Data, International
Conference on Information Integration and Web-based Applications and Services, 2020

In the setting of the Golden Agents project, but in general as well, each individual KG uses
unique URIs for resources, such as persons, with no overlap between the different knowledge
graphs, i.e. no URI is shared between knowledge graphs. This means that shared literals,
such as names, are the only means of creating some sort of interconnection between entities
in these knowledge graphs. However, in many cases there is no exact match between literals,
such as due to spelling variations of names, to make such connections. This would cause
potentially duplicate entities that are very similar but not identical in their properties to be
either disconnected or have a long minimum traversal path between each other in the RDF
graph. Therefore we need to create a shorter path between similar entities too. If we do this,
it allows for graph traversal algorithms to reach all nodes in the merged graph which may be
relevant for some particular starting entity. These entity neighborhoods can then provide the
basis on which the entities can be disambiguated.

Each KG can have more than one internal duplicate for each entity, and an entity can have
more than one duplicate across other knowledge graphs. For this reason, all the knowledge
graphs are first combined into a single graph after which properties of entities (literals) are
connected based on their similarity. We call this process reconciliation, and this chapter gives
examples on how this is achieved. Some user input is necessary to specify which properties to
compare to what other properties and in what way, more on this in section 4.1.5. Knowledge
graphs can have many different types of properties, some of which can be merged and others
compared. Literal nodes are merged when they have identical values and predicates, as shown
in figure 4.1. More specifically, for every triple pair { s, p, £ ), (s’, p, £ ), £ refers to the same
literal node in the graph. However, for the pair ( s, p, £ ), { s’, p’, £ ) it does not. The
process of merging literal nodes by predicate allows the literal nodes to be compared by their
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semantic content and not just by their value. That is, we only merge two literal values if
both mean (approximately) the same thing. For example, we could merge birth dates with
baptism dates, but not with death dates. This can be shown in figure 4.1, p could stand for
the predicate bornOn and p’ for diedOn, where the unfortunate person s died on the same
day as they were born. Here we do not merge these two date literals, even though they have
the same value.

4.1 Connecting Similar Literal Nodes

Sometimes two literals are not identical, but they are still very similar to each other. In this
case we cannot merge them, but we still want to connect them to each other with a new
edge. An example would be to connect similar names to each other, such that persons with
similar names are in each others neighborhood. We explain this concept further in chapter
5. To support the wide range of values that literal nodes can have, and how they can be
compared, we provide an array of methods to compare them. The domain expert selects
a number of similarity functions & (¢,£'), » € (0,1], each associated with a predicate pair
(p,p’). For example, p could stand for the predicate bornOn and p’ for baptisedon.
Note that p and p’ are not necessarily different predicates, they could both refer to hasName,
in which case names are compared to all other names. Then, all combinations of the form
({s,p,€),(s',p’',£')) are compared. Each similarity function is given a threshold value 7, and
when the computed similarity score exceeds 7, a new bi-directional edge is added to the graph
between £ and ¢/, with the similarity score as weight, as shown in figure 4.2. We describe per
literal data-type how they are compared.

4.1.1 A Generic Similarity Function

In many cases, the similarity between two literals can be seen as a function of some numerical
distance between them. This captures many types of literal comparisons, such as numerical
(e.g. ages) and dates (e.g. birth dates). The function that describes the similarity between
two literals £ and ¢’ is defined as:

1
00 = 4.1
oGO = qe=e=s1+ e @D
P !
p merge p
¢ <—@=> ¢
p p P
‘ ‘

Figure 4.1: Two disjoint RDF graphs (gray and white) have their literal (square) nodes merged based
on predicate information. In this example, the three literal nodes have identical values, but only two
are merged because they share the predicate p.



4.1 CONNECTING SIMILAR LITERAL NODES

Note that o(¢,') = 1 if |[{ —¢'| — 8| = 0 and that limy,_y| _, ... &(¢,¢') = 0. That is, if there
is no difference between two literals their similarity is 1, and as the difference between two
literal values grows to infinity, their similarity approaches zero. The parameter § can be set to
a non-zero value if the two literals £ and ¢ have to be & distance apart for o(¢,£’) to be close
to 1. This is useful for when one of the literal values acts as a proxy for another predicate.
For example, we may be comparing birth dates with baptism dates. In this case, we treat
the baptism date as a proxy for a birth date. Since baptisms occur several days after a birth,
we can use & = 3 to make sure that a birth and baptism date are identical (i.e. 6(£,¢') =1)
when the latter occurs 3 days after the former. Furthermore, & can be used as a smoothing
factor by setting it to some positive value below 1. The intuition is that for a given value of
[|¢ — '] — 8|, as a gets closer to 0, the similarity increases. In other words, the similarity
between to literals does not change as fast as their distance increases with when « is close to
0. In practice, it can be difficult to determine the correct value for ¢. Therefore the user can
define a distance d at which the similarity o (¢,¢') is equal to the aforementioned threshold
value ¢. The correct value for & can be calculated using equation 4.2, assuming ¢ and d are
positive.

log(1)
o=——""= 4.2
log(1+d) “2)
For example, when we configure that for two numerical literals to have a similarity equal
to a threshold of 0.9 if the difference ||¢ — ¢'| — §| is equal to 3, then the associated value for

o is —1og(0.9)/1log(1+3) ~ 0.076.

4.1.2 Date Literal Nodes

The similarity between date literal nodes is computed with equation 4.1. In the case of dates
we include an additional parameter. That is, |¢ — VA | can be set to mean the number of years,
months or days between the two dates. As explained before, the value for 6 comes in useful
here, for example when a birth-date is unavailable but we do know the date of baptism. Using
the knowledge that, on average, it takes about three days for a baby to be baptised, we set
0 = 3 and the difference between dates to be counted in days. We can extend this comparison
with even more domain knowledge, for we know that non-stillborn babies are always baptised
after they are born. Therefore we set the comparison to only give a non-zero value if the date
associated with the birth-date predicate is before the one for the baptism-date predicate.

p p
l A
ﬂconneet
/
p 0.93 14
/ 4

Figure 4.2: Two literal nodes are connected by comparing their values. If the similarity between ¢ and
U exceeds a threshold, a new bi-directional edge is added and the calculated similarity value is used as
a weight.
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4.1.3 String Literal Nodes

Since strings can be used for many different purposes ranging from names to titles and even
pieces of text, we support a range of similarity functions in our framework:

* Levenshtein: The minimum number of single-character edits required to change literal
£ into literal ¢'.

 Jaro-Winkler: Designed specifically for duplicate detection, most useful for purposes

such as matching person names.
_ |anB|
~ JAuB]’
in literal nodes ¢ and ¢ respectively. An n-gram is a sequence of n characters. For
example, the string ‘Jans‘ contains two n-grams ‘Jan‘ and ‘ans‘ for n = 3. Useful when
repetitions should not affect the similarity. The size of the n-grams can be set by the
user.

¢ N-gram Jaccard: o({,¢) where A and B are the sets of n-grams that occur

¢ N-gram Cosine: 6 (¢, ') = m, where A and B are the n-gram frequency vectors of

literal nodes ¢ and ¢’ respectively.

» Token Jaccard: similar to n-gram Jaccard, but sets A and B are now tokens (separated
by spaces). This can be useful for cases where spelling errors are unlikely.

* Token Cosine: the cosine similarity mentioned above, but the components of vectors A
and B are the frequencies of tokens rather than n-grams.

4.1.4 Preliminary Alignments

Our method does not necessitate that the ontologies be aligned first, however a preliminary
alignment will prevent making superfluous comparisons later on. We now show an example
where a preliminary alignment is beneficial. Let’s say we have two KGs which both contain
name information, where the first KG uses the predicate hasName, while the second uses
name. In this case we would have to compare the set A of all literals that have the hasName
predicate to the set B of all literals that have the name predicate, with a total number of
|A| - |B| comparisons for |A| distinct names in the first KG and |B| distinct names in the
second. In addition we would still have to internally compare both the hasName and name
literals, each with %(k — 1)k comparisons, where k is the number of literals. In total we
require 1 (JA|+ |B| — 1)(JA| + |B|) comparisons. However, changing the predicate name to
hasName in the second KG will yield 3(|A UB| — 1)|A U B| comparisons, where |A UB| is
the number of distinct literals after merging, which in general is much smaller than |A| + |B].

4.1.5 User Input

The user can specify which literals need to be compared and in what way. In listing 2 we
give an example of how this is done. In the example we first compare the full names of
all resources of type saa:Person using the LSH algorithm (explained in the next section) on
ngrams of length 3. Therefore we will create a new edge between two literals if their simi-
larity is greater than the threshold of 0.9. Additionally we also compare the first- and family
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similarity:
— sourceType: saa
targetType: saa

sourcePredicate:
targetPredicate:

:Person
:Person
saa:full_name
saa:full_name

method: LSH_NGRAM_COSINE

ngram: 3
threshold: 0.9
buckets: 100
bands: 1

— sourceType: saa
targetType: saa

sourcePredicate:
targetPredicate:

:Person
:Person
saa:first_name
saa:first_name

method: LEVENSHTEIN

threshold: 0.9
— sourceType: saa
targetType: saa

sourcePredicate:
targetPredicate:

:IndexOpOndertrouwregister

:Marriage
saa:prenuptial_marriage_date_approx
saa:marriage_date_approx

method: DATE_DAYS
pattern: yyyy-MM-dd

time: FORWARDS
threshold: 0.5

thresholdDistance: 4

offset: 18
— sourceType: saa
targetType: saa

sourcePredicate:
targetPredicate:

:Person
:IndexOpBegraafregistersVoorl811
saa:death_date_approx
saa:burial_date_approx

method: DATE_DAYS
pattern: yyyy-MM-dd
time: FORWARDS
threshold: 0.5
thresholdDistance: 2
offset: 2

Listing 2: In this example configuration the names of all entities that have the type saa : Person will
have their names compared in two different ways. First, Locality Sensitive Hashing is used to efficiently
make selections of full names with the use of ngrams of size 3. The comparisons themselves are done
with a fast bit-wise Levenshtein algorithm.

names of all resources of type saa:Person, this time using the Levenshtein string comparison
algorithm. Next we compare the dates of notice of marriage events with the dates of marriage
events. Note that we can specify the pattern and set the time to FORWARDS, this means that
to be similar marriage events have to occur after notice of marriage events. If the marriage
event precedes the notice of marriage event the similarity will be 0 by default. When there
is a difference of 18 days between the two events the similarity will be 1 (i.e. at its maxi-
mum). Finally we compare death dates to burial dates. This time the dates have to match
more closely, with a threshold distance of only two days. Alternative possible values for time
direction are BACKWARDS and BIDIRECTIONAL.

4.2 Efficient Comparison

A major bottleneck time-wise is the quadratic growth in the number of comparisons necessary
when reconciling multiple large KGs. That is, when the number of literals to compare grows
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by a factor of n, the number of necessary comparisons grows by n*>. The baptism archive
(section 3.1.2), for instance, contains millions of records. In practice this requires many mil-
lions of comparisons, for which only very few will yield new links. It is therefore beneficial
to somehow reduce the number of comparisons done by, for instance, only comparing literals
that are likely to be similar. For this purpose we apply a technique called Locality Sensitive
Hashing (LSH).

The intuition behind LSH [42] is best described by contrasting it to the general concept
of hashing. A hashing function is typically described as a one-way function, i.e. one cannot
predict the input when given only the output. The input can be of any size and the output
is of some fixed size. Additionally, when the input changes slightly this will usually yield
a completely different output (hash). This means knowing the output hash value will tell
you nothing about what the input was, a property that is highly valued in the application of
hashing in cryptography, such as storing passwords securely. Since the input space is much
larger than the output space, it can happen that multiple inputs all map to the same output.
This is called a collision. When two different inputs collide, we say that they fall into the
same bucket. Depending on the application, collisions are generally something to be avoided
or reduced. In contrast, the idea behind LSH is that we would like inputs that are similar to
map to the same output, i.e. fall into the same bucket. It is then easy to reduce the number of
comparisons by first checking in which bucket(s) a hash falls, and only comparing it to other
values that fall in the same bucket. We can influence the probability of two inputs that are
similar to fall into the same bucket by changing the total number of available buckets b and
an additional parameter called the number of stages (sometimes called bands). There is a set
of b buckets for each stage, and a hash falls into a single bucket for every stage. This means
that if there are s stages, a hash falls into s buckets.

We shall briefly explain how the LSH analysis is performed, also shown as pseudo code
in algorithm 1. First, in the construct procedure (line 1), literals are represented with
binary vectors, where each component of the vector is an indicator for the presence of an
n-gram (line 10). Since we are dealing with millions of literals, the indicator vectors are
stored in a dynamic binary compressed sparse row (CSR) matrix /. Each row represents a
distinct literal value (such as a name) and the non-zero columns are the n-grams that occur in
that value. The compressed sparse row representation of a sparse matrix allows for very fast
lookup of rows but is less efficient when retrieving columns. We allow the matrix to grow
dynamically as previously unseen n-grams are discovered when adding new rows. After the
n-gram indicator matrix is built we can create a new binary CSR matrix B of size k x sb where
the non-zero columns are, for each hash, in which buckets it has fallen and & is the number of
distinct literals. It is now easy to, for a given literal, find which other literals fell into the same
bucket(s). This is shown in the FIND procedure (line 14). We only have to find the non-zero
columns in the corresponding row, which represent the relevant buckets, then all other rows
that also have a non-zero value in any of those columns are candidates to be compared. It
is important to be very efficient in the lookup process, otherwise we are simply exchanging
time spent on making a large number of comparisons to time spent on finding candidates for
comparison. Therefore, due to the inefficiency of column lookup in CSR, we also store the
transpose of the bucket matrix B’, where the non-zero columns in B are queried as rows in B,
as shown in figure 4.3.
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Algorithm 1 Perform LSH

1. procedure CONSTRUCT(L, n, b, s)

2 Argument L is set of distinct literals, such as names
3 Argument n is size of n-grams

4: Argument b is the number of buckets

5: Argument s is the number of stages

6 k<« |L|

7 P < all possible n-grams in L

8 1 < n-gram indicator matrix

9 for each literal £ € L do

10: T < set of n-grams present in {
11 v <= (vp)pep such thatv, =lif pe T andv, =0if p ¢ T
12: L.appendRow(vy)
13: B(k,sb) < bucket allocation matrix
14: for each indicator vector vy € I do
15: hy <— LSH (vy), bucket allocation for indicator vector vy
16: B.append(hy)
17: return B
18: procedure FIND(B, i)
19: Argument B is the bucket allocation matrix
20: Argument i is the index of the literal to compare
21: B' < transpose of B
22; ri < B.row(i), set of non-zero column indexes
23: J <0, set of indexes of literals to compare to
24: for each non-zero column index ¢ € r; do
25: re < B'.row(c)
26: j—jure
27: return j
= |x X - |x X
B X B *
X X - [x X
X X

Figure 4.3: Efficiently finding other literal values that are likely to be similar. In this example we query
the first row in B and see that the first and third columns are non-zero, i.e. it fell into these two buckets.
Now we query the first and third rows in B' to find the indexes of other candidate literals that fell in
at least one of these buckets, namely those mapped to columns two and three. Note that in practical
applications, these matrices can become very large.
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A final challenge is tuning the parameters b and s to keep the size of each bucket as small
as possible (to reduce the number of candidates) while still finding (almost) all values that
have high similarity. From experiments where we compare the LSH method to normal ex-
haustive comparison, we are able to find more than 90% of relevant matches with 10 buckets
and two to three bands, while reducing the time taken three- to fourfold.

4.3 Conclusion

In the setting of the Golden Agents project, but in general as well, each individual KG uses
unique URISs for resources, such as persons, with no overlap between the different knowledge
graphs, i.e. no URI is shared between knowledge graphs. This means that shared literals, such
as names, are the only means of creating some sort of interconnection between resources in
these knowledge graphs. However, in many cases there is no exact match between literals,
such as due to spelling variations of names, to make such connections. This would cause
potentially duplicate entities that are very similar but not identical in their properties to be
either disconnected or have a long minimum traversal path between each other in the RDF
graph. Therefore we need to create a shorter path between similar entities too. If we do this,
it allows for graph traversal algorithms to reach all nodes in the merged graph which may be
relevant for some particular starting entity. These entity neighborhoods can then provide the
basis on which the entities can be disambiguated.

In this chapter we have shown how the different knowledge graphs can be combined
efficiently with a wide support of options for all the different data types and also for the
varied semantics of predicates. In the next chapter we will discuss how the nodes in the
combined knowledge graph are each embedded into a space, based on overlap between their
respective neighborhoods. This space, called an embedding, will then be used further as a
source of information for calculating the similarity between pairs of entities.



Embedding RDF Nodes

This chapter is based on the following publications: [2—4]

* Graph Embeddings for Enrichment of Historical Data, Workshop on Graph Embedding
and Data Mining (GEM), 2019

e Tailored Graph Embeddings for Entity Alignment on Historical Data, International
Conference on Information Integration and Web-based Applications and Services, 2020

* Entity Matching in Digital Humanities Knowledge Graphs, Computational Humanities
Research, 2021

Embeddings are a well known technique for creating numerical representations for enti-
ties that are otherwise difficult to process, such as words in text or, as in our case, nodes in a
graph. When we assign a numerical vector representation to an entity, we say that we embed
that entity. In this chapter we discuss how relevant nodes in an RDF graph (such as all nodes
of type:Person) are embedded based on their graph neighborhood structure. A useful
feature of embeddings is that, when constructed appropriately, the similarity between entities
can be calculated (in parallel) using Euclidean distance or cosine similarity, enabling further
processing such as clustering entities based on their similarity.

5.1 Context Generation

In order to generate the features on which the embedding algorithm will work, we devise
a strategy in which a neighborhood is created for each relevant node in the graph, which
consists of a set of weighted nodes that can be reached from that node. For a given (RDF)
knowledge graph G = (V, E), the edges E are directed and associated with a predicate. As in
Node2Vec, we define Ng(i) C V as the neighborhood of node i € V' generated through a neigh-
borhood sampling strategy S. The weight given to each node in the neighborhood depends on
the distance from the starting node, the network structure, and predicate weights given by a
domain expert. Having multiple paths to the same node will increase this weight. The output
of the neighborhood sampling strategy is an (ideally sparse) co-occurrence matrix X of size
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|V| x |V| where X;; is a non-zero positive real number iff node j occurs in the neighborhood
of node i. The co-occurrence matrix X is then used as input for the GloVe algorithm.

Like Cochez et al. [18] we use an adaptation of the Bookmark Coloring Algorithm [9]
(BCA) to generate features for each node in an RDF graph. The general idea of BCA is to
consider the neighborhood of a node as an approximation of the personalized PageRank [13]
for that node, i.e. a set of probabilities associated with nodes in the graph. A useful analogy
is imagining dropping a unit amount of paint on a given starting node. A fraction & remains
on the node and the fraction 1 — ¢ is distributed among neighboring nodes using one of the
strategies mentioned in section 5.1.1. When after a certain point the amount of paint falls
under & the paint is no longer distributed. This means that even in the case of loops, the algo-
rithm will eventually terminate after running out of paint. The user can adjust & to influence
how rapidly paint is diminished at each step, and € can be adjusted in order to get a smaller
or larger neighborhood. Values in the range [10~!,107#] for & and [107#,1073] for & seem
to work best for various applications. Having a very small € can cause the neighborhoods
to be too large and contain many unimportant nodes, which causes memory issues later on.
Algorithm 2 contains the pseudo-code of the BCA taken from [9], with some adjustments.
The algorithm maintains a queue Q with pairs (i,r;), where i is a node, and 7; is the amount
of paint that node has received since it was last visited. The elements in Q are ordered by
their respective paint values r;. Initially Q only contains the start node s, with a unit amount
of paint (line 6). Now the following steps are repeated:

1. Anelement (i,r;) is polled (selected and removed) from Q (line 8).

2. A fraction o of the paint 7; it has received since the last visit is added to the paint p;
collected by node i (line 9).

3. If r; > &, the remaining (1 — &) fraction of r; is distributed among its neighbors Ng(i)
according to traversal strategy S (explained in the next section). Each neighbor j re-
ceives an amount proportional to the weight w;; between i and j. This paint is added to
the paint the neighbour had already received since it was last visited (line 15 or 17).

When the queue is empty, the algorithm terminates and returns the amount of paint that has
been collected by each node.

5.1.1 Traversal Strategies

The RDF graph can be traversed in different ways to generate different neighborhoods de-
pending on the requirements of the user and underlying structure of the graph. For some
graphs, such as the Amsterdam City Archives graph, literal nodes, such as those represent-
ing names, act as hubs linking together concepts from multiple sub-graphs that represent, for
example, different data sets. In other cases the edges can be distributed much more equally
among nodes. We consider three different types of neighborhood N(¢,7) with t € {d,a,b}:

* Directed, N(d,i) = {j: (i, j) € E}: Distribute paint among all outgoing edges accord-
ing to weights given by a domain expert.

* Anti-directed, N(a,i) = {j: (j,i) € E}: Distribute paint among all incoming edges
according to weights given by a domain expert. Sometimes the directed strategy is
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combined with the anti-directed strategy. This creates a node neighborhood that con-
tains all nodes leading up to and out of a starting node up to a certain distance. The
reasoning behind this is that it is analogous to having a symmetric window when cre-
ating word embeddings [18].

* Bi-directed, N(b,i) = {j: (i,j) € EV (j,i) € E}: Ignore the edge directions and dis-
tribute paint based only on the weights given by the domain expert. This means that
all incoming and outgoing edges are considered. This can be useful if the direction of
edges in the network prevents certain important nodes from being visited from some
starting nodes. This strategy is the default strategy used in our experiments. This strat-
egy can be extended by adding the condition that edges that return to the previous node
are not considered. Although this extension breaks with the default BCA behaviour,
it can lead to much faster running times and very similar performance when the RDF
data consists of many small connected components.

We use these different neighborhoods to define three different context generation strate-
gies:

1. D+A: In this case the algorithm is run twice, once with directed neighborhood and once
with anti-directed neighborhood. The two co-occurrence matrices are then summed
together.

2. Bi-directed: The algorithm is run with bi-directed neighborhood.

Algorithm 2 BCA(b, a, €, S)

1: b: starting node (bookmark) > Arguments
2: «: fraction of paint to distribute

3: & minimum paint on node

4: S: neighborhood sampling strategy

p < O: initialize p to zero vector > Variables
. Q <« {(b,1)}: drop unit amount of paint on the starting node

AN

7: while Q # 0 do

L,ri) < .po > poll element (i, r;) with largest r;
[ Q.poll poll el [ ith larg
: pispit o7
10: if r; < € then
11: next
12: for all j € Ng(i) do
Wi
13: Arj (1 —(X)~r,~-7):k€NSé)Wik
14: if (j,7;) € O then
15: rj4—rj +A rj
16: else
17: 0+« QU{(j.Ar)}
return p
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Figure 5.1: PCA analysis of a subset of a particularly frequent name in the Amsterdam City Archives:
Jan Jansen. Each data point represents the mention of a person named Jan Jansen in some record of the
archives. Red points are from the baptism archive, cyan points are from the burial archive, while red
points are from the notice of marriage archive. The three pairs of cyan points on the right are known du-
plicates in the burial archives. Note how they are much better distinguished using the bi-directed graph
traversal strategy. Both directed strategies proved insufficient for generating overlapping contexts. In
this example all weights for relations have been set to 1.

3. Hybrid: As in the case of D+A, the algorithm is run twice. The difference is that, for
literal nodes, we use the bi-directed neighborhood.

With the help of an embedding visualization tool! we can show how the choice of neigh-
borhood traversal strategy influences the final result. Figure 5.1 shows how we can improve
the clustering of persons in the Amsterdam City Archives by using the right graph traversal
strategy for the problem. Since the Amsterdam City Archives is an agglomeration of mul-
tiple data sets which are interconnected via literal nodes, the bi-directed strategy generates
more representative neighborhoods by traversing more of the graph while at the same time
not stopping when it encounters a node with solely outgoing or incoming edges.

5.2 GloVe

Just like Word2Vec, GloVe [52] has been established as an effective method of embedding
words in a corpus in such a way that the word vectors capture meaning in vector space. Un-
like Word2Vec, it first aggregates all local local patterns into global statistics and afterwards
continues to work with the aggregate. GloVe does this by first scanning through the entire

lhttps://projector.tensorflow.org
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corpus and, for each word, count how many times other words occur within a given distance.
An efficiency boost is obtained as GloVe only needs to scan the corpus once. The result is a
so called co-occurrence matrix X, where X;; signifies the number of times word j occurs in
the context of word i. Since most pairs of words do not co-occur at all, X is usually a sparse
matrix.

1 2 _ B 5
J= ) Z (X)) (bi+bj—|—wiij—logX,~j) (5.1
j:

fx) (5.2)

1 otherwise

_ {(x/xmax)‘x if x < Xpmax

As Pennington et al. shows [52], calculating word vectors can be achieved by minimizing
the loss function 5.1, where D is the size of the vocabulary, b; and b ; are the bias terms of
word 7 and j respectively, and w; and w; are the focus- and context vectors for words 7 and j.
The weighting function f, shown as equation 5.2, is used to curb both the influence of very
common words and unreliable rare co-occurrences. Both x4, and o are hyper parameters
but the authors conclude from experiments that values of % for o and 100 for x,,,, work well
in practice.

Optimizing GloVe for Knowledge Graphs

Although GloVe has been established as an effective method, it is mainly used for embedding
words from a text corpus in a vector space. Cochez et al. [18] were the first to make use of
GloVe, without altering it, to embed nodes from a knowledge graph. However, they have not
taken into account that knowledge graphs have different types of nodes. We have adapted
GloVe to only embed certain types of (focus) nodes, such as URI nodes of type person, while
still allowing all (context) nodes, such as literals, to act as context. Originally GloVe takes as
input a co-occurrence matrix X, where in our case X;; signifies the amount of paint of BCA
for node j, when starting from node i. When BCA has not reached node j starting from node
i, then X;; = 0. Calculating node vectors can be achieved by minimizing the cost function

N V|
J= %ZZ]C(X,]) (bi+bj+W?Wj—10gXij>2 (5.3)
i

where N is the number of focus nodes we wish to embed, w; is the vector for node i as a
focus node, and w; is the vector for node j as a context node. Likewise, b; and l_Jj are the bias
terms of node 7 as a focus node, and node j as a context node respectively.

In the original specification of GloVe, the co-occurrence matrix X is assumed to be square.
However, as mentioned in section 5.1, we do not perform BCA for every node in the merged
graph. Therefore X is no longer a square matrix, instead, there are N rows and |V| columns.
This also means that there are N vectors w, and |V | vectors w. Similarly there are N elements
b; and |V| elements b;. When the change between iterations in the cost function 5.1 falls
below a user set threshold, we regard the algorithm to have converged. The final embedded
vector for each focus node i is the average between vectors w; and w;. We use the term
embedding for the set of all embedded vectors.
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5.2.1 Learning Embeddings

In this section we shall briefly explain how the embedding is learned in our setting. Algorithm
3 gives an overview of the process. As inputs we have the co-occurrence matrix X from the
output of the bookmark coloring algorithm, the number of dimension d we wish the embed-
ding to have, the maximum change &, between iterations before we regard the algorithm
as converged, and finally the maximum number of iterations f,,,,. We recommend to set the
number of dimensions to a value between 50 and 300 for best performance. When dealing
with a large number of entities that need to be embedded, using a lower value helps reduce
memory footprint at the cost of some potential performance loss. The maximum change
between iterations O4, iS usually set at 107°, and the maximum number of iterations #,,,
defaults to 1000. The algorithm is supposed to converge and therefore terminate before 7,
is reached, this hyperparameter exists therefore mainly to guarantee termination. In practice
it is also useful to guard against issues such as rapidly increasing output values of the cost
function, which may indicate problems with the learning rate being too large. Not included in
the pseudo code in algorithm 3 are guards that check for numerical instability and terminate
the learning process with some helpful messages to the user that explain the issue and what
they might do to solve it.

Partial Derivatives of GloVe

The technique of gradient descent is a well researched topic for numerical optimization, i.e.
finding the specific parameters for which a function is minimized, given some fixed input
data. The main idea is to tweak the parameter values in a series of iterations, where each
iteration should bring you closer to the preferred parameters that coincide with the minimum.
It does this by taking the partial derivative of each parameter with respect to the loss func-
tion, in essence creating a ‘landscape‘ where valleys indicate configurations of parameters
that yield a low overall error. Ideally one would find the global minimum of this landscape,
which would coincide with the optimal configuration of parameters. An issue with gradient
descent is, however, the problem of local minima. Since gradient descent cannot view the
entire landscape all at once, but instead does small steps based on the local gradients, it can
get stuck in a sub-optimal state and is then not able to get out. Another issue with standard
gradient descent is that it can be very slow to converge to a minimum when the slope is shal-
low, as the magnitude of the update is dependent on the size of the slope (gradient). Many
variants of gradient descent have been proposed, and most try to deal with these issues in
some way.

In order to find the optimal values of w, W, b and b for a particular node in the RDF graph,
we need to take their respective partial derivatives. Our modifications to the cost function in
equation 5.3 do not alter these derivatives. The partial derivatives are listed in equations 5.4,
5.5 and 5.6. Let J;; denote an arbitrary term from the sum in equation 5.3.

aJ;; _

awl}_ = f(X;;)(bi +b;+w!w;—logXij)w; (5.4)

3 I

3, = f(Xi;)(bi+bj+w; w; —logX;;)w; (5.5)
j
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aJi;  dJi - I

b; = (9[7] Zf(Xij)(b,'-i-bj-f—Wi Wj—IOgX,'j) (5.6)
With these equations we can calculate the gradient for each parameter and plug them into
a gradient descent algorithm. Note that there are many commonalities between the partial
derivatives, allowing for efficient re-use of values during their calculation.

Algorithm 3 Learn Embedding

1: X: co-occurrence matrix > Arguments
2: d: number of dimensions in embedding

3: Opax: maximum change between iterations before convergence

4: tyay: maximum number of iterations

W: focus vectors > Variables
W: context vectors

b: focus bias terms

b: context bias terms

t < 0: iteration number

L e

10: Initialize each element in W, W, b, b with a random number in range (— %, M)

11: repeat

12: D —Jgx, w, wo po) p) > Cost at iteration t

13: for each non-zero element X;; € X do

14: wal) — ¥(X;), wl(t), Wy), bl@, BE-I)) > update vectors and bias terms

15 WyH) — P(Xij, wl(t), Wy), bl(t), 13‘(;)) > where W is one of algorithms

16 b e, wi ) bl Bl >4,5,60r7
7 (t+1 t —(r t 7.t

17 BUY e w(xy, wi, wl bl Bl

18 D g (x, Wit W) plet) - plet))y > Cost at iteration t + 1

19: until (£ 4 1) > typge or |¢©) — D] < 5,0

return normalize (W)
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5.2.2 Stochastic Gradient Descent Optimization Methods

The objective function of GloVe is usually minimized with the use of Adaptive Gradient
(AdaGrad [22]) method, as Pennington et al. [52] did in their original work. There exist
many alternative gradient descent methods to AdaGrad, and some may be faster and/or give
better solutions, so we have experimented with three other popular gradient descent algo-
rithms. We will explain these algorithms in this section.

Each algorithm shows a single update step of the parameters ®. In our case, for a non-
zero element X;; € X, these parameters are the elements in the focus vector w;, the elements in
the context vector W, the focus bias term b; and the context bias term b;. Performing updates
on single observations in the data set is called stochastic gradient descent. Stochastic gradi-
ent descent can be much faster since classic batch gradient descent can perform redundant
updates for similar examples in the case of large data sets. Furthermore, this approach allows
for easy parallelization as all update operations for non-zero cells can be equally distributed
to different threads. A possible issue with this approach is that due to the lack of locking and
synchronization some calculations may be done with outdated values, also called a thread
collision. However, Recht et al. [S8] have shown with their algorithm called Hogwild! that,
especially with sparse input data, meaning an update will only affect a small part of the vari-
ables, this is not a issue. In fact, omitting the usual locking and synchronization steps makes
their method outperform those methods that do keep track of them.

Adaptive Gradient

Duchi et al. [22] have developed AdaGrad, which uses a separate learning rate for each pa-
rameter based on frequency of features, making it well-suited for sparse input data, such as
the sparse co-occurrence matrix X in equations 5.1 and 5.3. The authors describe this as
allowing them to find needles in haystacks in the form of very predictive but rarely seen fea-
tures. In simple terms, their procedures give frequently occurring features, such as in our
case a node in the RDF graph that occurs in the context of many other nodes, very low learn-
ing rates, and infrequent features high learning rates. The intuition here is that each time an
infrequent feature is seen, the learning algorithm should take notice. Thus, the adaptation
facilitates finding and identifying very predictive but comparatively rare features.

Algorithm 4 shows how this is a relatively simple parameter update scheme. On line 4
we can see that we only need to store the cumulative sum of the squared gradient for each
parameter 8 € ®. These sums are initialized as O on the first update step, when there is no
previous iteration. The main distinction of AdaGrad compared to the original gradient de-
scent is shown on lines 7 & 8. There we first, for a parameter 0, update the cumulative sum
of the previous squared gradients of 6. Then 6 itself is updated by subtracting the current
gradient gg, modified by v‘;‘ - From this we can gain a more intuitive understanding of
why infrequent features get high learning rates. That is, frequently occurring features will
have a much higher squared cumulative sum of their respective gradients. This, in turn, will
depress the rate at which their respective parameters are updated. The same is true in reverse
for the infrequent features, their respective parameters will have a greater update step when
they are observed. Finally, the constants & and € are usually set to 0.01 and 1077 respectively
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Algorithm 4 Adaptive Gradient

1: o learning rate > Arguments
2: & ‘fuzz factor’, small number mainly to prevent division by zero

3. O set of parameters to update > Variables
4: vgq): cumulative sum of past squared gradients for parameter 0, or 0

5: for each parameter 6) ¢ ©) do

6: gg) — 889{” > gradient of parameter 6
7: vg> — vgfl) + [gg)]2 > add squared gradient to cumulative sum
8: et ) — "‘> gg) > update parameter

by default in online sources 2. In practice, some tuning may be necessary. The authors of
AdaGrad make no mention of optimal values for these hyperparameters, as they are depen-
dent on the specifics of the data.

An issue with AdaGrad is the fact that the cumulative sums vg grow monotonically. This
leads to a monotonically decreasing learning rate, as the current gradient gg is multiplied by a
fraction with vy in the denominator. Especially over many iterations this causes the algorithm
to essentially stop learning. The next algorithms that we will explain all attempt to remove or
reduce this issue.

Adaptive Delta

Zeiler et al. [55] have developed Adaptive Delta (AdaDelta), which eliminates the need for a
learning rate hyper-parameter by replacing it with a moving average of past changes (deltas)
in the learned parameters. Therefore this method does not require manual tuning of the learn-
ing rate. Another improvement on AdaGrad is that it restricts the window in which past
squared gradients are accumulated in an effort to reduce the problem of a monotonically de-
creasing learning rate that can be an issue with AdaGrad. The authors note that, among other
things, AdaDelta is robust against noisy gradient information. This feature could make it very
useful in our setting.

Algorithm 5 shows how AdaDelta is slightly more complex than AdaGrad, although the
authors themselves note that their algorithm induces only a slightly increased computational
overhead compared to default stochastic gradient descent. On line 8 we maintain a fraction
B of previous squared gradients, and a fraction (1 — ) of the current squared gradient. Also
note that the learning rate & has been replaced by /g + € on line 9. Finally, on line 10,
we see how the change in parameter 6 is updated for the next iteration. A fraction 8 of the
previous changes in 6 is added to a fraction (1 — f3) of the current change. A potential issue
with AdaDelta, although not unique, is that there are more variables to hold in memory during

2https://keras.io/api/optimizers/#adagrad
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Algorithm 5 Adaptive Delta

1: B: interpolates current and past changes in parameters > Arguments
2: & ‘fuzz factor’

3. O): set of parameters to update > Variables
4: 5(3[71): squared change in parameter 0 in previous iteration, or 0

-1, . Lo Lo .
5: vg ), interpolated squared gradient in previous iteration, or 0

6: for each parameter ) ¢ ®) do

7 gg) — &‘;{t) > gradient of parameter 6

8: vg) — ﬁvgil) +(1- ﬁ)[gg)]2 > update squared gradient
/6(1—1)

9: ot g — %gg) > update parameter

learning. The constants $ and € are usually set to 0.95 and 1076 respectively by default 3,
these values are also used by the authors in their experiments.

Adaptive Moment Estimation

Kingma et al. [40] have developed Adam. Like AdaGrad, Adaptive Moment Estimation
(Adam) computes adaptive learning rates for each parameter, with the addition of the expo-
nentially decaying moving average of past gradients per parameter. This addition acts as a
momentum. For example, if gradients from recent iterations were large, this can affect the
current update step to be greater, even though the current gradient may be small. In this
manner it is possible to sometimes avoid getting stuck in local minima or taking very long
to descend shallow slopes. The authors note that their algorithm works well in settings with
noisy data and sparse gradients, which makes it a very good candidate for our setting.

As shown in algorithm 6, Adam is more complex than AdaGrad. There is an additional
term mg (line 6) that holds the exponential moving average of past gradients. Additionally,
the term vy (line 7) now holds the exponential moving average of past squared gradients,
instead of the cumulative sum. Like AdaDelta, we make use of interpolation on lines 10 &
11. Note that there are separate interpolation constants 8; and f3, for the first and second
moment terms. There is, however, a bias in the moment estimates towards zero, because
they are initialized at zero. Lines 12 & 13 introduce a correction for this bias, where ()’
indicates 3 to the power 7. The corrected moment estimates are then used in the update rule
on line 14. We note that the authors propose a slightly more efficient order of computation
at the expense of clarity, which is used in our implementation. The default  values for the
constants proposed by the authors are as follows: o = 0.001, B; = 0.9, B, = 0.999 and
e=1038.

3https://keras.io/api/optimizers/#adadelta
‘https://keras.io/optimizers/#adam
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Algorithm 6 Adaptive Moment Estimation

1: o learning rate > Arguments
2: By interpolates current and previous first moment

3: Bo: interpolates current and previous second moment

4: €: ‘fuzz factor’

5: O): set of parameters to update > Variables
6: mg_l): exponential moving average of past gradients, or 0
7: ng): exponential moving average of past squared gradients, or 0

8: for each parameter 8() ¢ ) do

9: gg) — a‘;{t) > gradient of parameter 6
10: mg) — Blmg_l) +(1-p5 )gg> > update first moment
1 vg> +— ﬁzvgfl) +(1-=PB) [gg)]2 > update second moment
()
. ~ (1) m . .
12: Ty — ﬁ?ﬁ), > bias correction
. A1) ve[ . .
13: Vo < =By > bias correction 5
14: et ) — Lrﬁg) > update parameter

o) ve

Adaptive Maximum Squared Gradient

Finally, Reddi et al. [59] have developed the Adaptive Maximum Squared Gradient (AMS-
Grad) algorithm. They pinpoint that, in some cases, the issue of occasional poor performance
of other adaptive methods, such as those listed above, is with the exponential moving average
of past squared gradients. It therefore uses the maximum of past squared gradients to update
the parameters instead. The rationale being that during optimization only some update steps
provide large and informative gradients, and using a decaying average would have quickly
diminished their influence. The authors also note that the other algorithms, such as AdaDelta
and Adam, do not converge in some settings and elucidate on why this is the case. They
show that, in order to have guaranteed convergence, the optimization algorithm must have
long term memory of past gradients.
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Algorithm 7 Adaptive Maximum Squared Gradient

1: o learning rate > Arguments
2: By: interpolates between previous and current first moment

3: Bo: interpolates between previous and current second moment

4. €: ‘fuzz factor’

5: O): set of parameters to update > Variables
-1 . . .

6: m(et ): first moment from previous iteration, or 0
-1 . . .

7: vg ): second moment from previous iteration, or 0

8: for each parameter ) ¢ ®) do

9: g(et) — aae{t) > gradient of parameter 6
10: mg) — ﬁlmg_l) +(1— Bl)gg) > update first moment
11: vg> + max (ﬁzvg_l> +(1- ﬁz)[gg>]2, vg_l)) > update second moment

~ (1) mg) . .
12: My < T=(B7 > bias correction
A1) vg) . .
13: Yo < =By > bias correction
14: et g — Ln%g) > update parameter
\/9(07 +€

Algorithm 7 shows how AMSGrad is mainly a modification of Adam. The main differ-

ence is on line 11, where we ensure that the current vg) is always larger than (or equal to)

vgfl) of the previous iteration. We note that, although the authors only show a biased version
in their work, the unbiased version is shown here and also implemented in Disambed. Again,
as with Adam, we make use of a slightly more efficient computation where a correction term
is calculated once for each iteration in the following way. Fist, we calculate a correction term

a, once for iteration 7:

o =ay/1=(B)/(1—(B1))

and then replace line 14 with:

00D 01 —am) / (1/vg' +e)

Lines 12 & 13 can then be removed. The default values for the constants are mostly taken
from Adam: & = 0.001, B; = 0.9, B, = 0.999 and £ = 107".
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Gradient Descent Performance Comparison

We have performed four experiments to ascertain the relative performances of all gradient
descent methods described above. The results of are shown in figures 5.2 and 5.3. The ex-
periments were done on a small data set consisting of records from multiple indices of the
Amsterdam City Archives. We have iteratively modified the learning rate o and the fuzz
factor €, while keeping both the maximum change between iterations d,,, and the maxi-
mum number of iterations #,,,, constant. A co-occurrence matrix was computed using the
Bookmark Coloring Algorithm specified in section 5.1.1, which was used as input for each
algorithm. Each method used the same seed for random initialization and was allowed to run
until it either found a local minimum or took 1000 iterations.

Each gradient descent method has several hyper parameters, such as the learning rate o,
one or more interpolators (such as 8 in AdaDelta) and the ‘fuzz factor® €. While it is in most
cases sufficient to keep these at their default values, there are cases where, for instance, set-
ting £ to 0.1 or even 1 instead of 10~/ will cause the algorithm to converge instead of diverge.
A closer look at the algorithms yields some intuition on why this may be the case. Setting
€ to 1 will cause the algorithms (with the exception of AdaDelta) to default back to a global
learning rate of o when the per-parameter learning rates are close to 0.

In the first experiment, shown in figure 5.2a, we tested for the performance of the hy-
perparameter values suggested by the authors of the algorithms and online sources. In the
second experiment, figure 5.2b, we used the suggested values for € while setting ¢ to 0.01
for all four methods. In the third experiment, figure 5.3a, we used o = 0.01 as before and
also set the value of € to 0.00001 for all gradient descent methods. Lastly, in the fourth ex-
periment, figure 5.3b, we set the value of € to 0.1. We note that each axis in the figures is
on a log, scale, which better highlights the difference in performance when the algorithms
are near convergence. However, it can hide the speed of convergence somewhat if this is not
taken into account.

It is clear that, at least in this case, AMSGrad, AdaDelta and Adam all converge much
faster than AdaGrad. In fact, AdaGrad never converged to a local minimum in the allotted
1000 iterations as set by f,,4c. This could mean that the intuition behind these modifications
of AdaGrad seems to be correct. That is, the monotonic growth of the cumulative sum of the
gradients for each parameter reduces the speed at which it can learn, especially after many
iterations. Furthermore, AMSGrad performs very well in most cases, which could indicate
that their intuition is also correct in this particular case. Their intuition is that the use of an
exponential moving average of all past squared gradients diminishes the influence of update
steps that give large gradients. Notably, in the fourth experiment, AdaDelta failed to converge
at all, as it could not fall back on a constant learning rate as the other algorithms. Care should
be still taken in the choice of gradient descent algorithm. While, for instance, AMSGrad
gives good performance, it does this at the expense of additional parameters that need to be
held in memory. This is also the case with Adam and AdaDelta. Therefore it can be beneficial
to make use of AdaGrad instead when dealing with large, e.g. hundreds of millions of nodes,
data sets. This way the memory footprint is minimized while still finding a relatively good
optimum, at the expense of a much longer running time.
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—— AdaDelta — AdaGrad — Adam — AMSGrad
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(b) Respective recommended values for € and o = 0.01

Figure 5.2: A comparison of gradient descent methods and values for the learning rate o and fuzz
factor €. The experiment was performed on a small subset of the Amsterdam City Archives indices. The
normalized loss is the total summed loss divided by the number of co-occurrences (non-zero values in
X). Since using the author recommended settings could lead to unfair comparisons, we also experiment
with three different hyperparameter settings in this figure and figure 5.3. Note that both axes are on a
log,q scale, as to better show the difference in performance when respective local optima are found.
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—— AdaDelta — AdaGrad — Adam — AMSGrad
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(a) € =0.00001 and oe = 0.01
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(b) € =0.1 and a = 0.01

Figure 5.3: A comparison of gradient descent methods and values for the learning rate o and fuzz
factor €. The experiment was performed on a small subset of the Amsterdam City Archives indices. The
normalized loss is the total summed loss divided by the number of co-occurrences (non-zero values in
X). AdaDelta is sensitive to larger values of €, while the others still converge. Setting € to such a high
value can help reduce numerical instability in cases where many gradients are close to zero. Note that
both axes are on a log scale, as to better show the difference in performance when respective local
optima are found.
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5.3 Conclusion

Embeddings are a well known technique for creating numerical representations for entities
that are otherwise difficult to process, such as words in text or, as in our case, nodes in a
graph. When we assign a numerical vector representation to an entity, we say that we embed
that entity. In this chapter we discuss how relevant nodes in an RDF graph (such as all nodes
of type:Person) are embedded based on their graph neighborhood structure. A useful
feature of embeddings is that, when constructed appropriately, the similarity between entities
can be calculated (in parallel) using Euclidean distance or cosine similarity, enabling further
processing such as clustering entities based on their similarity.

In this chapter we have shown how specific resources (entities) in an RDF graph can be
embedded into a d dimensional space. These entities are embedded in such a way that, when
they have strongly overlapping neighborhoods in the RDF graph, they have similar embed-
ding vectors (i.e similar coordinates in the embedding space). We have adapted the GloVe
algorithm to work more efficiently by computing a non-square co-occurrence matrix and only
calculating embedding vectors for the types of resources we are interested in. For example,
while each node in the graph can act as context, we only calculate the vectors for nodes of
type person.

We have experimented with four different stochastic gradient descent methods in order
to find the most time-efficient method that still yields an acceptable minimum cost. In our
experiments, the alternative methods mostly outperform AdaGrad, which is used by default
in GloVe. Care should still be taken, as the algorithms can be sensitive to the choice of learn-
ing rate and fuzz factor. The alternative algorithms are all very competitive. When choosing
a good learning rate, AMSGrad (section 5.2.2 performs best, often converging to the lowest
local minimum in acceptable time. There is, however, an extra cost associated with not using
AdaGrad, which are the necessary hyperparameters one needs to keep track off, such as the
squared gradients from previous iterations.

In the next chapter, we will show how the pairwise similarity information gained from
the embedding can be used to create clusters of entities. Each cluster then represents a single
real life object, such as a person.



Clustering with Pairwise
Similarities

This chapter is based on the following publications: [2, 5]

* Entity Matching in Digital Humanities Knowledge Graphs, Computational Humanities
Research, 2021

» Exploiting Transitivity for Entity Matching, European Semantic Web Conference, 2021

In the previous chapter we discussed how we create embeddings such that we can calcu-
late pairwise similarities between entities. This method of using these pairwise similarities
to classify pairs of entities as being duplicates creates a problem, however, as it may violate
transitivity. For example, we may consider the pairs (A,B) and (B,C) as having high simi-
larity, but there is no guarantee that the entities in pair (A,C) are also similar. This creates
an issue when we want to create clusters for entities A, B and C. Should we group A and B
together and keep C separate? Maybe the information of high similarities of B with both A
and C is evidence that the low similarity between A and C was in error.

In this chapter we describe and compare the different clustering algorithms we have used
in our entity resolution method. The best performing method will subsequently be used in
further experiments and improvements to the general entity resolution method. First, we
briefly formalize the entity resolution objective in our clustering setting. Given a starting set
of knowledge graphs {KG,...,KG,} with KG; = (V;,E;), our objective is to find the subset
of pairs of duplicate entities .#, where

v = Uw
i=1

P = VxV,and

< C P

It is generally understood in the field of entity resolution that the quadratic growth of P
presents a major problem. Therefore most methods employ some sort of blocking and/or
filtering methods [27, 39, 46] to reduce the number of pairs that have to be evaluated. We
employ the embedding for this purpose, as detailed in the rest of this chapter.
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6.1 Supervised Classification of Duplicate Entities

An evident way of creating clusters is by training classifiers on the vector representations
of pairs of entities, where each entity has an associated URI. These classifiers can then be
used to predict whether unlabeled pairs of entities are duplicates. All pairs which a classifier
judged to be duplicates are added to a linkset. Since a linkset consists of identity relations,
this will naturally create clusters. Each classifier is trained on the interaction between vector
representations of known duplicate and non-duplicate pairs of entities. In this text, when we
are describing the deduplication of entities that refer to persons, we use the terms ‘individual’
and ‘person’ interchangeably.

6.1.1 Obtaining Ground Truth

We validate the classifiers on a subset of the Amsterdam City Archives, encompassing 50
years. This subset has been labeled by a symbolic entity alignment method called Lenticular
Lenses [37] and subsequently validated by domain experts. The symbolic method explic-
itly models the ways nodes that represent individuals can be disambiguated, e.g. when one
observes a marriage record with a pair of individuals and later a baptism record where the
names of both persons are again present. These co-occurrences form clusters and, when
they accumulate, are treated as further ’evidence’ that these nodes indeed represent a sin-
gle individual, making the cluster more cohesive. Furthermore, when a cluster has multiple
co-occurrences with another cohesive cluster, this counts as additional evidence. For ex-
ample, both the husband and wife in the previous example can form their own respective
cohesive clusters with multiple interconnections between these clusters when entities from
both clusters co-occurred in the same record. When enough evidence has been collected and
the cluster is cohesive enough, it is considered as a potentially valid cluster. These potential
clusters are then further validated by domain experts, either confirming them as valid clusters
or splitting the clusters up into multiple clusters when the domain expert judged that there
were actually multiple individuals inside a cluster. In our clustering efforts, we attempt to
recreate the domain experts’ labeling. There are 2,815 labeled entities in total, which were
originally grouped into 968 clusters by the Lenticular Lenses method. The domain experts
then validated these clusters, which, after splitting up clusters that were invalid, yielded a
total of valid 1,073 clusters.

6.1.2 Generating Training and Testing Data

In order to generate a linkset using the vector representations (i.e. embeddings) of nodes in a
knowledge graph, we need to be able to decide whether two nodes in the graph are duplicates
by using these associated vectors. To do this, we train a classifier to distinguish ’positive’ (e.g.
both vectors in the pair refer to the same individual) and *negative’ (e.g. they refer to different
individual) pairs of vectors. Since each node of interest (e.g. those of type rdf : Person) in
the knowledge graph is associated with a vector in the embedding, we will refer to nodes as
vectors in this section.

First, we consider all possible pairs of vectors inside all potential clusters generated by
the symbolic method. That is, as they were presented to the domain experts. For each pair,
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we label it positive when the domain expert put both entities in the same cluster, and negative
otherwise. This provides us with all possible positive pairs and a set of negative pairs. Note
that these negative pairs represent the borderline cases which were incorrectly regarded as
positive pairs by the symbolic method. At this point we have many more positive pairs
than negative. This skew in the data may affect the learned bias in a classifier and reduce
performance. For this reason, to balance the ratio of positive to negative pairs, we randomly
sample pairs where the two vectors come from different clusters. These random pairs are
assumed to be negative, since the symbolic method has apparently failed to find sufficient
evidence that the two vectors refer to the same person. Even if the symbolic method made
an error, and two vectors that do refer to the same person ended up in different clusters, it is
highly unlikely that this pair will be included in the sample as there are about four million
pairs that could be sampled. In total the generated training and testing data consist of 6,166
pairs.

6.1.3 Extracting Features

A classifier requires what are called ‘features’ in order to learn. Features are numerical rep-
resentations of the entities on which we attempt to learn. For example, features for a person
could be a list of numbers consisting of their age, gender, income, etc. Which feature are
necessary depends greatly on the learning objective. In our case we consider two possible
methods of creating features from the pairs of vectors we have generated above. First, we
use cosine similarity between entities in a pair as the single feature. In this case, we are in
essence learning a threshold above which we consider a pair to be duplicates. This will act as
a baseline for a more complicated method, and has the advantage that it is fast to compute, al-
lowing the classification of a large number of pairs in a reasonable amount of time. Secondly,
for the more complicated method, the pairs are transformed to a new space with the same
dimensionality as the original embedding. This new space captures the interaction between
the elements in the vectors in a pair. For example, for an embedding with 50 dimensions,
two vectors (of length 50) in a pair are transformed to a single vector of length 50. These
50 numbers are then treated as the features of that pair. The interaction is captured by, for
each pair of vectors (u,v), calculating the Hadamard product w = u o v, where w; = u;v;. The
Hadamard product has often been used in the literature [63] and often comes out as the best
or at the top of methods to capture embedding vector interactions.

6.1.4 Experimental Results

We compare the performance of six embeddings, each generated using a different combina-
tion of neighborhood traversal strategy (explained in section 5.1.1) and whether or not similar
names are connected (explained in section 4.1). When names are not compared, this is called
exact, otherwise we call it partial. Each embedding contains only vectors related to person
entities. All models in subsections 6.1.5 and 6.1.6 have been trained and tested on the same
75-25 percent train/test split. The accuracy is recorded as the positive-negative class ratio
in the training and test sets is % Furthermore, we prefer high precision over recall, as false
positives will inhibit linkset performance much more than missing links. Therefore we opti-
mize for the F% score by using it as the criterion in the k-fold cross-validation process. We
use AdaGrad [22] (as explained in algorithm 4) as our gradient descent algorithm and the
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same hyper parameter settings for GloVe in each embedding, namely o = %, Xmax = 1, and
d =300. Table 6.1 shows the performance of each model on each embedding. It is clear
that the partial matching schemes including the domain knowledge and allowing for margins
of error in the data always performs best, and among these schemes, the bi-directed strategy
works best in most cases.

6.1.5 Baseline cosine similarity models

As a baseline, we trained a logistic regression model on solely the cosine similarity between
pairs. As can be seen in figure 6.1, the cosine similarity of negative pairs tends to be con-
centrated around zero, whereas the cosine similarity of positive pairs tends to be positive in
most cases, but more spread out over the whole range from —1 to 1. The unrelated randomly
sampled negative pairs contribute most to the high probability density around zero cosine
similarity. The negative pairs which are difficult to distinguish, namely those previously la-
beled as belonging to the same cluster before being divided into new clusters by the domain
expert, have a higher similarity.

Table 6.1: Performance statistics of logistic regression, random forests and SVM models. The value
for € depends on the ability of GloVe to converge to a solution without infinities, the smallest value that
works is chosen. For each machine learning method, we highlight the overall best results in bold.

D+A Bi-directed Hybrid
BCA Settings exact partial exact partial exact partial
o 0.10 0.10 0.10 0.10 0.10 0.10
€ le-4 Se-3 5e-3 Se-3 Se-3 le-2
Cosine Similarity LR exact partial exact partial exact partial
accuracy 0.52 0.78 0.68 0.82 0.58 0.77
precision 0.52 0.84 0.79 0.87 0.60 0.84
recall 0.52 0.69 0.50 0.77 0.45 0.65
F% score 0.52 0.80 0.71 0.85 0.56 0.80
Hadamard EN LR exact partial exact partial exact partial
accuracy 0.46 0.63 0.64 0.80 0.59 0.72
precision 0.46 0.68 0.69 0.82 0.64 0.77
recall 0.45 0.48 0.53 0.75 0.40 0.62
F% score 0.51 0.64 0.64 0.86 0.59 0.73
Hadamard Random Forest exact partial exact partial exact partial
accuracy 0.52 0.84 0.77 0.82 0.71 0.73
precision 0.53 0.93 0.87 0.89 0.74 0.82
recall 0.52 0.73 0.62 0.73 0.64 0.60
F% score 0.52 0.88 0.81 0.85 0.72 0.76
Hadamard SVM exact partial exact partial exact partial
accuracy 0.47 0.75 0.77 0.85 0.65 0.73
precision 0.47 0.84 0.82 0.88 0.70 0.78
recall 0.47 0.62 0.69 0.82 0.55 0.62
F% score 0.47 0.78 0.79 0.87 0.66 0.74
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6.1.6 Hadamard-space based models

Since cosine similarity removes some of the information that is present in the embedding,
such as the magnitude of the vectors, we train additional models on the features derived from
the Hadamard product of vectors in a pair. Firstly, a logistic regression model with elastic
net regularization (EN LR) is trained on each embedding using the glmnet package in R.
The underlying idea is that the regularization will set coefficients for unimportant features,
i.e. dimensions, to (near) zero. Secondly, with the same motivation as before, we train a
random forest (RF) model for every embedding using the randomForest package in R. This
allows for feature selection as well as a non-linear decision boundary. Thirdly, a radial kernel
based support vector machine (SVM) is trained on each embedding. We estimate ¢ with the
sigest function provided by the kernlab package, which estimates the range of values for the
o parameter which would return good results when used with a support vector machine. All
models have their hyper parameters tuned with 10-fold cross validation and the best model
is chosen using the F%-score. Table 6.2 shows an overview of the possible values for each
hyper parameter and which value was chosen in the case of an embedding generated with
the bi-directed partial scheme. While this does not allow for easy feature selection, we can
achieve a highly non-linear decision boundary.

6.1.7 Performance with small training sets

To build a model which can classify duplicate entities we need a set of labeled pairs to train on
(sometimes called a seed). This often requires the work of domain experts and is expensive,
in both (financial) cost and time. For this reason it is preferred that only a small number of

7o 75 70 75 0 o 5 70 75 70 70 75 O 5 0

(a) D+A Exact (b) D+A Partial (¢) Bi-directed Exact

(d) Bi-directed Partial (e) Hybrid Exact (f) Hybrid Partial

Figure 6.1: Distributions of cosine similarities (x-axis) of all pairs in the data set generated in section
6.1.2. The red and blue shaded areas represent negative and positive pairs respectively.
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Table 6.2: Overview of hyper parameter searches per classifier.

R package hyper parameter possible values
EN LR glmnet o 0.1,0.55, 1
A 0.00016, 0.0016, 0.016
RF randomForest mtry 2,151, 300
ntree 500
SVM kernlab C 4,8, 16
c sigest(X)

pairs need to be labeled while retaining the performance of the classifier. We simulate this
situation by repeatedly training the Cosine Similarity logistic regression model on a randomly
chosen small fraction of the data. We choose a train/test split with 102 training examples, and
with 10,000 random splits for each scheme. Figure 6.2 shows that there is nearly no loss in
performance for the bi-directed partial model, when compared to table 6.1.

6.1.8 Issues with this supervised approach

An issue with this approach is that the distributions in figure 6.1 are misleading. This is
because the true number of negative pairs is much larger than the number of positive pairs.
The blue shaded regions, when scaled appropriately, are much smaller than the red shaded
regions. This means that false positive pairs will dominate the true positive pairs. It is there-
fore necessary to perform a pre-selection on which pairs to choose, such as the candidate
pairs explained in section 6.2.1. Secondly, although the classifiers show good performance,
even with very little training data, we did not pursue this avenue of research further as this
approach inherently requires training data for the classifiers. It is one of the assumptions of
the project that a ground truth is either very limited or (more frequently) completely absent.
An unsupervised approach is therefore more prudent in our case.

Hybrid Partial __m>

Hybrid Exact Dj
Bi-directed Partial . _.I
Bi—directed Exact ————e ..o __—}

D + A Partial __I],

D + A Exact - ﬂ
0.4 0.5 0.6 0.7 0.8
F1/2 Score

Figure 6.2: Box-plot of F % scores of the Cosine Similarity LR model, for 10,000 different random
samples of 102 examples.
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6.2 An Unsupervised Approach to Duplicate Detection

An alternative approach to the supervised method described above is to first deal with the
skewed distribution issue by creating proto-clusters using (approximate) nearest neighbor
search in an embedding. These proto-clusters are then split up using clustering algorithms that
can make use of pairwise similarities. It is possible to treat these proto-clusters as connected
components in a graph G = (V,E), where each vertex v € V corresponds to an embedded
entity and there exists an edge (i, j) € E between entities i and j when one entity is the nearest
neighbor of the other. Clustering these entities is then analogous to modifying the connected
components such that they consist of one or more disjoint cliques. The most principled
approach to the problem of modifying graphs into a set of cliques using pairwise weights is
called Correlation Clustering [8] or Cluster Editing [28]. There exists an optimal solution
for this problem, however finding the best solution is computationally expensive (NP-hard).
We therefore experiment with heuristic algorithms as possible alternatives. These specific
heuristic algorithms were chosen because they were either used in related work (sections
6.2.1 and 6.2.1) or claimed to be very good alternatives to the exact solutions (section 6.2.1).
An advantage of this general method of clustering is that it does not require the user to specify
a parametric form for the clusters, nor the number of clusters. The rest of this chapter is
devoted to this new unsupervised approach.

6.2.1 Candidate Pairs

As stated in the entity resolution objective, we wish to determine the subset .2 C P that
contains the duplicate pairs. However, the vast majority of pairs in P do not link duplicate
entities, so duplicate pairs are very rare [32]. We reduce the degree of rarity by creating two
subsets P C P and P, = P — Py, where P is expected to be much smaller in size and to have
a much higher proportion of duplicate pairs. We construct P; by, for every embedded entity,
taking its approximate k nearest neighbors, where from experience we have learned that k =2
is a good value for a range of cluster sizes. This effectively acts as a blocking mechanism, as
most pairs in P are never considered. The problem of approximate nearest neighbor (ANN)
search has been well researched [10, 30] and calculating the approximate k nearest neighbors
for all entities can be achieved in much less than quadratic time, depending on the level of
approximation one is willing to tolerate. We note that when a near neighbor j is omitted in
the approximate result for node i, i.e. we miss the pair (i, j), then the pair (j,7) can still be
found when considering the approximate neighbors for node j. This reduces the impact of the
errors of the approximate search in our method. Next, all pairs in Pj are treated as unordered,
i.e. pairs (i, j) and (j,i) are merged. Finally, we calculate the cosine similarity u;; for all
pairs in Pj, and name all pairs where the similarity exceeds a threshold 0 the candidate pairs.

When the candidate pairs are treated as edges in an undirected graph, the resulting graph
typically consists of a number of connected components. This is illustrated in figure 6.3.
Since only pairs of entities in the same connected component are regarded as potential dupli-
cates, further processing is performed separately for each connected component C. First, C
is modified by adding a weighted edge for each possible pair of entities (i, j) € C. We define
the weight for the edge between entities 7 and j as w;; = u;; — 0. Note that w;; > 0 for all
candidate pairs. In general, w;; > 0 if u;; > 6 and w;; < 0 otherwise. We call the resulting
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modified component C’, which is then used as input for a clustering algorithm. Note that for
high values of 0 ~ 1, there are fewer candidate pairs (and thus smaller connected compo-
nents) than for lower values of 6.

In algorithm 8 we show how one can efficiently find all candidate pairs, and afterwards
create a set of connected components which can then each be clustered separately. First, for
each embedded entity i (line 4), we calculate the k approximate nearest neighbors (line 5).
As mentioned before, finding the exact nearest neighbors in a high dimensional space such as
our embedding can be very time consuming. It is therefore important to find the approximate
nearest neighbors. Then, for each neighbor entity j, if the cosine similarity between i and j
is equal to, or greater than, 0 (line 7), we add entities i and j to the candidate pair set (line 9).

Algorithm 8 Create the Candidate Pair Graph

1: 0: similarity threshold > Arguments
2: M: set of embedded entities

3: P < 0: Set of candidate pairs > Variables

4: for each embedded entity i € M do

5: Nik : set of k (approximate) nearest neighbors of i
6: for each neighbor entity j € Nik :do

7 if u;; > 6 then

8

9

p < (min(i, j), max(i, j)) > Create candidate pair p

P+ PU{p} > Add p to set

10: G=(V,E) where (i,j) € Eiff (i,j) € PandV =M > Define the graph
return G

When dealing with large knowledge graphs, we may have to find connected components
from millions of embedded entities. It is therefore also important to efficiently find all the
connected components after we have created the candidate pair graph G in algorithm 8. It is
most efficient to visit each node v € V only once, and to be able to quickly find all adjacent
nodes to v when necessary. In algorithm 9 we show how connected components are found.
First, we build an adjacency list using the candidate pairs stored in G (lines 4 — 6). Then,
while there remain any nodes that we have not processed, a breadth first search is performed
to find a connected component (lines 7 — 19). During the search, we hold any adjacent nodes
that are found in a first-in-first-out queue. For each node u in the queue, we add it to the
component and afterwards add all nodes adjacent to u to the queue. This process is then
repeated until the queue is empty. All nodes that are part of this component are marked as
processed and not evaluated again (lines 11 & 18).

Figure 6.3 shows an example of how a set of candidate pairs can form a graph with three
connected components. Each edge in the graph corresponds to a candidate pair. Note the
long chains in the top and bottom components, our intuition here is that the most likely way
to cluster this graph is to, for the top component, remove the weakest edge (B-C) of weight
0.72 and add the other missing edge (C-H). Lastly the bottom component can be split up in
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Algorithm 9 Finding Connected Components

1. G=(V,E): candidate pair graph

2: A: adjacency list
3: C: connected components, set of sets

4: for each pair (i, j)) €V do
5: A; (*AiU{j}
6: Aj (—AiU{i}

7: for each unprocessed node v € V do
8: QO < 0: empty FIFO queue

9: c: connected component, a set of nodes
10: Q.push(v)
11: mark node v as processed
12: while Q not empty do
13: u < Q.pop()
14: ¢+ cU{u}
15: for each node w € A, do
16: if w not processed then
17: Q.push(w)
18: mark node w as processed

19: C+CUc

return C

> Arguments

> Variables

> Fill the adjacency list
> Add j to list of i
> Add i to list of j

> Perform a breadth first search

> Add seed node to queue

> Take oldest element in queue
> Add node u to the component
> Search adjacent nodes to u
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Figure 6.3: An example of a graph formed by candidate pairs. In this case, the threshold 6 was set
to 0.7, and therefore all edges in the graph have a weight higher than this value. Note the possible
Sformation of long and weakly connected chains, such as with the bottom component { I, J, K, L, M }.
Since there are no other edges in this component, they very probably all had weights lower than 0,
and/or k was set to some very low value such as 1.

many ways, depending on the weights of the missing edges. For instance, the best split can
be all singleton clusters, or the clusters {/, J}, {K, L} and {M}, or {I}, {J, K, L}, {M}.

In the next sections we will explain all clustering algorithms that we have used in our
experiments, each provided with pseudo code. A clustering algorithm is given a connected
component as input and outputs one or more clusters.
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Transitive Closure Baseline

Transitive Closure, which is used as the baseline, generates the transitive closure of the re-
lations (edges) between entities involved in a connected component. When the transitive
closure is taken of a connected component this will result in a clique on that component,
which means it is a single cluster. In other words, each connected component C’ is treated
as a single cluster, regardless of the values of the weights. For small similarity thresholds of
0 ~ 0.5, this results in fewer but larger components, and thus clusters, while a large 0 ~ 1
results in many small (singleton) clusters.

Figure 6.3 shows how, for some components, this method can lead to very low precision
and high recall. For instance, the very weakly inter-connected component { I, J, K, L, M }
will have many edges added to it to turn it into a clique. These new edges have a very high
likelihood of being incorrect.

Regardless, for very high values of 6, since we are only considering candidate pairs of
very high confidence, this method can still yield good precision. This is of course at the
expense of recall. The main downside is that this method is very sensitive to the choice of 0,
which is not always obvious.
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Center Clustering

The first clustering algorithm we discuss is called Center Clustering. It was developed by
Hassanzadeh et al. [33] and the pseudocode is shown in algorithm 10. Center Clustering
works by partitioning the graph such that that each cluster has a center and all nodes in the
cluster are similar to that center. An advantage of this clustering algorithm is that it can be
performed with only a single iteration through the sorted list of entity pairs. Although a sort-
ing step on all pairs is required first, which necessitates a comparison between these entity
pairs. In total, we require "("2_ 1 comparisons for an input graph with n nodes. Afterwards
the sorting can be done in &'(n logn) time, with an additional linear scan to cluster entities.

As can be seen in algorithm 10, Center Clustering first sorts all entity pairs in the input
graph in descending order by their weights (lines 6 — 8). In our case, the input graph is a
connected component. The entities in the sorted list of entities pairs (line 9) are then clustered
according to the following rules:

1. If neither node has already been assigned to a cluster, then assign one of the nodes as
the center of a new cluster and add the other node to that cluster (line 11).

2. If one of the nodes is the center of a cluster, and the other node has no cluster, then add
the other node to that cluster (lines 13 & 15).

The Center Clustering algorithm has a tendency to create many small clusters based on strong
links, as the pairs with highest similarity are processed first, yielding a high precision but
often at the expense of recall. Finally, unclustered nodes become singleton clusters (lines 16
& 17).
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Algorithm 10 Center Clustering

1: 6: similarity threshold > Arguments
2: N: nodes in component
3: u: cosine similarities between embeddings of pairs of nodes (i, j); i,j € N

4: C < O: clusters assignments, set of sets > Variables
5. w: weights between all pairs of nodes (i, j); i,j €N

6: for each pair of nodes (i, j); i, j € N do

7: wij < u;jj—0 > Calculate weights
8: w < sort(w) > Sort large to small

9: for each weight w;; € w do

10: if i not clustered and j not clustered then
11 C+CU{{ij}} > add nodes to a new cluster with i as center
12: else if i is center and j not clustered then
13: Ciy < Ciy Uij} > add node j to cluster of node i
14: else if j is center and i not clustered then
15: C(j) + CijU{i} > add node i to cluster of node j

16: for each non-clustered node n € N do
17 C+CU{{n}} > add node as singleton cluster

return C
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Merge-Center Clustering

The second clustering algorithm we discuss is called Merge-Center Clustering. This algo-
rithm was also developed by Hassanzadeh et al. [33]. As can be seen in algorithm 11, Merge-
Center Clustering adds another step to the Center Clustering algorithm where if one of the
nodes is a center node, and the other node has already been assigned to a different cluster,
then the two clusters are merged (lines 12 — 17). These steps tend to result in fewer and larger
clusters than Center Clustering. Merge-Center Clustering has identical properties as Center
Clustering regarding the time complexity.

One issue with this algorithm is that, at low threshold values of 8, it tends to create very
large clusters. This behaviour is similar to that of the transitive closure method and leads
to very low precision below a certain value 6, as can be seen in the experimental results in
figures 6.4 and 6.5.

Algorithm 11 Merge-Center Clustering

1: 0: similarity threshold > Arguments
2: N: nodes in component
3. u: cosine similarities between embeddings of pairs nodes (i, j); i,j € N

4: C < O0: clusters assignments, set of sets > Variables
5. w: weights between all pairs of nodes (i, j); i,j € N

6: for each unordered pair of nodes (i, j); i, j € N do
7: wij < u;j—0 > Calculate weights

8: w < sort(w) > Sort large to small

9: for each weight w;; € w do

10: if i not clustered and j not clustered then

11 C+CU{{ij}} > add nodes to a new cluster with i as center
12: else if i is center and j clustered and i, j not in same cluster then

13: Ci < Ci U > merge clusters C(;) and C ;)
14: C+ C\C(j)

15: else if j is center and i clustered and i, j not in same cluster then

16: Cij < C)UC, > merge clusters C(;) and C;)
17: C+C \ C(,-)

18: else if i is center and j not clustered then

19: Ciy < Ciy Uij} > add node j to cluster of node i
20: else if j is center and i not clustered then

21 C(j) + C; U{i} > add node i to cluster of node j

22: for each non-clustered node n € N do
23: C+CuU{{n}} > add node as singleton cluster

return C
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Vote Clustering

Vote Clustering (algorithm 12), proposed by Elsner et al. [26] , is given as an efficient heuris-
tic alternative to the NP-hard Correlation Clustering problem. They show that simple al-
gorithms, such as Vote, are already close to optimality. From their experiments, the Vote
Clustering algorithm came out as best, which is why we have used it in our experiments. The
Vote algorithm processes the nodes in C’ in arbitrary order. In their experiments the authors
ran 100 different permutations and reported the run with the best objective value. They re-
port slightly better results than the average run. We, however, only perform a single run, as
computing many runs defeats the purpose of using a faster heuristic alternative. From our
experimental results this seems sufficient for adequate performance.

We shall briefly go trough the pseudocode shown in algorithm 12. First, each node i is
assigned to the cluster with the largest positive sum of weights with regard to i (lines 6 — 11).
If there are no clusters yet, or no cluster has a positive sum, then a new cluster is created for
i (lines 4 & 12). For high values of 6 ~ 1, this will cause most sums to be negative, thereby
creating more clusters.

The algorithm is relatively efficient as each non clustered node is only compared to other
already clustered nodes and each node, once considered, is always assigned a cluster. Thus,
for n nodes, we do a total of @ entity pair comparisons. The sorting step of Center
and Merge-Center clustering is omitted. Vote clustering has been suggested as a heuristic
alternative to the exact correlation clustering, explained next.

Algorithm 12 Vote Clustering

1: O: similarity threshold > Arguments
: N: nodes in component
3: u: cosine similarities between embeddings of nodes € N

N

4: C < O0: clusters assignments, set of sets > Variables

5: for each non-clustered node i € N do

6: for each cluster C;, € C do
7: Sk < Ljec, uij — 0 > calculate sum for cluster Cy
8: m < argmax (sg) > index of cluster with largest sum

9: if 5,, > O then

10: Cpn + G U{i} > assign i to cluster with highest weight

11: else

12: C+—CU{{i}} > there was no good cluster, make new
return C
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Correlation Clustering

Correlation Clustering [8] partitions the nodes of C' = (V, E) into a number of disjoint subsets
(clusters) such that the sum of the between-cluster positive weights minus the sum of the
within-cluster negative weights is minimized. More formally, let I' = {V},V,,...} denote a
partitioning of V into disjoint subsets (clusters). Furthermore, let E* = {(i, j) € E : w;; > 0}
denote the edges with positive weight, and let E~ = E \ E™ denote the edges with non-
positive weight. Finally, let intra(I") denote the collection of edges with both endpoints in the
same partition (cluster), and inter(I") the collection of edges with both endpoints in a different
partition (cluster). The objective is to find the clustering I" that minimizes the cost:

cost(C',T) = ) wij — ) wij (6.1)

(i,j) e inter(r)nE+ (i,j)e intra(C)NE-

The intuition behind minimizing the cost function is to discourage the situation where nodes
with positive similarity are assigned to different clusters and nodes with negative similarity
are assigned to the same cluster. Note that high values of 6 will cause most weights to be
negative and to have an associated cost of putting the corresponding nodes in the same cluster.
This will yield an optimal solution with smaller clusters. Low values of 8 will results in fewer
but larger clusters. Due to the NP-hardness of the correlation clustering problem, we only
perform correlation clustering on components no larger than 50 nodes. Larger components
are processed with the vote algorithm.

Integer Linear Programming Setup

While the above cost function (6.1) gives a good intuitive understanding on the Correlation
Clustering problem, it can be difficult to see how a solution can be found computationally.
We therefore also present a different formulation of Correlation Clustering problem, called
Cluster Editing [28]. In fact, since we have calculated weights for each edge in a connected
component, our particular case is the weighted Cluster Editing problem, presented in equation
6.2.

argmin Z wij — Z Wij Xij (6.2)

X (ij)eA 1<i<j<n
subjectto  +x;j+xp—xx <1 foralll<i<j<k<n, (6.3)
+xij—xjp+xp <1 forall 1 <i<j<k<n, (6.4)
—xijt+xp+xp <1 forall 1 <i<j<k<n, (6.5)
xij €{0,1} forall1<i<j<n (6.6)

Here w;; is the weight given to the pair (i, ), A denotes the set of edges in a compo-
nent with a positive weight, and x;; = 1 when a link between i and j is part of the solu-
tion, and zero otherwise. X denotes the strictly upper triangular n X n matrix containing all
x;; values, where n is the total number of entities in the connected component. The 3(’3’)
constraints (6.3) - (6.5) together ensure that the solution satisfies transitivity. The objective
function (6.2) can be interpreted as minimizing the difference between the starting situation
containing only edges with positive weight (first sum), and a possible solution (second sum).
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Since the first sum is a constant and does not depend on the decision variables x;;, the objec-
tive function can be simplified with the following steps:

First, we write the first sum as some constant c:

argmin ¢ — Z Wij Xij
X 1<i<j<n

Then, since the solution does not depend on ¢, we set ¢ = 0:

argmin 0 — Z wij Xjj = argmin — Z Wij Xij
X 1<i<j<n X I<i<j<n

Now we can simply flip the sign and, instead of minimizing, maximize with the following
equation:
argmax Z WijXij (6~7)

X I<i<j<n

Where the simplified equation 6.7 is subject to the same constraints as equation 6.2.

Now that we have an equation (and constraints) that can be solved by off-the-shelf (in-
teger) linear programming software (we have used ojAlgo [50]), extracting the final clusters
can be done by finding the connected components in the result with the use of algorithm 9.
We note that a faster algorithm can be obtained with a linear programming relaxation and
cutting plane approach [11]. We did not implement this due to time constraints and leave this
to future work.

6.3 Experimental Setup

For our experiments we have used two datasets, one is a set of KGs containing real historical
data from the cultural heritage domain, the other is a semi-synthetic KG designed to have
similar structural properties as the merge of the KGs from the cultural heritage domain. The
main reason to design and use a semi-synthetic KG is to have a complete ground truth to val-
idate the performance of the proposed approach. As mentioned in the introduction section,
the KGs from the cultural heritage domain in our project have only a partial ground truth,
obtained with manual validation by domain experts [37]. In this section, we first explain the
used datasets, i.e. SAA and DBLP. Without getting into the technical details of the appli-
cation of our methodology in this experimental setup, we only note that the nodes of these
knowledge graphs are embedded into a separate 50-dimensional space.

6.3.1 City Archives of Amsterdam

We shall briefly explain again the 2019 version of the structure of the City Archives of Ams-
terdam' (in Dutch Stadsarchief Amsterdam, abbreviated SAA) that was used in these experi-
ments. The SAA is a collection of registers, acts and books from the 16" century up to mod-
ern times. The original data are in the form of handwritten books that have been scanned and

Mttps://archief.amsterdam/indexen
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digitised by hand. Often more information is stored in the original form than was transcribed.
Fully digitising all information is an ongoing process, performed mostly by volunteers. For
this project we made use of a subset collected from three different registers: Burial, Notice
of Marriage and Baptism. The burial register does not describe who was buried where, but
simply records the act of someone declaring a deceased person. To this end, it mentions the
date and place of declaration and references two persons, one of whom is dead. Sadly, it does
not tell us which one of the two has died. The notice of marriage records tell us the church,
religion and names of those who are planning to get married. It also mentions names of per-
sons involved in previous marriages if applicable. The baptism register mentions the place
and date of where a child was baptised. It does not tell us the name of the child, only the
names of the father and mother. Lastly the above records were combined with a subset from
the Ecartico 2 data set, which is a comprehensive collection of biographical data from more
well-known people from the Dutch golden age. Back in chapter 3, figure 3.2 we have shown
the graph representations of a record in each register. Note that these records can be linked
to each other by sharing a literal node, in this case a name or a date field, where the name
of an individual is often written in different ways and many dates are approximate. For our
experiments we use a subset containing 12,517 (non-unique) persons, and a partial ground
truth of 1073 clusters.

6.3.2 Semi-synthetic DBLP-based KG

Since we have only a partial ground truth available for the SAA dataset, and to validate
the performance of our approach, we have created a KG based on a 2017 RDF release® of
DBLP,* a well-known dataset among computer scientists, containing publication and author
information. This version of DBLP has already been disambiguated, that is, different persons
with the same name have unique URIs. We have reversed this by first taking a random sample
of persons and then creating new anonymous URIs for each author listed per publication. In
total 76,397 new URIs are created for disambiguation into 51,515 clusters. These anonymous
author nodes are then assigned their original name, with the further introduction of noise.
Every character in each name instance has a 1% chance of deletions, random character swaps
and replacing a character with a random character. Certain characters (¢ becomes e) have
a 25% chance of alteration, and middle names are shortened to their initials with a 50%
probability. There are never more than 3 alterations per name instance. We chose these
particular percentages to create enough noise such that names can have multiple different,
but not unrecognisable, versions, as is the case in the SAA dataset. This type of attribute
error, if large enough, can decrease precision as identical entities will have very dissimilar
attributes. The final result is a KG with publication nodes, each with a title attribute and one
or more authors, each of which has a name attribute. The clustering objective is to group
together all author URIs that represent the same real life person, where we only use noisy
name information, the co-occurrence of other authors and their co-authors (who again only
have a name), and publication titles. This makes the DBLP KG share properties that are
analogous to the merged KGs of SAA, such as n-to-n relationships, noise in literal values,
the way entities can be related (through literal nodes) and similar cluster size distribution.

2http://www.vondel.humanities.uva.nl/ecartico
3http://data.linkeddatafragments.org/dblp
“https://dblp.uni-trier.de



6.4 EXPERIMENTAL RESULTS

Table 6.3: The maximum F: —% and F-1 Scores and associated similarity threshold 0 for the SAA KGs
and DBLP KG

SAA DBLP
F-% score F-1 score F-% score F-1 score

0 max 0 max 0 max 0 max

closure | 0.80  0.81 0.72 0.73 0.83 0.82 0.79 0.72

center | 0.63  0.72 0.60 0.54 0.74 0.61 0.65 0.43
merge-center | 0.78  0.73 0.66 0.58 0.80 0.68 0.76 0.53
vote | 0.79  0.81 0.69 0.73 0.80 0.82 0.72 0.73

corr. clust. & vote | 0.75  0.81 0.63 0.73 0.79 0.82 0.71 0.73

Note that the clustering objective, where we try to cluster together person nodes in records,
remains similar to that of SAA. Finally, we note that since we have a complete ground truth
for DBLP, we can compute reliable precision and recall values in our experiments.

6.4 Experimental Results

Table 6.3 together with Figures 6.4 and 6.5 show the results of the experiments for both the
SAA and DBLP data sources. For a range of values for 0 (in steps of 0.01) we generate pre-
cision, recall and associated F-scores. Table 6.3 reports the similarity threshold 8 that yields
the maximum F-scores for each clustering method. It is our experience that precision is more
important for minimizing errors than recall, when the clusters are used in downstream tasks,
such as to be used by a SPARQL reasoner. This reasoner will conclude the transitive clo-
sure of all sameAs links it is given and may therefore return unwanted results when precision
is low, i.e. there are many false positive links. Furthermore, domain experts tend to prefer
fewer correct results over many unreliable ones. Therefore we also report the F-% score,
which weighs precision twice as heavily as recall.

We first observe that the performance of the proposed clustering methods applied to SAA
is similar to those applied to DBLP. Furthermore, the maximum F-scores of the baseline
are as good as the maxima of the correlation clustering and vote algorithms. However, in
practice the optimal similarity threshold cannot be known in advance, as there is only partial
ground truth available (or none at all). It is therefore important to use a method that does
not depend strongly on the choice of threshold, and preferably has a high overall precision
(and F-score). Figure 6.4 presents the overall scores of the clustering methods for various
similarity thresholds applied to SAA, while figure 6.5 does the same, but with respect to the
DBLP dataset. The Center Clustering algorithm has good precision, but suffers from very
low recall, as seen in Figures 6.4c, 6.4d, 6.5c and 6.5d. Note that both center and merge-
center have a much lower maximum F-score than the other methods. From Figures 6.4b and
6.5b we can see that the correlation clustering and vote combination performs best by a slight
margin, with good precision while not suffering too much in recall. The vote algorithm by
itself is nearly as good and much more efficient. Both are a good choice when it comes to
overall performance over a range of thresholds.
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Figure 6.4: Results for a range of similarity thresholds 0 (horizontal axis) for the SAA KGs.
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6.5 Conclusion

In this chapter, we have shown that our method can handle the complexities of real KGs from
the cultural heritage domain and is able to yield a result with high precision while still having
good recall. Pairwise similarity information, such as the cosine similarity from an embed-
ding, can be used to group entities into connected components, which act as proto-clusters.
These components are then further spit up into cliques, where each clique acts as a cluster of
entities which we regard as all referring to the same real life object (such as a person).

Both supervised and unsupervised methods yield acceptable results. The main issue with
the supervised approach is that a ground truth is necessary. It is one of the assumptions of this
project that this is either not the case, or very expensive to obtain. A domain expert would
have to manually label example pairs of entities, where immediately the additional problem
arises of which pairs to label. This can be somewhat mitigated by using data from another
method. However, the main problem of requiring labeled pairs persists.

The unsupervised method uses no information other than a user-set threshold 6 and an
embedding. The experiment with the DBLP KG shows that the results can be replicated on
a different KG with similar structural properties. Furthermore, we have shown that several
different clustering algorithms can be applied in our method.

The use of an unsupervised method can be most appropriate when there is no or very lim-
ited ground truth available. Moreover, in case of limited ground truth a supervised learner can
work if only a few features are used. Therefore, in the next chapter we will experiment with
introducing additional symbolic features, such as logical rules about how certain properties
relate, to create a system that combines both symbolic and sub-symbolic information.



Incorporating Domain
Knowledge

This chapter is based on the following publications: [6, 7]

¢ Combining Node Embeddings with Domain Knowledge for Identity Resolution, Graphs
and Networks in the Humanities, 2021

¢ Adding Domain Knowledge to Improve Entity Resolution in 17th and 18th Century
Amsterdam Archival Records, SEMANTICS, 2022

In the previous chapter we described how clustering techniques can be used to perform
entity resolution on embeddings. Nevertheless, these models may produce errors in the entity
resolution outcome. That is, a type 1 error can occur (false positive), where pairs of enti-
ties may be identified as duplicate while in reality they are not. Alternatively a type 2 error
may happen (false negative), where two duplicate entities are assigned to different clusters.
These errors may come about due to inherent weaknesses in the embedding technique, or
incomplete and unreliable information in the original data. Due to the lack of ground truth,
a very common occurrence in the field of Digital Humanities, it is not viable to switch to a
supervised method in an attempt to improve performance. Therefore, it is necessary to use
other types of information, such as rational axioms and domain knowledge, to improve the
entity resolution method. In this chapter we focus on resolving type 1 errors.

We argue that domain-specific knowledge can be used to detect and correct matching
errors, and propose an approach to incorporate domain knowledge in an existing entity reso-
lution algorithm. Examples of such domain-specific knowledge are

1. Two entities cannot be identical if they occur in the same civil registration record. This
captures many different semantics, depending on the record type. For example, this
captures the idea that one cannot marry oneself, one cannot report oneself as deceased,
and one cannot be a witness to an event where one is the principal participant.

2. Two entities, one with birth date x, the other with marriage date y cannot be identical if
x > y. These kinds of rules are dependent on the record type, as records of other types
do not contain the necessary information. For example, a rule that uses semantics on
marriage and birth needs a marriage record to get a marriage date and another record
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Figure 7.1: A quick overview of the entity resolution process

with birth date information, or, for example, a baptism record to approximate the birth
date.

These rules were created with the help of domain- and data experts. The purpose of
these rules is to test the conclusion of a sub-symbolic method that two entities are the same.
Furthermore, a complication to the use of such rules is that domain-specific knowledge can
involve uncertainty due to the ambiguity in the data. For example, if we want to exploit the
fact that a person cannot be born after they have died, one must be able to identify the born
and dead persons unambiguously. The difficulty is that in this type of archival sources it is not
a given that the person is actively involved in the registration event when they are mentioned.
It could even be that the person is already deceased and is solely used as a disambiguating
description for someone else (e.g. Claartje Jans, widow of Cornelis Pieters). If this happens
in a burial registration or the registration of a testament, we need a rule that is aware of this
knowledge and we do not treat the fact of a person’s death as 100% certain, but see this as
relative to the number of persons involved in the event. This uncertainty then propagates to
the conclusion of the rule.

In this chapter we present 1. An experiment with the incorporation of these rules with
an existing embedding. 2. A case study where we apply the method to a more challenging
setting with more heterogeneous and voluminous data. We also make a distinction between
the terms ‘experiment’ and ‘case study’ to indicate that we have no sufficient ground truth
available for the latter. The main motivation for the case study was to apply the method to our
data to make a linkset, which is then incorporated in the Golden Agents infrastructure. The
purpose of the experiment is to test whether the inclusion of domain knowledge improves
entity resolution performance and to provide estimates of starting parameters that lead to an
optimal configuration of the method. This configuration is then used in the case study.

As a quick reminder we briefly describe the entity resolution method. We start with a
set of knowledge graphs that are combined into a single graph by comparing literals on their
values and semantic context. The resources we wish to disambiguate in the merged graph,
such as all nodes of type rdf : Person, are then embedded into a d dimensional space using
a modification of the GloVe algorithm. That is, these relevant entities are represented as an
embedding & = {vy,...,v,} where each vector v € & corresponds to a (non-unique) entity
(e.g. a person resource in our data set) which may have duplicates (i.e. other resources that
refer to the same real-life object). Then, we construct a new graph G = (V,E) where each
vertex in V corresponds to a vector in the embedding &. We then take the k (approximate)
nearest neighbours (based on euclidean distance between the embedding vectors) of each en-
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tity i € V, denoted by the set Nik, and create an edge between that entity and its neighbour
j € NF if their cosine similarity u;; = cosim(v;,v;) exceeds some threshold 6. Such con-
structed graphs, which are illustrated in figure 6.3 in chapter 6 and here on panel A in figure
7.1, consist of a number of connected components. The number and size of these components
depend on the choice of 0: values of 6 close to 1 result in many small components and lower
values result in fewer but larger components. With each possible pair of entities i and j within
each component we associate a weight w;; = u;; — 6. Panel B illustrates how these weights
can be both positive (blue, similar) and negative (red, dissimilar). Components are subse-
quently subdivided into disjoint cliques using either integer linear programming (ILP) or an
alternative heuristic clustering algorithm (both are illustrated with panel C). Each algorithm
works by associating a cost for omitting a pair with a positive weight, i.e. assign to differ-
ent clusters, and for retaining a pair with a negative weight, i.e. assign to same cluster, in a
solution. The partitioning with the (approximate) lowest cost is then selected, illustrated in
panel D. This partitioning also represents the final output of the disambiguation method. This
output can take the form of a list of clusters, which is useful for domain experts to validate, or
a set of sameAs relations between entity pairs. This set of sameAs relations, often called a
linkset, can then be used by SPARQL query engines to reason about which properties belong
to which resources.

7.1 Representing Rules

In the remainder of this chapter, we explain our extension to the work described above. That
is, how domain knowledge is encoded and integrated into this process at two points. This
domain knowledge is encoded as a set of rules provided by domain experts. These rules,
which aim at identifying non-duplicate entities, have the general form: if a certain condition
holds for a pair of entities i and j, then it is ruled out that i and j are duplicates. We assume
that we have a data set that contains additional knowledge about the entities on which the
condition of these rules can be checked. This data can, for instance, come in the form of an
RDF graph, where rules are encoded as filter clauses in SPARQL queries. We have provided
an example SPARQL query in our repository!. Such rules can be divided into two categories:

1. Definite Rules: There are rules for which we know in advance that applying them
results in conclusions with high certainty, that is, the two entities on which the definite
rule is applied are not duplicates. For example, if entity i and j both occur in the same
marriage event, then it is ruled out that entities i and j are duplicates as one can not
be a bride/groom and witness at the same time.

2. Probabilistic Rules: For other rules, we may not be as confident in the evaluation of
the premise. This can, for instance, be due to uncertainty or ambiguity in the data. For
example, consider the rule if the burial date of entity i is before the marriage date of
entity j, then it is ruled out that entities i and j are duplicates. The burial record is
ambiguous as it contains in addition to entity i also an entity k, without mentioning
who was buried. This means that, in the absence of any other evidence, the probability
that entity i was the one who died is 50%, and the probability of the conclusion of the
rule that entities i and j are ruled out as duplicates also becomes 50%.

"Mttps://github.com/knaw-huc/golden-agents-occasional-poetry
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We use .7;; to denote the set of all definite rules applied to i and j, meaning i and j satisfy
the premise. Furthermore, %;; = {r1,...,r,} denotes the set of all probabilistic rules that can
be applied to entities i and j. First, the definite rules are used to further cull the approximate
nearest neighbours found in the embedding, next to already removing neighbours that have a
similarity which falls below the threshold 6. That is, we only create an edge between entities
i and j in the graph G if u;; > 6 and no definite rule is satisfied for that pair. Since multiple
probabilistic rules could be satisfied on an entity pair, the rules and their probabilities need to
be aggregated first. To this end, for r € %, we use p(r) to denote the probability that i and j
are ruled out as duplicates, e.g. p(r) = 0.5 is read as in 50% of the cases it is ruled out that i
and j are duplicates. When evaluating a set of rules on a pair of entities i and j, the outcomes
are aggregated as follows:

Pij—1< 11 11’(’))7 (7.1)

rEH,”Z,'j

where p;; is the total probability that it is ruled out that i and j are duplicates.

Here we assume for convenience that rules are independent, as it would be very difficult
to quantify the dependencies between all of them. As is, for example, the case with the
naive Bayes classifier, we expect that the independence assumption still gives a reasonable
approximation.

Using equation (7.1), we calculate a penalty s;; for considering a given pair of entities i
and j as duplicates:

108 if 1 #0
sii=10 else if Z;j = 0 (7.2)

1—4/1—pij otherwise

This yields a very large penalty if any definite rule was applied for the pair of entities i
and j and no penalty if no rule was applied. This large penalty guarantees that pairs of entities
satisfy a definite rule in the final results. In all other cases, it transitions smoothly between
sij =1 for p;; =0, and s;; = 0 for p;; = 1. The square root is taken to reduce the penalty to
prevent the probabilistic rules from acting as definite rules in some edge cases.

Finally, we calculate the updated final weight w;;, used for the partitioning of connected
components, with the following equation:

Wij:uij—sij—ﬂ (73)

Note that s;; represents the amount of evidence against the conclusion that i and j are dupli-
cates. Also, note that rule application can never lead to an increase in the weight since a lack
of evidence to rule out a pair of entities as duplicates does not constitute evidence that they
are the same. At this point, the connected components are then partitioned into cliques as we
describe in chapter 6. Each clique then corresponds to a unique real-life object (panel D). For
example, in our experiment, each vertex (entity) denotes a reference to a person, and each
clique corresponds to a single real-life person (object).
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7.2 Experimental Setup

For both the experiment and the case study, we use domain knowledge to improve the re-
sults. The experiment shows by how much the rules improve performance in both precision
and recall, while the case study only gives us precision. The experiment makes it possible
to determine reasonable values of 6 for the case study when both precision and recall are
considered.

7.2.1 Domain Knowledge Experiment

For our experiment to determine the effectiveness of applying rules we have used four data
sets containing real historical data from the cultural heritage domain. We made use of a sub-
set from the 2021 version of the Amsterdam City Archives and a subset of the ECARTICO
data set containing information on marriage registrations. Combined, the above-described
subsets form a data set that contains 12,517 entities referring to (non-unique) persons, and a
partial ground truth of 1073 clusters, obtained with manual validation by domain experts [37].

We have designed two definite rules based on expert domain knowledge, namely that
two entities co-occurring in the same record are not duplicates, and that two entities origi-
nating from ECARTICO are not duplicates. The latter rule is based on the knowledge that
ECARTICO is an expert-curated biographical data set that contains a single unique entry for
a single person. Furthermore, we have constructed 8 probabilistic rules that consider the dates
at which the events took place, and how many years occur between them. Below we list three
example rules for entities i and j:

1. Entity i is mentioned in the role of groom or bride in a notice of marriage registration at
date d;, and j is mentioned in the role of husband, wife, father, or mother in a marriage
or baptism registration respectively at date d». If more than 30 years occur between d
and d», then it is ruled out that i and j are duplicates.

2. Entity i is mentioned in the role of groom or bride at date d;. If there is less than 17
years between the birth date of j and dj, then it is ruled out that i and j are duplicates.

3. Entity i is mentioned in the role of groom or bride at date d;. If there is more than 60
years between the birth date of j and d, then it is ruled out that i and j are duplicates.

Note that in many cases, a rule does not apply because one or both attributes are missing for
a given pair of persons. All rules are combinations of what the dates represent and how they
relate to each other. The rules that contain a burial date in the premise have been given a
probability of 0.5 for reasons explained in section 3.1.3. All other rules have been assigned
a range of probabilities ranging from 0.25 to 0.95, with the justification that, for cultural rea-
sons, these kinds of rules can be trusted with different levels to be correct in their assessment.
We test our method four times, each time with a different set of rules: (a) no rules, (b) only
definite rules, (c) only probabilistic rules, and (d) all rules.

We apply a combination of the Correlation Clustering [8] and Vote [26] algorithms, as
these algorithms performed best in our previous work [2]. Due to the NP-hardness of the
Correlation Clustering (ILP) algorithm, we apply it only to connected components smaller
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Figure 7.2: Basic structure of our RDF-model. Persons participate (either actively or passively) in an
event. In the event, they carry a specific role: the role in which they are mentioned. Every person has
one or more names.

than 100 vertices. Larger components are handled with the Vote algorithm. This is mostly an
issue when using low values of 8, where large components can be generated. As 0 increases,
Correlation Clustering is used more, until it is solely used when 8 > 0.70. We have shown
in previous work [5] that in our setting the Vote algorithm is very competitive with Correla-
tion Clustering. These clusters are then compared to a partial ground truth which has been
validated by domain experts.

7.2.2 Occasional Poetry Case Study

In the case study we focus on combining two data sets that come from two content providers:
1. The indices from the Amsterdam City Archives, and 2. the Occasional Poetry data. The
latter is used to make a selection of these data sets by which we create a subset that is both
relevant for our case study and is workable in terms of size.

We limit the data to resources related to the actors in the Occasional Poetry data set, in
particular only the persons that we reconciled with at least one mention in the Amsterdam
City Archives data. We create this subset using a SPARQL query that constructs a copy of
the data that only includes events in which at least one disambiguated person was mentioned.
For each of these events, it gives the date of the event, the type of event, the persons partici-
pating in the event, and the role in which they participate (e.g. bride, or witness). In total, this
produces a data set that contains 7,339 events and 22,073 persons, of whom 3,839 have been
disambiguated (i.e. they participate in at least two events: one from the Occasional Poetry
data set, and one from the City Archives’ data sets). The resources are following a basic
format that models resources as part of an event in a particular role, as shown in figure 7.2.
The SPARQL query and the subset itself can be seen in our documentation on GitHub.?

The goal is to maximise the disambiguation of entities in the subset, so that, ideally, a
single (disambiguated) person participates in more than one event. With this, we will be able
to gain insight into the lives of persons in this data set, such as their lifespan and their social
or professional network, and the motivation behind creative production in the 17" and 18t

2https://github.com/knaw-huc/golden-agents—occasional-poetry



7.3 RESULTS

century in Amsterdam. As mentioned in section 3.4, we already made connections from the
Occasional Poetry data set to the data sets of the Amsterdam City Archives using the Lentic-
ular Lens tool [35]. These links were subsequently all manually validated.

Then we extend these links by making use of the node embeddings method to in particular
disambiguate peripheral entities. These are most often entities that do not occur in the role of
bride, groom, father, or mother, and that only are mentioned in the Amsterdam City Archives
data set. We use three definite rules and no probabilistic rules in the case study. Entities i and
Jj are considered not to be duplicates if any of the following conditions hold:

1. Both i and j participate in the same event.

2. Both i and j are mentioned in the role of child in a baptism record (assuming there are
no duplicate baptism records).

3. iis mentioned in the role of a child in a baptism record and j is mentioned anywhere
else in any role at an earlier date.

Finally, a domain expert validates the results of the embedding to assess the quality of
the results as well as their usability for future research. This is done by indicating whether or
not a person resource (represented by a contextualised URI) refers to the same entity as other
URIs in the same cluster. Extra metadata is given to ease the validation process, such as a
person’s name, their role, and the type of event they participate in. If necessary, the expert
can inspect a scan of the original handwritten document. Though not needed for the scoring
of the method, we do generate an RDF linkset from the result for usage in the Golden Agents
project which can be found, together with the data, in the repository.>

7.3 Results

Since we have a ground truth for the experiment on domain knowledge, we report both pre-
cision and recall. Then we use the F-Score to determine optimal values for 6. This optimal
value is used again in the case study. Table 7.1 shows the results of our experiment. High 6
values will produce very high precision, as many small (or even singleton) connected com-
ponents are created. Each component will likely be composed of pairs with similarly high
weights, suggesting a high likelihood of them referring to the same real-life object. On the
other hand, high 8 values will yield a low recall, as we exclude many pairs of entities with
lower (but still reasonable) cosine similarities. We discuss each performance metric in more
detail below.

7.3.1 Precision

From table 7.1 we can see that precision increases for all three combinations of rules. For
very high values of 0, precision does not increase as the rules are unlikely to exclude pairs
with very high cosine similarities, showing that the embedding correctly captured (part of)
the likeness between entities. When we lower 0 to more reasonable values, the rules start to

3https://github.com/knaw-huc/golden-agents—occasional-poetry
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Precision Recall
0 060 065 0.70 0.75 0.80 0.85] 0.60 0.65 0.70 0.75 0.80 0.85
N 065 074 082 086 091 093] 069 0.66 0.62 0.58 0.52 042
D 0.87 090 093 093 094 095 068 0.66 0.61 0.57 051 042
P 069 077 085 0.89 092 094 | 0.68 0.65 0.61 0.57 051 042
A 0.87 091 093 093 094 095 068 0.65 0.61 057 051 042
F1-Score F%—Score
0 \ 0.60 065 0.70 0.75 0.80 0.85 \ 0.60 065 0.70 0.75 0.80 0.85
N 0.67 070 0.71 0.69 0.66 0.58 | 0.66 0.72 0.77 0.79 0.79 0.75
D 076 076 0.74 0.71 0.66 0.58 | 0.82 0.84 0.84 0.83 0.81 0.76
P 068 070 0.71 0.69 0.65 058 0.69 0.74 0.79 0.80 0.79 0.75
A 076 076 0.74 0.71 0.66 0.58 | 0.83 0.84 0.84 0.83 0.81 0.76

Table 7.1: Precision, recall, F1 and F %—Scores for a range of different 6 values and the following rule
sets: No rules, Definite rules, Probabilistic rules and All rules

exclude some of the pairs of entities which the embedding encoded as likely but not certainly
referring to the same entity.

7.3.2 Recall

Table 7.1 shows that there is a very slight decrease in recall when rules are applied. We sur-
mise that the decreases in recall are caused by a conflict between the data and the judgement
of the domain experts who created the ground truth. For instance, some rules can cause false-
negative pairs to be created when a domain expert previously judged a pair to be correct, even
though it conflicts with a rule, thereby decreasing recall. This is usually caused by errors or
uncertainty in the data, which is not uncommon in these kinds of corpora.

7.3.3 F-Scores

The F-Score can be used to pick an appropriate value for 6 based on both precision and
recall. It is possible to adjust the F-Score to give greater weight to either precision or recall,
depending on the situation. In our case, we report both F1 and F%—Score, which weighs
precision twice as high as recall, as in our particular case precision is more important than
recall. This is due to the fact that errors in the entity resolution process can complicate the
further analysis of the data by historians. A threshold of 6 = 0.70 (i.e. the score with the
highest F%—Score) gives the optimum result when precision is valued twice as high as recall,
otherwise the threshold 8 = 0.65 is best.
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7.3.4 Results of the Occasional Poetry Case Study

We based the choice of 8 = 0.70 (as explained in section 7.2) on the outcome of the exper-
iment, also taking into consideration that this rendered a result size that can be validated in
a reasonable time (within a week) by a domain expert. This resulted in 9,151 entities (refer-
ences to persons) being clustered into 3,400 distinct clusters, where each cluster represents
the occurrences of a single real-life person. Of these 9,151 entities, 8,326 were correctly
clustered according to the domain expert. Furthermore, 45 entities could not be confidently
attributed as either correct or incorrect due to the lack of available information needed for the
validation. This means that we achieve a precision between 0.91, if all 45 entities are incor-
rect, and 0.92 if they are all correct. We are unable to compute the recall, as it is not feasible
due to the size, scope, and selection process of the data to determine, for each cluster, which
entities are missing. However, we are able to present a list of common errors and points of
improvement that were found during the validation process:

* In some cases, the logical ordering of baptism in the role of child, then notice of mar-
riage as husband or wife, then baptism again in the role of father or mother could have
been taken into account. Nonetheless, it should be said that people could and did re-
marry, so strict enforcement of a rule that states that baptism always takes place after a
marriage, could introduce additional errors while removing others.

» Some entities were erroneously clustered. Adding additional relations to other nodes
(e.g. religion types, church information) in combination with formulating extra rules
could have been used to refine the disambiguation.

* The common occurrence of some patrician family names causes them to be put to-
gether into a single cluster, e.g. in the case of the name ‘Jan Six’ that appears in every
generation of this family.

* In some cases, two entities with very different names were put into the same cluster.
This type of error can occur when two entities are clustered together with a similarity
higher than the threshold 8. It is relatively simple to remove these errors with an
additional string similarity check. (This is something we plan for future work.)

7.4 Conclusion

We have shown that it is possible to combine symbolic and sub-symbolic knowledge in such
a way that it improves the performance of an existing entity resolution method. However, the
interaction between the two is not always obvious. Introducing rules which, at first glance,
should always improve performance may, in fact, worsen performance if there are errors in
the data. In future work we plan on including positive evidence as well, that is, the inclusion
of rules which, if applicable, indicate that entities are more likely to be duplicates. This can
be done with logical rules, as well as by including information from symbolic methods such
as Idrissou et al. [36].
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The case study shows that the method works on a larger data set as well and that it gives
good results. In future work, we plan to include more contextual information and distinctive
attributes to the resources in the graph, such as religions and locations, which potentially
improves the entity resolution outcome. Additionally, having a data set with thousands of
disambiguated interconnected entities makes it possible to perform community detection.
This could reveal previously hidden patterns such as larger networks of people who were
somehow connected to each other, either by social or professional relation. In particular, our
method of entity resolution shows promise to work well in other deed types of the Amsterdam
Notarial Archives, as they are very similar in their structure.



Conclusions

In this dissertation we have presented a novel framework called Disambed for the disam-
biguation of entities in knowledge graphs using node embeddings. Our framework is special-
ized in dealing with the specific issues that occur in, but are not limited to, historical data.
In general, the use of semantic web technology and machine learning techniques in the field
of computational humanities still has much potential for further growth. Where previously
there were major hurdles in the quality and availability of data, this has only recently been
partially overcome with the release of relatively large data sets. These sets contain hundreds
of millions of triples and have no major errors that would preclude comparisons on a large
scale, such as cross-contamination between properties, in addition to comprehensive ontolo-
gies. Cross-contamination between properties can be, for example, concatenating the year of
birth with the name of a person. However, one major hurdle remains: the lack of labeled data,
a ground truth consisting of matching entity pairs. This will be necessary if one is to apply in
the future, for instance, recent deep-learning techniques that, while able to learn complicated
structures and rules, need a large quantity of labeled data to do so. We discuss the possibili-
ties of such methods in the future work section of this chapter.

With Disambed we have been able to start disambiguating ordinary persons from Amsterdam
during the Dutch Golden Age. By using multiple data sets, each with its own context, we
were able to link them with high precision and acceptable recall. This is an important first
step that enables further research into the relationships and communities these people formed.
We have worked in the confines of the Golden Agents project where, in addition to a scientific
contribution, certain requirements had to be met. These requirements were contributions to
the project goals, which in this case was software that could be used by others to perform
entity resolution. As such, this software had to be configurable and able to run with no third
party dependencies. In addition to this, we worked with the limitations that occur in the field
of Digital Humanities, such as having little access to a ground truth. This gave requirements
such as on what specific data the framework had to perform well and added restrictions such
as the need to prepare the data when it was not of sufficient quality. Much work needed to be
done to first properly prepare the data for disambiguation, as there are errors and ambiguities
in the data that needed correcting. Errors such as cross-contamination of attributes (e.g.
appending the birth date after the name) needed to be fixed at the source by data experts. Then
we spent time finding good representations of entities, where for instance we had to take into
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account that slight variations in peoples names do not make their respective contexts disjoint.
Additionally, we had to research ways of clustering these persons with the added difficulties
of not knowing the total number of clusters and also what the sizes of those clusters were.
There are, for instance, many singleton clusters, as many people only occur once in the data.
Others, like those who had many children and whose records were preserved, might occur
as many as 15 times. Lastly, we introduced domain knowledge in order to add additional
constraints to the clustering algorithms, thereby refining the clusters by excluding impossible
or very unlikely matches. In the rest of this chapter we will give a short summary per major
topic and discuss what we have learned and how we might do things in the future.

8.1 Historical Data

Semantic web technology is increasingly used by researchers in the humanities such as (cul-
tural) historians, literary scholars and art historians, to answer important - yet with traditional
means often hard to answer - questions in their respective (sub) fields. Not only does this
technology make it possible for the data to be more easily accessed and large scaled, it also
facilitates the integration of other relevant data sources, allowing for the answering of ques-
tions that are only answerable when different data sets are combined. The conversion of
existing data sets to RDF remains a work in progress and is done by experts of both semantic
web technology and the cultural domain of the data set. In chapters 3 and 4 we have seen that
much effort is required to first clean up and then properly structure the data with a custom
ontology. The data from historical sources can have a multitude of issues that will need to be
handled first before it can be properly processed.

In addition to generating RDF data and creating an ontology, another step is required in
order for the method described in this dissertation to work. That is, the input knowledge
graphs first need to be combined in such a way that, when the entity neighborhoods are com-
puted, these neighborhoods contain the maximum amount of relevant entities for the task at
hand. When this is indeed the case and these neighborhoods do contain relevant entities, such
as possible duplicates, the embedding algorithm will in turn allocate similar vector coordi-
nates to these possible duplicates. Therefore they tend to end up in the same cluster. It is
therefore important to make as many connections between potentially relevant entities be-
tween different (and inside of) knowledge graphs as possible. This is not as easy as it may
seem, as there are many possible data types and one has to also consider the semantic context
of each property in order to properly compare them. This inherently requires at least some
input of domain experts. That is, a domain expert can tell which properties are best compared
and in what way. For example, the cultural context may be important when comparing prop-
erties such as the dates of baptism and birth events, or comparing notice of marriage dates
with the dates of the marriages themselves.

Many things were learnt during the creation of the processes described above. For in-
stance, the fact that decentralised data is only possible under assumption of at least some
coherent vision on how the data should be modeled. Of course, differences in ontology and
structure between data sets are to be expected, and one can argue that this is the whole point
of the endeavor. However, each data set itself should be properly structured and coherent with



8.2 MACHINE LEARNING TECHNIQUES

regards to its own ontology. There are errors that preclude a data set from being properly in-
tegrated. An example of such an error is cross-contamination between properties, where for
example a date of birth is combined with a persons name, which is meant as an informa-
tive label but does not fit the semantics of the used property. Another example is having no
particular rules on how to represent uncertainties. For instance, when the exact year of an
individuals birth is unknown, this is sometimes represented as ‘165X’. Such a date is invalid
and most software will either not load a knowledge graph that contains these dates, or give an
error during query time. Instead, a more principled way is to use the graph structure to model
the uncertainty. For example, one can split an uncertain date into two parts, the earliest date
possible and the latest date possible respectively. The process of perfecting the data is very
costly and time consuming and requires expertise on multiple levels. This is very difficult
to achieve under strict budgets, where data quality does not have high priority. Therefore, in
most realistic circumstances, the assumption of a coherent vision does not hold. This leads
to the requirement of a centralized authority which can enforce certain structures and rules,
in addition to having an accessible repository for the data.

Much future work can be done in regard to the data described in this dissertation. For
instance, the probate inventory data can be improved by adding roles to the participants of
the events. In addition to this, a check can be done to ascertain who was deceased in the case
of testaments in the notarial archives. Another example of future work would be the linking
of data sets containing production data, such as the STCN (described in section 3.3) and
occasional poetry (described in section 3.4). When these two data sets are properly linked
on the level of person entities with, for example, Disambed, many other endeavors become
possible. For example, the application of community detection in order to find out who
worked with who and which factors played a role (such as religion) in the formation of these
communities. Another example is research into the contribution of minorities in Amsterdam,
such as artists from Antwerp and the black community. More generally, a national effort in
standardization, e.g. by linking to common thesauri, on concepts such as person types, event
types, role types, document types, locations types and occupation types may be necessary.
In addition to the standardization, data sustainability is also important. Researchers require a
place to store valuable interpretations, which preferably can be accessed by third parties, such
as with a triple-store. The absence of which makes it difficult to integrate these contributions
in new research and important insights may be lost.

8.2 Machine Learning Techniques

Embeddings are a well known machine learning technique for creating numerical represen-
tations for entities that are otherwise difficult to process, such as words in a corpus or, as in
our case, nodes in a graph. When we assign a numerical vector representation to an entity,
we say that we embed that entity. In chapter 5 we have discussed how relevant nodes in an
RDF graph (such as all nodes of type foaf :Person) are embedded, based on their graph
neighborhood structure, into a d dimensional space. These entities are embedded in such a
way that, when they have strongly overlapping neighborhoods in the RDF graph, they have
similar embedding vectors (i.e similar coordinates in the embedding space). A useful feature
of embeddings is that, when constructed appropriately, the similarity between entities can be
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calculated (in parallel) using Euclidean distance or cosine similarity, enabling further pro-
cessing such as clustering entities based on these computed similarities.

A disadvantage of this method of embedding entities is that it is very hard, once two en-
tities are embedded, to determine exactly why they were assigned their respective vectors.
Additionally, the semantic meaning of the dimensions in the embedding is very hard to un-
derstand. This makes it difficult to debug and even to determine whether an error occurred in
the first place. Related to this issue, much work has been done in the field of explainable Al
This field aims at creating tools and methods that help in explaining why certain decisions or
predictions were made by Al algorithms. This helps in creating (public) trust in the outcomes
of these algorithms and allows scientists to refine the algorithms to create better output. In
this case ‘better’ can be a higher performance in terms of precision and recall, but it can also
mean a fairer outcome, where for instance people with certain (combinations of) properties in
the data are not unfairly excluded from outcomes such as the allocation of resources. In light
of the desire to be more explainable and transparent in the output specifically, we highlight
the beginnings of a potential solution below. The intuition here is that, if one can easily in-
terpret the output, it is also easier to determine which patterns were learned by the algorithm.
For example, a domain expert could determine that all patterns are based on family relations.

One can take the view that determining whether two entities are duplicates can be achieved
by searching for the existence of certain important paths in the graph. These paths together
contribute to an increase of the probability that two entities are duplicates. In this case, a
path is defined as a sequence of predicates. Two important advantages to such a description
are that it is easy to interpret by a domain expert by observing the predicates and that a path
can also be trivially encoded as triple patterns for a SPARQL query. A triple pattern is like
a triple, except that each of the subject, predicate and object may be a variable. This inter-
pretability of the output can greatly help the issue of explainability which may be lacking in
other methods, such as embedding based methods like Disambed. We give an example for a
path in the case of the Amsterdam City Archives data. In this case there can exist a path from
a person entity that participates in event A to another person entity in event B, containing a
third person entity that participated in both event A and event B. From the predicates in this
path we can infer that the third person has taken the role of mother and witness in events A
and B respectively. The existence of this path can contribute to an increase of the probabil-
ity that these first two entities are duplicates. The objective is then to extract these relevant
paths from all possible paths between the first two entities. Naturally, the search space of all
possible paths is very large and would need to be constrained by, for example, only searching
locally in the graph by restricting the minimum and maximum lengths of paths. We highlight
a possible solution next.

In recent years deep learning techniques, such as attention, which have been developed
in the field of large language models, may help in achieving this goal of finding paths. In
general, attention works by focusing the learning algorithm on the input that is most relevant
for the task at hand. First, we note that in the case of knowledge graphs the unit of operation
(also called a token) is a triple. A sequence of triples, where the object of one triple is the
subject of the next triple is the same as a path in the knowledge graph. Using this notion
of triples, the technique of attention can be leveraged to focus only on those paths that are
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important for observing a duplicate pair. An advantage to this method would be that the
extracted paths can be combined as a conjunction in a SPARQL query. Finding all duplicate
pairs would then amount to running this query. Another advantage is that this query is easy
to interpret, thus a domain expert can at least infer that the results make sense in the context
of the data. Two disadvantages of this method are that many example duplicate pairs are
needed for training and that, like previous machine learning methods, it is not guaranteed to
be transitive in its judgment of which entities are duplicates.

8.3 Clustering Entities

In the previous section we briefly discussed how we create embeddings, their associated
issues and what possible future work lies in the direction of applying machine learning tech-
niques on knowledge graphs for the purpose of entity resolution. One of the issues of these
supervised machine learning techniques based on pairwise matches is their inability to en-
force transitivity in their results. For example, when given a trained classifier and entities A,
B and C, the classifier may consider the pairs (A, B) and (B,C) to be duplicates, but there is no
guarantee that the algorithm also considers the entities in pair (A,C) to be duplicates. When
a situation occurs such as where the pair (A, C) is classified as not a duplicate, a compromise
must be reached. One solution is to simply list all pairs classified as duplicate and then take
the transitive closure, which will include any missing pairs that can be inferred by transitivity.
A more principled way may be to not use a classifier but instead use a clustering algorithm
that will take into account all or most of the computed similarities from the embedding. The
output of this clustering algorithm should be a set of clusters such that, first, as few low sim-
ilarity pairs are put in the same cluster as possible, and second, where as few high similarity
pairs are put in different clusters as possible. In chapter 6 we have described and compared
a number of different clustering algorithms which perform this task. Furthermore, we have
shown that our method can handle the complexities of real knowledge graphs from the cul-
tural heritage domain and is able to yield a result with high precision while still having good
recall. Pairwise similarity information, such as the cosine similarity from an embedding,
can be used to group entities into connected components, which act as preliminary clusters.
These components are then further spit up into cliques, where each clique acts as a cluster of
entities which we regard as all referring to the same real life object (such as a person).

Both supervised and unsupervised methods yield acceptable results. The main issue with
the supervised approach is that a ground truth is necessary. It is one of the assumptions of this
project that this is either not the case, or very expensive to obtain. A domain expert would
have to manually label example pairs of entities, where immediately the additional problem
arises of which pairs to label. This can be somewhat mitigated by using data from another
method. However, the main problem of requiring labeled pairs persists. The unsupervised
method requires no information other than a user-set threshold 6 and an embedding. The
experiment with the DBLP KG shows that the results can be replicated on a different KG
with similar structural properties.
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8.4 Including Domain Knowledge

In the previous section we described how clustering techniques can be used to perform entity
resolution on embeddings. Nevertheless, these models may produce errors in the entity reso-
lution outcome. That is, a false positive (type 1 error) can occur, where pairs of entities may
be identified as duplicate while in reality they are not. Alternatively a false negative (type 2
error) may happen, where two duplicate entities are assigned to different clusters. These er-
rors may come about due to inherent weaknesses in the embedding technique, or incomplete
and unreliable information in the original data. Due to the lack of ground truth, a very com-
mon occurrence in the field of Digital Humanities, it is not viable to switch to a supervised
method in an attempt to improve performance. Therefore, it is necessary to use other types of
information, such as rational axioms and domain knowledge, to improve the entity resolution
method. In chapter 7, we have focused on resolving type 1 errors.

Two examples of such domain-specific knowledge are:

1. Two entities cannot be identical if they occur in the same civil registration record. This
captures many different semantics, depending on the record type. For example, this
captures the idea that one cannot marry oneself, one cannot report oneself as deceased,
and one cannot be a witness to an event where one is the principal participant.

2. Two entities, one with birth date x, the other with marriage date y cannot be identical if
x >y. These kinds of rules are dependent on the record type, as records of other types
do not contain the necessary information. For example, a rule that uses semantics on
marriage and birth needs a marriage record to get a marriage date and another record
with birth date information, or, for example, a baptism record to approximate the birth
date.

These rules are created with the help of domain- and data experts. The purpose of these
rules is to test the conclusion of a sub-symbolic method that two entities are duplicates.
Furthermore, a complication to the use of such rules is that domain-specific knowledge can
involve uncertainty due to the ambiguity in the data. For example, if we want to exploit the
fact that a person cannot be born after they have died, one must be able to identify the born
and dead persons unambiguously. The difficulty is that in this type of archival sources it is not
a given that the person is actively involved in the registration event when they are mentioned.
It could even be that the person is already deceased and is solely used as a disambiguating
description for someone else (e.g. Claartje Jans, widow of Cornelis Pieters). If this happens
in a burial registration or the registration of a testament, we need a rule that is aware of this
knowledge and we do not treat the fact of a person’s death as 100% certain, but see this as
relative to the number of persons involved in the event. This uncertainty then propagates to
the conclusion of the rule.

We have shown that it is possible to combine symbolic and sub-symbolic knowledge in
such a way that it improves the performance of an existing entity resolution method. However,
the interaction between the two types of knowledge is not always obvious. Introducing rules
which, at first glance, should always improve performance may, in fact, worsen performance
if there are errors in the data. In future work we plan on including positive evidence as well,
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that is, the inclusion of rules which, if applicable, indicate that entities are more likely to be
duplicates. This can be done with logical rules, as well as by including information from
symbolic methods such as presented by Idrissou et al. [36].
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Summary

Semantic web technology is increasingly being used in projects of humanities researchers,
such as historians and literary scholars. This technology makes it easier to access large-scale
data sets from the cultural heritage world, such as the indexes on persons and locations of the
Amsterdam City Archives. Semantic web technology also facilitates the integration of dif-
ferent data sources into knowledge graphs, which in turn enables cross-data set analyzes that
were previously infeasible. This makes it possible, for example, to reconstruct someone’s life
on the basis of primary archival sources. However, the integration of different historical data
sets entails a number of complications. Because the majority of these archival data sets are
aimed at providing quick and easy access, it is likely that the same person is included multiple
times within a single data set, or may also appear multiple times in different data sets, each
time with a new entry and unique identifier. Until these unique entries are resolved and the
duplicate entities are disambiguated, it is not yet possible to conduct this type of investigation.

This dissertation offers a solution to this problem and describes a method to reduce, if
not solve, the number of duplicates in a set of knowledge graphs by clustering these unique
entries, where each cluster represents a single real life object. To this end, it describes the
application of so-called ‘embeddings’: a technique for making computer-readable represen-
tations of entities such as nodes in a knowledge graph. The method described in this thesis
constructs the embeddings such that a high similarity between two nodes is indicative of a
duplicate. However, relying on these pairwise matches is not without risks. For example,
the application of a threshold value can lead to a transitivity violation. That is, the entity
pairs (A,B) and (B,C) can both have high similarity, but this need not be the case for pair
(A,C). To address this issue, we employ algorithms that make use of the pairwise similarities
to find clusters that conform as best as possible to the computed similarities. Nevertheless, it
happens that these clustering algorithms produce false positives and negatives. To counteract
this and significantly improve the clustering results, this work describes the use of domain-
specific knowledge and constraints to detect and correct clustering errors. An example of
such a restriction is that one cannot marry oneself or that a person is first baptized and then
buried.
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Samenvatting

Semantic-webtechnologie wordt steeds vaker gebruikt in projecten van onderzoekers uit de
geesteswetenschappen. Deze technologie maakt het eenvoudiger om toegang te krijgen tot
grootschalige datasets uit de erfgoedwereld, zoals bijvoorbeeld de indexen op personen en
locaties van het Stadsarchief Amsterdam. Tevens faciliteert de techniek de integratie van
verschillende databronnen, die op haar beurt datasetoverstijgende analyses mogelijk maakt
die voorheen onuitvoerbaar waren. Zo wordt het hiermee bijvoorbeeld mogelijk om iemands
leven te reconstrureren aan de hand van primaire archiefbronnen. De integratie van verschil-
lende historische datasets brengt echter een aantal complicaties met zich mee. Omdat het
merendeel van deze archiefdatasets gericht is op het bieden van een snelle en gemakkeli-
jke toegang, is het waarschijnlijk dat dezelfde persoon meerdere keren is opgenomen in één
dataset, of ook meermaals voorkomt in verschillende datasets, telkens met een nieuwe ver-
melding en unieke identificatiecode. Totdat deze unieke vermeldingen zijn opgelost en de
dubbele entiteiten zijn gedisambigueerd, is het nog niet mogelijk om dit type onderzoek uit
te voeren.

Dit proefschrift biedt een oplossing voor dit probleem en beschrijft een methode om het
aantal duplicaten in een dataset terug te dringen, zo niet op te lossen, door deze unieke ver-
meldingen van personen te clusteren. Hiervoor beschrijft het de toepassing van zogeheten
‘embeddings’: een techniek om computerleesbare representaties te maken van entiteiten zoals
knopen in een netwerk. De in dit proefschrift beschreven methode construeert de embeddings
zodanig dat een hoge gelijkenis tussen twee knopen indicatief is voor een duplicaat. Echter,
afgaan op deze paarsgewijze overeenkomsten is niet zonder risico§. Zo kan de toepassing
van een drempelwaarde leiden tot een schending van transitiviteit. De entiteitsparen (A, B)
en (B, C) kunnen bijvoorbeeld beide een hoge gelijkenis hebben, maar dit hoeft niet het geval
te zijn voor paar (A,C). Om dit probleem op te lossen worden zowel deze paarsgewijze
overeenkomsten als eerder berekende overeenkomsten gecombineerd bij het clusteren van
entiteiten. Desalniettemin komt het voor dat deze clusteringsalgoritmen valspositieven en
-negatieven produceren. Om dit tegen te gaan en de clusteringsresultaten significant te ver-
beteren beschrijft dit werk de inzet van domeinspecifieke kennis en restricties om clusterings-
fouten op te sporen en te corrigeren. Een voorbeeld van dergelijke restrictie is dat men niet
met zichzelf kan trouwen of dat een persoon eerst wordt gedoopt en dan wordt begraven.
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