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a b s t r a c t 

Robust evidence from health policy research has the potential to inform policy-making, but studies have 

suggested that methodological shortcomings are abundant. We aimed to identify common methodologi- 

cal weaknesses in pharmaceutical pricing policy analyses. A systematic review (SR) of studies examining 

pharmaceutical pricing policies served as basis for the present analysis. We selected all studies that were 

included in the SR ( n = 56), and those that were excluded from the SR due to ineligible study designs 

only ( n = 101). Risk of bias was assessed and specific study design issues were recorded to identify recur- 

rent methodological issues. Sixty-one percent of studies with a study design eligible for the SR presented 

with a high risk of bias in at least one domain. Potential interference of co-interventions was a source 

of possible bias in 53% of interrupted time series studies. Failing to consider potential confounders was 

the primary cause for potential bias in difference-in-differences, regression, and panel data analyses. In 

101 studies with a study design not eligible for the SR, 32% were uncontrolled before-after studies and 

23% were studies without pre-intervention data. Some of the methodological issues encountered may be 

resolved during the design of a study. Awareness among researchers on methodological issues will help 

improve the rigor of health policy research in general. 

© 2022 The Authors. Published by Elsevier B.V. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Evidence from health policy research has the potential to be 

ranslated into effective and appropriate strategies, policies and in- 

erventions [ 1 , 2 ]. Indeed, health policy research is considered es- 

ential in advancing health systems’ performances with the ambi- 

ion of achieving universal health coverage (UHC) and the health- 

elated Sustainable Development Goals (SDG) [2] . Since the 1990s, 

ncreased importance has been placed on evidence-based health- 

are policy making [ 3 , 4 ]. 

Randomized controlled trials (RCTs) remain the gold standard 

n clinical research for generating robust evidence with a consider- 

ble certainty [5] . However, waiting for this same level of certainty 

n generating evidence on healthcare policies would paralyze the 

olicy-making process [ 6 , 7 ]. Particularly as conducting RCTs in pol- 

cy research may be unfeasible or even undesirable [ 8 , 9 ]. To estab-

ish a measure of effect in health policy research that is both unbi- 
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sed and feasible to produce, certainty of evidence and pragmatism 

eed to be balanced [7] . This is by no means straightforward. 

Recognizing this problem, the World Health Organization 

WHO) published the Health Policy and Systems Development: An 

genda for Research in 1996 [10] . With this technical document 

he WHO provided researchers with guidance on identifying gen- 

ral research approaches that are potentially appropriate in study- 

ng health policies. This document states that, to achieve real ad- 

ancement in the field of health policy research, policy assess- 

ents should move towards measuring the direct and indirect ef- 

ects of policies on prespecified outcomes. It is emphasized that 

here is a need for both qualitative and quantitative policy assess- 

ents. The need for robust evidence on health policies was further 

tressed in the WHO Handbook for Guideline Development in 2012. 

his Handbook states that systematic reviews used to inform WHO 

uidelines are to be developed according to the standards outlined 

y the Cochrane Collaboration [11] . With that, only RCTs or obser- 

ational study designs associated with a low risk of bias should 

ualify for systematic reviews used to support WHO guidelines, be- 

ide additional qualitative evidence. 
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f

However, little explicit guidance exists on what research de- 

igns or methods best inform quantitative health policy analyses 

nd how to perform these [12] . Instead, mostly general recommen- 

ations have been presented in the literature over the years [13] . 

or one, multiple types of outcomes should be adopted in health 

olicy analyses including both unintended and unexpected conse- 

uences of a policy intervention [14] . To facilitate the identification 

f such consequences, the study should encompass a sufficiently 

ong time span [12] . Additionally, an appropriate comparator or 

ounterfactual is necessary to interpret the results [14] . Finally, a 

omprehensive and well-specified description of the intervention 

nd the contextual factors is required as it may help to explain the 

uccess or failure of an intervention [ 6 , 14 ]. Although these general

ecommendations provide some direction, more concrete guidance 

s lacking. 

The present study was inspired by the experiences from an ex- 

ensive systematic review (SR) of studies evaluating ten pharma- 

eutical pricing policies, used for the development of the 2020 

HO Guideline on Country Pharmaceutical Pricing Policies [15] . 

e observed that a large proportion of studies were excluded dur- 

ng the review process due to ineligible study designs [16] . Addi- 

ionally, we noted that many of the studies that did meet the eli- 

ibility criteria had methodological shortcomings. The frequent use 

f biased or weak study designs in pharmaceutical policy analy- 

es has previously been reported in systematic reviews, each ex- 

ressing that some of the shortcomings in study design may be 

reventable [ 17 , 18 ]. Insight into common weaknesses can provide 

oncrete starting points for improving methodologies used in phar- 

aceutical pricing policy analyses specifically and health policy 

esearch in general. Accordingly, we aimed to identify some of 

he gaps and methodological weaknesses in pharmaceutical pric- 

ng policy analyses. 

. Methods 

We conducted an extensive SR in 2019 that served as the ba- 

is for the present study [16] . The SR focused on the effects of

en pharmaceutical pricing policies, with the aim to identify which 

olicies are effective in managing pharmaceutical prices. For the 

resent study, search results of the SR at the full-text level were 

ur primary source of data. Studies were selected if they (1) had 

een included in the original SR or (2) had been assessed for eli- 

ibility on full-text level but had subsequently been excluded from 

he SR due to an ineligible study design (but met all inclusion cri- 

eria otherwise). Studies were excluded from this analysis if there 

ere other reasons for exclusion from the SR, such as an ineligible 

ntervention, ineligible outcomes or an unsuitable publication type. 

.1. Description of data source 

The original SR was undertaken according to the principles of 

ystematic reviewing embodied in the Cochrane Handbook and 

uidance document published by the Center for Reviews and Dis- 

emination (CRD) [ 19 , 20 ]. A literature search was performed in a

umber of databases, including but not limited to Ovid MEDLINE, 

vid Embase, Social Science Citation Index, EconLit, and NHS Eco- 

omic Evaluation Database. Database searches were supplemented 

y grey literature searches and the reference lists of relevant arti- 

les were searched manually. 

Studies published after 1 January 2004 and up to October 2019 

ere eligible for inclusion. Eligible interventions were: 

1. Cost-plus pricing 

2. Policies promoting the use of generic and biosimilar medicines 

3. Policies regulating mark-ups across the pharmaceutical supply 

and distribution chain 
2 
4. Pooled procurement 

5. Price discounts for single source pharmaceuticals 

6. (External and internal) reference pricing 

7. Tax exemptions or tax reductions for pharmaceuticals 

8. Tendering and negotiation 

9. Policies promoting price transparency 

0. Value-based pricing 

Studies were eligible if they included at least one of the fol- 

owing outcomes: price (or expenditure as a proxy), volume, avail- 

bility or affordability of pharmaceuticals. Studies that compared 

nterventions to at least one comparator or counterfactual and 

hat included pre-intervention data were eligible for inclusion in 

he SR. Eligible study designs were: randomized trials and non- 

andomized or quasi-experimental designs, e.g. controlled before- 

fter studies, difference-in-differences (DID), interrupted time se- 

ies (ITS), non-randomized controlled trials (nRCT), and repeated 

easures (RM). As the study label did not always represent the 

ctual study design, studies were classified according to the fea- 

ures of a study’s design rather than the label mentioned in the pa- 

er by the authors. Beside study types primarily aiming to prevent 

onfounding at the design level, studies using techniques intended 

o correct for confounding during analysis (e.g. regression analyses, 

anel data analyses) were also eligible. All eligible study types ei- 

her included a direct control or were able to correct for absence of 

 control, increasing the certainty of the evidence. Definitions and 

ategorizations of study designs and analysis techniques as applied 

n the SR are shown in Table 1 . Searches were conducted without 

anguage restriction. 

Two reviewers independently assessed study eligibility and pos- 

ible types of bias based on risk bias criteria as suggested by 

ochrane Effective Practice and Organization of Care (EPOC) [21] . 

he quality of the evidence was assessed using the Grading of Rec- 

mmendations Assessment, Development and Evaluation (GRADE) 

ethodology. We did a narrative summary of the evidence describ- 

ng the relationship between studies and patterns discerned in the 

ata. The methodology and detailed search strategies have been 

ublished elsewhere [22] . 

.2. Data extraction and analysis 

For the present study the following information was extracted 

or all studies: inclusion status in the SR, type of publication, WHO 

egion of study location, and type of intervention (according to one 

f ten pharmaceutical pricing policies as used in the SR). The year 

f publication and income setting of the study location (as desig- 

ated by the World Bank for 2019–20) were extracted to test the 

ypothesis that there could be a relationship between these fea- 

ures and the studies with an ineligible study design. 

For studies that had been included in the SR information on 

tudy design features and risk of bias as extracted for the SR was 

sed. Risk of bias assessment criteria as suggested by EPOC had 

een adapted to study design (randomized trials, non-randomized 

rials and controlled before-after studies were assessed on nine cri- 

eria; ITS and RM studies were assessed on eight criteria; and a set 

f four assessment criteria applied to all other study types; Table 

1 in appendix). For articles not included in the SR the specific de- 

ign issues were recorded. The risk of bias was not assessed for 

his group. 

We used descriptive statistics to identify recurrent methodolog- 

cal issues per type of study design. Some examples from the SR 

ere selected to illustrate the issues encountered. 

. Results 

We identified 32,011 publications in our initial literature search 

or the SR. After removal of the obviously irrelevant records we 
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Table 1 

Definitions of study designs and analysis techniques as applied in the systematic review. 

Design strategies Characteristics Results of analysis Examples ∗

Randomized designs 

Randomized trial An experimental study in which subjects are 

allocated to different interventions using 

methods that are random [19] . 

Generally represented by an absolute or 

relative difference compared to the 

pre-intervention time period, usually 

corrected for the effect in the control group 

Bhargava et al. [55] 

Non-randomized and quasi-experimental designs 

Controlled before-after An observational study that uses observations 

from few time points ( < 3) before and after 

the implementation of an intervention, both 

in a group that receives the intervention and 

in a control group that does not [19] . 

Generally represented by an absolute or 

relative difference compared to the 

pre-intervention time period, usually 

corrected for the effect in the control group. 

Adesina et al. [51] 

Difference-in-Differences Quasi-experimental design and analysis 

technique in which observations are made at 

multiple time points before and after an 

intervention, both in a group that receives the 

intervention and in a control group that does 

not. 

An estimate for a regression coefficient, that 

signifies a difference in changes over time 

between the intervention and control group. 

May also be presented as a percentage 

difference. 

Ghislandi et al. [52] 

Interrupted Time Series A quasi-experimental study designs that uses 

observations at multiple time points ( ≥3) 

before and after an intervention (the 

‘interruption’). The design attempts to detect 

whether the intervention has had an effect 

greater than any underlying trend over time 

[19] . 

Estimates for regression coefficients 

corresponding to two effects: a change in 

level (the difference between the observed 

level at the first post-intervention time point 

and that predicted by the pre-intervention 

time trend) and a change in trend (the 

difference between pre- and post-intervention 

slopes) before and after the intervention. 

Yoo et al. [53] 

Non-randomized trial † An experimental study in which subjects are 

allocated to different interventions using 

methods that are not random [19] . 

Generally represented by an absolute or 

relative difference compared to the 

pre-intervention time period, usually 

corrected for the effect in the control group. 

NA 

Repeated Measures An interrupted time series design where 

measurements are made in the same 

individuals at each time point [19] . 

Dependent upon analysis method, the results 

may be represented as estimates for 

regression coefficients (e.g. regression 

methods) or F-ratios (repeated measures 

ANOVA). 

Ben-Aharon et al. [36] 

Analytic strategies 

Conventional confounding correction methods 

Regression analysis An analysis technique that examines the 

influence of one or more independent 

variables on a dependent variable. In (health) 

policy analysis, the technique usually uses 

longitudinal data. 

Estimates for regression coefficients, 

representing the isolated effect of each 

independent variable on the dependent 

variable. 

Kaiser et al. [56] 

Confounding correction methods for multidimensional data 

Panel data analysis Analysis technique that uses 

multidimensional data (cross-sectional 

time-series data) and allows for variation 

along individual and time dimensions † . 

Estimates for regression coefficients, 

representing the isolated effect of each 

independent variable on the dependent 

variable. 

Von der Schulenburg 

et al. [54] 

∗Examples as encountered in the systematic review. Please note that these examples are not necessarily free of bias, see systematic review for details [16] . Non-randomized 

trials were not encountered in the systematic review. † If there are only two groups and two measurements, this model is equivalent to the difference-in-differences design. 

a

5

m

b

t

v

d

b

f

c

W

s

i

a

t

i

n

c

W

r

i

r

r

t

c

3

a

D  

b

u

o

d

a

o

s

ssessed 10 0 0 records for eligibility at full-text level [16] . Only 

6 studies were deemed eligible at the time, meeting all require- 

ents including an eligible study design (hereafter called ‘eligi- 

le study designs group’). Important reasons for exclusion from 

he review were study design issues ( n = 316), ineligible inter- 

entions ( n = 241), ineligible outcomes ( n = 181), and insufficient 

ata ( n = 161). Upon re-inspection of the 316 records that had 

een excluded for design issues, 215 studies were also ineligible 

or reasons other than design issues. This left 101 studies for the 

urrent analysis (hereafter called ‘ineligible study designs group’). 

ith that, 157 studies fulfilled the inclusion criteria of the present 

tudy ( Fig. 1 ). The general characteristics of the studies are shown 

n Table 2 . 

A total of 144 (92 % ) of 157 included studies were published 

s an original research article and 102 (65%) were published in 

he past eight years (2012–19) ( Table 2 ). Additionally, most stud- 

es were conducted in European countries (39 % ), followed by a fair 

umber of studies originating in the WHO region for the Ameri- 

as (15 % , mainly the United States) and the WHO region for the 

estern Pacific (22 % , mainly the China). This distribution is also 

e

3 
eflected in the income setting with very little evidence from low- 

ncome countries ( < 1 % ). Internal reference pricing was the most 

esearched pricing policy (24%), whilst cost-plus pricing and tax 

eductions were not the subject of any studies. Overall, the dis- 

ribution of both groups of studies follows a similar pattern for all 

haracteristics. 

.1. Studies with an eligible study design 

When focusing on the eligible study designs group only, these 

pplied different designs with the majority being ITS ( n = 17) and 

ID studies ( n = 13) ( Table 3 ). There is no apparent association

etween the type of intervention and the study designs that are 

sed to study them (Fig. S1 in appendix). Most studies reported 

n multiple types of outcomes related to drug pricing and expen- 

iture but none reported on the outcomes availability and afford- 

bility. Information on contextual factors or on the implementation 

f the intervention, both of which could help explain the failure or 

uccess of an intervention, was provided in 57% and 45% of the 

ligible studies, respectively. Thirty-four (61%) studies scored high 
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Fig. 1. Flow chart of study selection. WoS = Web of science. 
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isk of bias in at least one domain ( Table 3 ). Only four studies (7%)

ere associated with a low risk of bias across all domains. Notably, 

6% of the studies were considered to have an unclear risk of bias 

n the domain ‘incomplete outcome data’ ( Fig. 2 a). 

Fifty-three percent (53%, n = 17) of ITS studies were associ- 

ted with a risk of bias due to potential interference from co- 

nterventions (see Fig. 2 b), the effects of which could not always 

e discerned from the intervention of interest. Although the short 
4 
ime between successive interventions was often acknowledged 

ut did not allow for a satisfactory separate analysis [23–27] , sev- 

ral other studies disregarded the influence of co-interventions 

ompletely within their analysis. An example is the study by Kwon 

t al. [28] The authors noted the possible impact of two co- 

nterventions that were implemented 17 and 21 months after the 

ain intervention of equal medicine pricing (EMP), but did not 

ntroduce these as separate segments in their regression analysis. 
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Fig. 2. The risk of bias of studies in the eligible study design group. 
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dditionally, a third co-intervention 18 months before the inter- 

ention was not mentioned in this publication but was described 

n another study examining the EMP [29] . The immediate effect 

f the intervention (presented as the change of intercept in an 

TS analysis) and the long-term effects (presented as a change in 

lope) may thus have been influenced by co-interventions. In con- 

rast, in the study by Langley et al. [30] the effects of the introduc-

ion of new treatment guidelines 6 months after the implemen- 
5 
ation of a transparency measure was separated using a different 

egment. 

Sixty-six percent (66%, n = 29) of DID studies, regression anal- 

ses and panel data analyses were associated with a high or un- 

lear risk of bias in the domain ‘other bias’ ( Fig. 2 c–e). In the ma-

ority of cases the lack of relevant confounding factors in the em- 

irical model resulted in this assessment. In some of these studies 

he authors described several factors as potential confounders, but 
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Table 2 

General characteristics of included studies. 

Eligible study 

designs 

Ineligible study 

designs 

n (%) 56 101 

Year of publication 

2004–2007 7 (13) 12 (12) 

2008–2011 9 (16) 27 (27) 

2012–2015 21 (38) 36 (36) 

2016–2019 ∗ 19 (34) 26 (26) 

WHO Region 

Africa 2 (4) 5 (5) 

Americas 9 (16) 14 (14) 

South-East Asia 2 (4) 4 (4) 

Europe 23 (41) 38 (38) 

Eastern Mediterranean 0 (0) 6 (6) 

Western Pacific 15 (27) 20 (20) 

Global 5 (9) 14 (14) 

Setting 

Low-income 0 (0) 1 (1) 

Lower-middle income 2 (4) 7 (7) 

Upper-middle income 11 (20) 28 (28) 

High-income 39 (70) 49 (49) 

Multiple income settings 4 (7) 16 (16) 

Publication type 

Dissertation 0 (0) 1 (1) 

Guidelines 0 (0) 1 (1) 

Original research article 49 (88) 95 (94) 

Report 7 (13) 3 (3) 

Other 0 (0) 1 (1) 

Type of intervention 

Cost-plus pricing 0 (0) 0 (0) 

Promoted use of generic and 

biosimilar medicines 

10 (18) 15 (15) 

Price setting and mark-up thresholds 10 (18) 15 (15) 

Pooled procurement 6 (11) 12 (12) 

Price discounts for single source 

pharmaceuticals 

0 (0) 0 (0) 

External reference pricing 0 (0) 6 (6) 

Internal reference pricing 18 (32) 19 (19) 

Tax exemptions or tax reductions 0 (0) 0 (0) 

Tendering and negotiation 1 (2) 12 (12) 

Policies promoting price transparency 3 (5) 2 (2) 

Value-based pricing 2 (4) 2 (2) 

Multiple interventions 6 (11) 18 (18) 

∗Data was included until October 2019. 
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Table 3 

Additional characteristics for studies with an eligible study design. 

Eligible study 

design group 

( n = 56) 

Study design 

Design strategies 

Controlled before-after 2 (4) 

Difference-in-differences 13 (23) 

Interrupted time series 17 (30) 

Randomised trial 1 (2) 

Repeated measures 1 (2) 

Other 6 (11) 

Analytic strategies 

Regression analysis 8 (14) 

Panel data analysis 8 (14) 

Information on contextual factors provided 32 (57) 

Information on implementation method 

provided 

25 (45) 

Risk of bias 

No domains with a risk of bias 4 (7) 

≥1 domain with a high risk of bias 34 (61) 

Table 4 

Issues with studies with an ineligible study design ( n = 101). 

Ineligible designs and design issues n (%) 

Ineligible study designs 

Cross-sectional studies 12 (12) 

Descriptive study without statistical analysis 17 (17) 

Theoretical study 16 (16) 

Uncontrolled before-after study 32 (32) 

Design issue 

Lack of pre-intervention data 23 (23) 

Other design issue 1 (1) 

[

t

3

i

f

s

(

o

t

a

i

L

e

p

t

q

s

r

t

w

o

o

c

f

l

a

T

g

r

ere unable to control for these elements because the data was 

navailable to them [31–34] . In other studies potential explanatory 

actors did not seem to have been considered at all. For example, 

n the study by Wu et al. [35] the characteristics of the medicines 

ncluded in the study were not described. Because interventions 

re often specific for certain products, factors such as formulation 

nd pack size may have influenced the results and could have been 

aken into account. 

A problem observed across study designs is related to the tim- 

ng of the intervention. As time is an important co-variate in all 

ongitudinal policy analyses in which one expects to see changes 

ver time, an exact definition of the timing and the correct anal- 

sis thereof is crucial. However, in several studies the exact tim- 

ng of the intervention was either not described [36] or difficult to 

stablish [37–39] . In two other studies the authors did not apply 

he point of intervention as point of analysis [ 23 , 40 ]. To illustrate,

n an ITS study by Hsiao et al. [40] the quarter in which the in-

ervention occurred (Jan–Mar 2003) was regarded in the analysis 

s ’pre-intervention’ even though the policy was implemented in 

arch 2003. This makes interpretation of immediate changes in 

sage patterns difficult. 

Instead, authors should consider the use of a phase-in period, 

lso when the implementation of an intervention has been gradual 

r when there may have been an anticipatory response to imple- 

entation of a policy. To allow for this possibility, Leopold et al. 
6 
26] considered a four-month transition period prior to implemen- 

ation of the policy and excluded these data points from analysis. 

.2. Studies with an ineligible study design 

Studies that were ineligible for the original SR due to design 

ssues can be subdivided in roughly six categories, among which 

our ineligible study designs and two design issues: (1) cross- 

ectional study, (2) descriptive study without statistical analysis, 

3) theoretical study, (4) uncontrolled before-after study, (5) lack 

f pre-intervention data, (6) other design issue (see Table 4 ). Al- 

hough a study design that is prone to bias, uncontrolled before- 

fter studies were nonetheless abundant (32 of 101 ineligible stud- 

es). This design’s sensitivity to bias becomes clear in the study by 

aw et al. [41] in which quarterly data from 2010 was used to 

stimate the potential savings of a policy reducing generic drug 

rices. Data from quarters 1 and 2 was used to derive a coun- 

erfactual, which was then compared to the observed data from 

uarters 3 and 4. An analysis based on so few datapoints risks 

easonal variation or randomly deviating datapoints being incorpo- 

ated and leading to biased conclusions. This is likely the case in 

his example: an aberrant datapoint in quarter 2 resulted in an up- 

ard counterfactual trend pre-policy that was not prolonged in the 

bserved data post-policy. The inclusion of either a control group 

r more timepoints before and after the intervention would allow 

orrection for random or seasonal variations. 

Studies without pre-intervention data were also encountered 

requently (23 of 101 ineligible studies). Without a pre-policy base- 

ine the effectiveness of an intervention cannot be determined, as 

ny trend could be pre-existing and not due to the intervention. 

o illustrate, Adriaen et al. [42] aimed to examine pricing strate- 

ies in Belgium, including internal reference pricing. The Belgian 

eference-pricing system itself was introduced in June 2001, yet 
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ata was collected beginning at July 2001. With that, the authors 

ere able to report on factors that influence pricing strategies, but 

ot on the effectiveness of the pricing strategy. Inclusion of data 

rom before the intervention would have allowed for this. 

No apparent association between the design issues and the in- 

erventions of interest was found (Fig. S2 in appendix). 

. Discussion 

We found that methodological weaknesses in pharmaceutical 

ricing policy analyses were multifold. Our results show that three 

ut of five studies that met the eligibility criteria of the original 

R were associated with a high risk of bias in at least one domain.

n ITS studies this was predominantly due to the potential effects 

f co-occurring interventions. In DID studies, regression analyses, 

nd panel data analyses, the failure to account for potential con- 

ounders often resulted in a high or unclear risk of bias. Establish- 

ng an exact timing of a policy intervention was problematic across 

ll study designs, and information on contextual factors or imple- 

entation methods of the policy was often limited. Finally, a large 

bsolute number of studies were excluded from the original SR for 

tudy design issues alone. 

The large proportion of studies ineligible due to design issues 

uggests that there is a mismatch between the type of evidence 

enerated by researchers and that required to make evidence- 

nformed decisions. It is worth noting, however, that research ev- 

dence is not the only input that is considered in policy-making. 

ther components such as politics, social culture, financial con- 

erns and timing impact policy decisions as well, as suggested by 

he term ‘evidence-informed’ rather than ‘evidence-based’ policy- 

aking [43] . Understanding the motives and perspectives of re- 

earchers on one hand and policy-makers on the other may be an 

mportant step in aligning evidence generation with policy-making 

n practice. Nonetheless, the prevalent use of study designs that 

re highly vulnerable to bias, and the limited attention in scientific 

esearch to specific pricing policy topics creates an important ev- 

dence gap. The building of an encyclopedia to map evidence and 

mpacts has been proposed as a way to identify such gaps, with 

he ultimate goal of enhancing current effort s and furthering fu- 

ure research [44] . 

Some of the methodological issues that we encountered could 

robably be resolved without much difficulty. For instance, the 

nalysis of co-interventions as separate segments in ITS should be 

onsidered when the time of implementation of co-interventions is 

nown. Likewise, careful selection of potential confounders in em- 

irical models could markedly reduce the risk of confounding bias 

n pharmaceutical pricing policy analyses. And although not con- 

idered a methodological flaw, the reporting of contextual infor- 

ation on interventions can often be improved to facilitate inter- 

retation of results. Lastly, we acknowledge that some of the issues 

ay be borne from a lack of data and require a more fundamental 

olution. Both researchers and policy-makers could play an impor- 

ant role in collecting the required data for adequate monitoring of 

mplemented policies. 

Similarly, some methodologies with high associated risks of bias 

hat were not eligible for inclusion in the SR can be modified in 

uch a way to make them more rigorous. To illustrate, uncontrolled 

efore-after studies are very sensitive to bias, because the num- 

er of datapoints before and after the intervention is insufficient 

o distinguish an effect that is different from random variations or 

 preexisting trend [ 45 , 46 ]. The addition of another intervention 

roup and multiple control groups could tackle this flaw [ 21 , 46 ].

owever, including a suitable control is complicated by variations 

n health systems, disease burden or demographics that may re- 

ult in different effects in different countries or regions following 

mplementation of the same intervention. Due to these complica- 
7 
ions, the use of a control alone is oftentimes insufficient unless a 

ighly similar setting can be identified or a control from within the 

ame setting (such as a different medication group). Yet a control 

roup still does not address the issue of preexisting trends, which 

an only be elucidated if historical data is available. Including data 

rom before the intervention is therefore imperative in these policy 

nalyses, but we often observed it to be missing. When including 

re-intervention data, the study should preferably include multiple 

imepoints before and after the intervention to permit correction 

or preexisting trends [47] . 

Not only do our results indicate a relatively low awareness 

f more robust observational study designs, it is also suggested 

hat pharmaceutical pricing policy analyses have remained chal- 

enging even in recent years and that these challenges are experi- 

nced in all regions of the world. Concretely, we hypothesized that 

here would be a relationship between the studies with an inel- 

gible study design and the year of publication or income-setting 

f the country, but substantial differences between studies with 

ligible and ineligible study designs were not found. In addition 

o this, studies from low-income settings were widely missing. 

ore awareness on rigorous study designs among both researchers, 

ournal editors and policy makers could help encourage the gen- 

ration of higher quality evidence that can be used to inform 

olicy-making, as noted by others [ 17 , 44 ]. This also provides op- 

ortunities for capacity-building in low-income economies, which 

ould further contribute to strengthening methods used in the 

eld. 

Our results also indicate that the Cochrane tool for grading the 

isk of bias may not be sufficiently tailored to the study types that 

e see in the field of pharmaceutical policy evaluation [48] . For 

ne, the large number of studies that were associated with an un- 

lear risk of bias in the domain ‘incomplete outcome data’ is strik- 

ng. According to the tool, complete data should not be assumed 

nless specifically stated. However, where missing data may sug- 

est a problem in a randomized drug trial, the study designs that 

e encounter here mostly use periodically collected and validated 

ata from databases. Hence, it is reasonable that most of the stud- 

es did not specify whether data was missing. Along the same lines, 

he domain ‘Knowledge of allocated intervention’ is in clinical ran- 

omized trials related to the blinding of researchers, but in this 

ontext regarded as the objectivity of outcomes. This may be a 

ess relevant sign of bias in this field of study because pharma- 

eutical pricing policy analyses are predominantly based on objec- 

ive outcomes such as unit prices. Thirdly, the large proportion of 

tudies associated with a high risk of bias in the domains ‘ran- 

om sequence generation’, ‘allocation concealment’ and ‘random 

equence generation’ is misleading. Not only does the small de- 

ominator overstate the pattern, but more importantly is the use 

f non-randomized studies penalized. Indeed, non-randomized or 

ontrolled before-after studies are always scored as high risk ac- 

ording to the EPOC guidelines, even if performed well. The pattern 

hat is now shown in Fig. 2 a is thus the result of the choice for

hese study design themselves and not the methodological choices 

ithin these studies. Fourthly, the domain ‘other bias’ was often 

ssessed to have an unclear or high risk of bias because relevant 

nd common issues could not be captured under the other do- 

ains. A simpler, empirically based tool could possibly provide 

ore accurate measures of risk of bias and study quality in phar- 

aceutical pricing policy analysis [49] . As many tools for assessing 

isk of bias already exist [50] , the pros and cons of these tools can

e assessed to guide development of an empirical tool. Further- 

ore, we encourage the modification of existing tools in the devel- 

pment of empirically based tools that match the specific charac- 

eristics of health policy research. Particularly, biases that are typi- 

ally found in policy research – such as confounding bias – should 

e addressed in a new tool. Joint efforts of the research commu- 
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ity and the Cochrane Collaboration should be made to develop a 

ool appropriate for assessing bias in health policy analyses. 

This study maps the methodological weaknesses of studies that 

ave been published in the field of pharmaceutical pricing policies, 

nd intends to encourage researchers, journal editors, policy mak- 

rs and other relevant stakeholders to increase both the supply of 

nd demand for high quality observational research on pharma- 

eutical and other health policies. A strength of this study is that 

t includes a representative sample of studies, not only due to an 

xtensive literature search for the original SR but also the inclu- 

ion of multiple interventions within one field of study. Another 

trength is that gaps in reporting could be identified through lit- 

rature complementing each other. We encountered several cases 

n which the exact same intervention was studied in different set- 

ings or focusing on different outcomes. Information in one study 

hen enabled us to make better assessments in another study. 

Our study has several limitations. The first limitation is that 

eneralizability to other fields of study may be limited. The present 

tudy only included evidence from a SR on ten pharmaceutical 

ricing policies and may not accurately reflect the issues that are 

ncountered in other areas of health policy. However, the method- 

logical designs that were identified in this study are not unique 

o this field of study and issues identified are equally important 

o consider in other areas of health policy analysis. Additionally, 

he purpose of the present work is to illustrate some of the gaps 

nd methodological weaknesses, which could be informative for 

esearchers outside of pharmaceutical pricing policy analysis. An- 

ther limitation is the inconsistent naming of the study design 

sed in included studies, if declared at all. In many cases, the 

ethod of analysis was presented as a study design. In others, 

either the analysis nor design method was described in the pa- 

er. Both instances required the classification of study designs to 

e made based on the methods as presented. This could have in- 

roduced misclassification in the present work. A third limitation 

s the small number of studies that was included per study type. 

aturation of possible recurrent methodological shortcomings may 

ot have been achieved with this sample. 

. Conclusion 

We have described that study design issues occur often in phar- 

aceutical pricing policy analyses and lead to a reduction in the 

olume of evidence that can be effectively used for policy-making. 

he common issues identified in the present study might be in- 

icative of similar issues within other fields of health policy anal- 

sis and should be used as starting point for improving commonly 

pplied methodologies in the field. Our results also indicate that a 

ore tailored tool is needed for the assessment of the quality and 

isk of bias of health policy analyses. Ultimately, the generation of 

ore robust evidence should go hand in hand with aligning the 

ffort s of researchers and policy-makers to bridge the existing gap 

etween generating evidence and policy-making in practice. 
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