
Perceived Algorithmic Fairness using Organizational Justice
Theory: An Empirical Case Study on Algorithmic Hiring

Guusje Juijn
guusjejuijn@hotmail.com

Utrecht University
Utrecht, the Netherlands

Niya Stoimenova
niya.stoimenova@deus.ai

DEUS
Amsterdam, the Netherlands

Joao Reis
joao.reis@deus.ai

DEUS
Porto, Portugal

Dong Nguyen
d.p.nguyen@uu.nl
Utrecht University

Utrecht, the Netherlands

ABSTRACT
Growing concerns about the fairness of algorithmic decision-making
systems have prompted a proliferation of mathematical formula-
tions aimed at remedying algorithmic bias. Yet, integrating math-
ematical fairness alone into algorithms is insufficient to ensure
their acceptance, trust, and support by humans. It is also essen-
tial to understand what humans perceive as fair. In this study, we,
therefore, conduct an empirical user study into crowdworkers’ al-
gorithmic fairness perceptions, focusing on algorithmic hiring. We
build on perspectives from organizational justice theory, which
categorizes fairness into distributive, procedural, and interactional
components. By doing so, we find that algorithmic fairness per-
ceptions are higher when crowdworkers are provided not only
with information about the algorithmic outcome but also about the
decision-making process. Remarkably, we observe this effect even
when the decision-making process can be considered unfair, when
gender, a sensitive attribute, is used as a main feature. By showing
realistic trade-offs between fairness criteria, we moreover find a
preference for equalizing false negatives over equalizing selection
rates amongst groups. Our findings highlight the importance of
considering all components of algorithmic fairness, rather than
solely treating it as an outcome distribution problem. Importantly,
our study contributes to the literature on the connection between
mathematical– and perceived algorithmic fairness, and highlights
the potential benefits of leveraging organizational justice theory to
enhance the evaluation of perceived algorithmic fairness.

CCS CONCEPTS
• Computing methodologies→Machine learning; • Human-
centered computing → Empirical studies in HCI.
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1 INTRODUCTION
Artificial Intelligence systems are increasingly being used to inform
and make important decisions about human lives across a wide
range of high-impact domains, such as criminal law, medicine, fi-
nance, and employment [42]. While algorithmic decision-making
has the potential to offer numerous promising advantages to soci-
ety, such as increased efficiency and accuracy, it can also produce
discriminatory or unfair outcomes [23, 32], as evidenced by sev-
eral infamous cases such as COMPAS, the criminal risk assessment
algorithm that was accused of being racially biased against black
defendants [2], and Amazon’s recruitment tool, which turned out to
discriminate against female candidates [13]. Ensuring algorithmic
fairness has therefore become a major area of interest within the
field of artificial intelligence. This has led to the design of a whole
landscape of fairness criteria and approaches to embed these into al-
gorithms, as well as to the development of multiple bias mitigation
algorithms, open-source libraries, and auditing toolkits to measure,
visualize, and improve different fairness aspects [4, 6, 30, 39, 45].

However, there are still large gaps between fairness researchers
and machine learning practitioners [36]. As it is impossible to math-
ematically satisfy all the proposed statistical fairness criteria at once
since they are mutually incompatible [3, 9, 24], a universal consen-
sus on how to ensure algorithmic fairness is lacking [44]. More
knowledge about what criteria or metrics to use in what context is
hence needed, which underscores the importance of approaching
algorithmic fairness not only from a technical viewpoint. We need
to understand what humans perceive as fair, to ensure that algorith-
mic decision-making systems are accepted, trusted, and supported
by humans, since fairness is not purely an algorithmic concept, but
a human construct [5, 7, 36, 42].
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The literature on human perceptions of algorithmic fairness,
however, frequently offers mixed or inconsistent results, highlight-
ing the need for a more coherent approach to algorithmic fairness
[12, 42]. Therefore, multiple studies have started to draw inspira-
tion from organizational justice, which is concerned with fairness
perceptions of decisions made about employees in organizational
settings [14, 18, 19, 22, 27, 32]. Organizational justice literature
divides fairness perceptions into three distinct but correlated com-
ponents: distributive fairness, procedural fairness, and interactional
fairness [17]. This categorization can therefore provide a solid foun-
dation on how to systematically investigate algorithmic fairness
perceptions.

However, most of the research into algorithmic fairness percep-
tions focuses merely on one of these three fairness components.
In this work, we aim to investigate the effect of integrating these
components on algorithmic fairness perceptions. Additionally, we
investigate the link between mathematical algorithmic fairness and
human perceptions of distributive fairness, by examining whether
participants have a preference for either demographic parity or equal-
ity of opportunity. We focus on algorithmic hiring, a context that
is easily comprehensible for a lay public. While this area has seen
increased interest in the integration of AI-enabled software, it that
has also witnessed raising concerns about the potential of AI to
perpetuate or exacerbate existing biases [29, 35, 40]. As a result, it is
classified as a high-risk area in the EU AI act [11]. Moreover, there
is no universal agreement on how fairness should be formalized
in algorithmic hiring: for instance, certain recruitment algorithms
proactively aim to increase diversity when ranking job candidates,
while others do not [16]. As research has demonstrated that fair-
ness perceptions during a hiring process play a critical role in job
satisfaction, performance, and the relationship between employers
and employees, obtaining insights into the perceived fairness of
algorithmic hiring is of particular importance [25].

Toward that end, we conduct an experiment with 225 predomi-
nantly White, native English Prolific crowdworkers from the UK,
in which we examine fairness perceptions of several hypotheti-
cal recruitment algorithms. We study the following two research
questions:

• RQ1: How do human fairness perceptions of a recruitment
algorithm differ when only given information about the
distributive fairness of the algorithm, compared to when
given information about both the procedural fairness and
the distributive fairness of the algorithm?

By grouping our participants based on the amount of information
they receive about the recruitment algorithms, according to the
fairness components described in organizational justice theory,
we find that participants who only receive information about the
distributive fairness of the algorithms have the lowest fairness
perceptions. When participants receive information about both
procedural and distributive algorithmic fairness, they perceive the
algorithms as fairer: interestingly, we observe this effect both when
the sensitive attribute gender is included as a main feature in the
algorithms and when it is not.

• RQ2: How do human fairness perceptions of a recruitment
algorithm differ depending on whether it adheres to demo-
graphic parity or equality of opportunity?

By showing participants graphs that report the trade-offs between
selection rate differences and false negative rate differences between
two gender groups, we find a general preference for equality of
opportunity over demographic parity. By qualitatively analyzing
the rationales behind participants’ fairness ratings, these findings
are affirmed: a larger proportion of participants states to focus
on qualification and false negatives, rather than selection rates.
However, most participants specifically report taking into account
the trade-offs between both these fairness criteria.

In sum, our study provides valuable insights into the relationship
between algorithmic fairness and human perceptions of justice. Our
experimental data and code can be found on our GitHub Repository:
https://github.com/GuusjeJuijn/fairness-perceptions.

2 RELATEDWORK
We start by taking a mathematical perspective on algorithmic fair-
ness, by providing a concise overview of the most common criteria
for algorithmic fairness and their associated trade-offs (§2.1). Subse-
quently, we adopt a human perspective, by describing the empirical
literature on human algorithmic fairness perceptions and discussing
the components of perceived fairness from organizational justice
in an algorithmic context (§2.2).

2.1 Mathematical algorithmic fairness
Algorithmic fairness is a profoundly complex and many-faceted
concept, which is reflected by the large landscape of criteria that
try to grasp its meaning: with over 21 established mathematical
formulas for fairness in binary classification problems, researchers
have not yet come to a universal consensus on how to mathemati-
cally define what it means for a decision to be fair [8]. This section
summarizes the fairness criteria that are most widely adopted and
relevant to our study.

2.1.1 Group fairness. Group fairness criteria focus on treating
persons that belong to a protected group, defined by a sensitive
attribute such as gender or race, the same as persons that belong
to any other group. To capture the different formulas belonging to
this class, Barocas et al. [3] propose a taxonomy of statistical non-
discrimination criteria consisting of three categories: independence,
separation, and sufficiency. By depicting the sensitive attribute as S,
the predicted outcome (the decision) as 𝑌 , and the (true) outcome
as Y, these three categories can be represented as follows:

𝐼𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑒 = 𝑌 ⊥ 𝑆

𝑆𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛 = 𝑌 ⊥ 𝑆 |𝑌
𝑆𝑢𝑓 𝑓 𝑖𝑐𝑖𝑒𝑛𝑐𝑦 = 𝑌 ⊥ 𝑆 |𝑌

Within independence, the most common fairness criterion is de-
mographic parity, or disparate impact. A classifier satisfies this
criterion when the percentage of favorable outcomes is equal for
both the protected and unprotected group [31]. To adhere to de-
mographic parity, the true outcome Y does not have to be known:
for instance, in a hiring setting, a recruitment algorithm satisfies
demographic parity between men and women when hiring an equal
number of male and female candidates, regardless of their qualifi-
cations.

More complex definitions fall under separation and sufficiency. If
the predicted outcome is conditionally independent of the sensitive
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attribute, given the true outcome, a classifier satisfies separation [3].
Two fairness criteria falling under this category are equality of
opportunity, which requires the false negative rate to be equal
for both groups, and predictive equality, which requires the false
positive rate to be equal for both groups [9, 21].

Lastly, if the true outcome is conditionally independent of the
sensitive attribute, given the predicted outcome, a classifier satisfies
sufficiency. Sufficiency hence requires equal true outcomes over
people that are given similar predictions. An example of a fairness
criterion satisfying sufficiency, is calibration or test fairness [44].

2.1.2 Trade-offs between fairness definitions. Following the prolif-
eration of research into mathematical criteria to define algorithmic
fairness, researchers have started to investigate the mathematical
relationships between these criteria. This has exposed an important
issue: satisfying all fairness criteria simultaneously is impossible, as,
under mild assumptions, any two out of the three aforementioned
categories of group fairness are mutually exclusive [3, 9, 24]. Prac-
titioners are therefore faced with the challenge of selecting among
different fairness criteria and their associated trade-offs. However,
which choice to make is a highly context-specific and difficult task,
given the subtle differences between the different criteria, as well as
other factors such as the availability of sensitive features, the level
of understanding of the actual outcome label, and legal or organi-
zational restrictions [36]. Multiple scholars, therefore, state that
more emphasis on the social, human side of fairness is needed: in
order to develop fair AI, it is essential to understand what humans
perceive as fair and to acknowledge that fairness is not merely a
technical construct [15, 36, 42].

2.2 Perceived algorithmic fairness
A growing body of literature applies organizational justice theory to
the topic of perceived algorithmic fairness [5, 14, 18, 19, 22, 27, 32].
Organizational justice, like algorithmic decision-making, centers
around the fairness of decisions made about others in a hierar-
chical environment. This similarity makes organizational justice a
suitable source of inspiration for studying perceived algorithmic
fairness [5]. Here, we discuss some of the related work on algo-
rithmic fairness that focuses on one of the different components of
perceived fairness described in organizational justice theory.

2.2.1 Distributive algorithmic fairness. Distributive fairness refers
to the fairness of outcome distributions. It is based on norms for out-
come allocation, such as equality (outcomes should be distributed
equally amongst everyone) and equity (opportunities should be
distributed equally based on everyone’s circumstances) [10, 32, 42].
Robert et al. [37] note that distributive fairness is the most com-
monly discussed category within AI fairness literature. This finding
could be attributed to the fact that many statistical fairness criteria
emphasize distributive fairness, by focusing on how outcomes are
divided across groups or individuals [32]. Dolata et al. [15] refer
to this conclusion as the distributiveness assumption: the assump-
tion that all fairness concerns can be represented as an outcome
distribution problem. Most of the empirical work on the perceived
fairness of algorithm outcomes focuses on basic fairness concepts,
such as equality and equity [42]. However, only a handful of studies

on distributive algorithmic fairness focus on the perceived fairness
of particular mathematical fairness criteria specifically [22, 41].

Srivastava et al. [41] conduct an experiment to identify the math-
ematical fairness criterion that best captures crowdworkers’ per-
ceptions of fairness. By letting participants choose between a suc-
cession of model pairs, showing the predictions and true outcomes
of a medical risk and criminal risk prediction algorithm, they find
that participants prefer demographic parity over more complicated
definitions, such as error parity and equal false positive rates. This
finding suggests that humans exhibit a preference for fairness defi-
nitions that are more simplistic in nature.

However, Harrison et al. [22] draw different conclusions. They
perform a between-subjects experiment in a bail decision-making
context, in which they let participants judge the fairness of two
models with pairwise fairness trade-offs. They identify two inter-
esting fairness preferences: first, subjects favor equalizing the false
positive rate over equalizing the accuracy across groups. Second,
subjects also favor equalizing the false positive rate over equalizing
the percentage of favorable outcomes (i.e., having demographic
parity) across groups.

This latter result is in contrast with that of Srivastava et al., rais-
ing questions about the effect of different visualizations and ways
of presenting information on participants’ fairness perceptions.

2.2.2 Procedural algorithmic fairness. Unlike distributive fairness,
procedural fairness focuses on the fairness of the decision-making
process rather than the outcome. Morse et al. [32] investigate the
procedural fairness of five popular mathematical fairness criteria
along the six components of procedural fairness originally described
by Leventhal [28]: consistency, bias suppression, representative-
ness, correctability, accuracy, and ethicality. By relating the fairness
criteria to these different components, they provide directions for
choosing the right criterion per situation and provide a fundament
for better understanding and assessing the procedural fairness of
these fairness metrics: they, for example, reason that equality of
opportunity and equalized odds are criteria with a high level of
procedural fairness [32].

Grgic-Hlaca et al. [18] take a different approach to investigate
procedural algorithmic fairness: they seek to identify feature prop-
erties that influence the perceived fairness of using certain features
as input for an algorithmic decision-making model. By investigat-
ing participants’ assessments of different feature properties, they
find that participants consider a feature’s perceived relevance and
reliability most important. As these feature properties are unrelated
to discrimination, Grgíc-Hlaca et al. conclude that procedural un-
fairness concerns reach far beyond discrimination only and that
therefore, other feature properties should also be taken into account
when assessing algorithmic fairness.

Other authors explore the perceived procedural fairness of in-
cluding certain features in an algorithm. Pierson [34], for example,
finds that men are more likely to include gender as an attribute in an
education recommendation algorithm, compared to women. Grgić-
Hlača et al. [20] moreover find that men perceive the inclusion of
race as a feature as more fair compared to women.

2.2.3 Interactional algorithmic fairness. Lastly, interactional fair-
ness refers to providing sufficient information and giving truthful
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explanations about decision procedures. It is concerned with pre-
senting people with adequate information about the process of how
a decision is reached and is therefore closely related to procedural
fairness1[5, 10]. In an organizational justice setting, an example
of interactional fairness is providing employees explanations for
layoff decisions: it has been shown that if employees receive hon-
est, thorough, and accurate explanations when being fired, they
perceive these decisions as significantly fairer [27].

Multiple studies investigate the effect of explanations for deci-
sions on perceived algorithmic fairness. For example, by performing
a user study in a criminal risk setting, Dodge et al. [14] find that
feature importance-based explanations and demographic-based
explanations increase participants’ algorithmic fairness percep-
tions. In an online user study in a medical decision-making con-
text, Angerschmid et al. [1] also find a positive effect of feature
importance-based explanations on perceived algorithmic fairness.
These insights will be leveraged in RQ1 of our study.

3 METHODOLOGY
Our methodology is two-folded. We first created machine learning
models that adhered to different fairness criteria (§3.1). We then
conducted an online user study in which participants judged the
fairness of these models (§3.2).

3.1 Model development
We first trained machine learning models on the Utrecht Fairness
Recruitment dataset2. As this data set was specifically designed to
mimic realistic recruiting data and to demonstrate fairness issues,
and did not contain any missing values or ambiguous features, we
considered it an appropriate data set for the purposes of our user
study. The data set contained information about the recruitment de-
cisions of four hypothetical companies. We split the data from one
company into a training set (750 instances) and a testing set (250 in-
stances). Using Scikit-learn [33], we trained three logistic regression
models, using default parameters, to predict whether an individ-
ual in the data set was hired by the company or not. We trained
one original, raw model, one model mitigated for demographic
parity, and one model mitigated for equality of opportunity. Bias
mitigation was applied using the ThresholdOptimizer algorithm3

from Microsoft FairLearn [6]. This postprocessing algorithm, intro-
duced by Hardt et al. [21], adjusts a learned classifier by applying
group-specific thresholds, to satisfy a specified fairness constraint.

Postprocessing for demographic parity and equality of opportu-
nity specifically was done for several reasons. First of all, multiple
studies suggest that both of these criteria are appropriate for al-
gorithmic hiring, the context we focus on in our empirical study
[16, 26, 32, 35]. Mitigating for demographic parity, moreover, al-
lowed for further investigation of the results of Srivastava et al. [41],
who found that lay people tend to have a preference for this crite-
rion in different contexts. Besides, as demographic parity is often
used in practice and relatively easy to understand, we considered
this to be a suitable criterion for this study [38]. Since, according

1In our empirical study, we, therefore, choose to consider procedural and interactional
fairness together.
2https://www.kaggle.com/datasets/ictinstitute/utrecht-fairness-recruitment-dataset
3https://fairlearn.org/v0.8/user_guide/mitigation.html

to Morse et al. [32], equality of opportunity scores high on proce-
dural fairness, we considered this a second suitable criterion. The
accuracies and fairness metrics of all three classifiers are reported
in Table 1. Although the mitigated models did not perfectly meet
the proposed criteria, postprocessing substantially decreased the
differences in either selection rates or false negative rates between
groups.

3.2 Empirical study
To assess our research questions, we performed an online exper-
iment on the crowdsourcing platform Prolific Academic using
Qualtrics survey software. The survey was distributed at the end of
January 2023. Here, we outline our study design, survey structure,
and participant demographics.

3.2.1 Study Design. Participants’ fairness perceptions of several
hypothetical recruitment algorithms were assessed using a direct
measure based on Harrison et al. [22], asking “Do you think this
algorithm is fair?". To ensure that every participant had a similar
definition in mind, we provided them with a fairness definition
by Mehrabi et al. [31]: “Fairness is the absence of any prejudice or
favoritism towards an individual or a group based on their intrinsic
or acquired traits". Participants were asked to provide a judgment
on a 7-point Likert scale, ranging from 1 (“not at all fair") to 7
(“completely fair"). Additionally, at the end of the survey, partic-
ipants were asked to elaborate on the motivations behind their
ratings through an open-ended query, asking “In the previous ques-
tions, which factors did you consider most important in determining
whether an algorithm was fair or unfair?". This was done to qualita-
tively investigate the rationales behind the respondents’ fairness
perceptions.

Each participant was presented with five different graphs repre-
senting algorithms, of which the selection rates and false negative
rates were based on the logistic regression models described in §3.1.
In these graphs, the selection rates were defined as the proportion
of hired candidates, while the false negative rates were defined
as the proportion of qualified candidates who were not hired. We
explicitly opted to describe the figures in this way, as we anticipated
that the terms ‘selection rate’ and ‘false negative rate’ would not
be easily comprehensible to participants without machine learning
knowledge.

One of these five algorithms represented the original, unmiti-
gated model. Two of these algorithms represented demographic
parity: one perfectly following the criterion and one representing
the mitigated model. Two of these algorithms represented equality
of opportunity: again, one perfectly following the criterion and one
representing the mitigated model.

Participants were divided into three groups. The amount of in-
formation participants received about these algorithms differed per
group, based on the fairness components described in organiza-
tional justice theory. We considered procedural and interactional
fairness together, due to the strong connection and overlap between
these two components.

Group 1: distributive fairness. The first group only received in-
formation about the distributive fairness of the algorithms. This
was visualized as a graph representing the algorithm outcomes,
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Table 1: Fairness metrics of the original model, the demographic parity-mitigated model and the equality of opportunity-
mitigated model

Model Gender Accuracy Selection Rate False Negative Rate

Original Female 0.918 0.123 0.333
Male 0.847 0.468 0.158
Difference 0.071 0.335 0.175

Demographic parity-mitigated Female 0.839 0.197 0.133
Male 0.742 0.250 0.509
Difference 0.151 0.035 0.376

Equality of opportunity-mitigated Female 0.926 0.164 0.133
Male 0.847 0.468 0.158
Difference 0.079 0.304 0.025

Figure 1: Example outcome graph, representing distributive
fairness, showed to each participant. On the left, the selection
rates are shown. On the right, the false negative rates are
shown. This algorithm adheres to demographic parity but
not to equality of opportunity.

showing a pairwise trade-off between the selection rates and false
negative rates between two gender groups. Instead of only showing
one aspect of algorithmic fairness, by, for example, only showing
the difference in false negative rates between groups, we chose
to represent a more realistic real-world scenario by showing the
trade-offs between different fairness criteria. By doing so, we drew
inspiration from the work of Harrison et al. [22]. We explicitly
chose to rename the two gender groups into Gender A and Gender
B, to limit the effect of implicit biases regarding gender roles. An
example of a graph representing distributive fairness is shown in
Figure 1.4

4We first piloted these graphs amongst colleagues, to make sure they were clear enough
to interpret.

Figure 2: Feature importance graph shown to group 2, repre-
senting procedural fairness. The graph shown to group 3 was
the same, except for the sensitive attribute ‘gender’ being
changed for the non-sensitive attribute ‘exact study’.

Group 2: distributive and procedural fairness, with sensitive at-
tribute. The second group not only received information about the
distributive fairness of the algorithms, but also about the proce-
dural fairness of the algorithms. Like Grgic-Hlaca et al. [18], we
considered the features used by the algorithm as an important as-
pect of procedural fairness. Therefore, we visualized procedural
fairness as a feature importance explanation. Like Dodge et al. [14],
we presented the feature coefficients of the logistic regression mod-
els as strings of ‘+’s representing the relative importance of each
feature. To limit the amount of information, we only showed the
top five most influential features. For each of the algorithms, the
feature importance graph stayed the same, as postprocessing does
not change the model coefficients. Figure 2 displays the feature
importance graph shown to the participants of group 2.
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Group 3: distributive and procedural fairness, without sensitive
attribute. The information provided to group 3 was almost identical
to that of group 2, except for a small change in the feature impor-
tance graph. In this group, we changed the attribute ‘gender’ into
a less sensitive attribute, with a similarly high feature coefficient,
‘exact study’. We included this group in our study to make sure that
potential differences in fairness perceptions between the groups
could not only be attributed to the use of the sensitive feature gender
as an attribute.

3.2.2 Survey Structure. After signing a consent form, participants
were shown an introductory text. The purpose of this text was to
introduce the topic of algorithmic fairness, clarify the task, present
the context, and demonstrate a sample graph to ensure that the
participants could properly interpret the visual representations.
Each participant was then randomly assigned to one of the three
groups. The participants were divided evenly across the groups
to ensure that each group had an equal number of participants.
Within each group, every participant was asked to rate the fairness
of five different recruitment algorithms: one representing the origi-
nal, unmitigated model, two adhering to demographic parity, and
two adhering to equality of opportunity. These algorithms were
presented in a randomized order to limit order effects. After these
five questions, participants were asked to write down which fac-
tors they considered most important in their fairness analysis. The
survey ended with demographic questions and a message thanking
the participants for their time and giving them a completion code
to register their submission in Prolific. Figure 3 shows an overview
of the experimental flow.

3.2.3 Participants. Participants were pre-screened on having ob-
tained at least a high school diploma, having English as a first
language, and residing in the UK. We rewarded them with £10,84
per hour, conforming to the minimum wage in the UK. On average,
the survey took 4.2 minutes to complete. By manually checking
the response times, data from participants that took less than 2
minutes to complete the survey were deleted to ensure the quality
of answers. In total, data from 225 participants were used. Table 2
summarizes our participants’ demographics5.

4 RESULTS
4.1 Quantitative Analysis
4.1.1 RQ1. First, we considered the effect of the type of infor-
mation given about the algorithms on participants’ fairness per-
ceptions. For each of the three groups, we computed the average
fairness perceptions of the original algorithm, the algorithms rep-
resenting demographic parity, and the algorithms representing
equality of opportunity. As shown in Figure 4, participants who
received information about both the distributive and procedural
fairness of the algorithms (groups 2 and 3) consistently perceived
the algorithms as fairer compared to participants who only re-
ceived information about the distributive fairness of the algorithms
(group 1). We observed this effect in both groups 2 and 3, although
fairness perceptions were generally higher in group 3, in which the

5Age and race were automatically collected by Prolific. Our survey additionally asked
for gender and the highest level of education obtained.

Table 2: Participants’ demographics

% (n=225)

Gender Female 50%
Male 50%
Other <1%

Age 18–30 33%
30–45 35%
45–60 22%
60+ 10%

Race/ethnicity White 92%
Asian 4%
Mixed 3%
Black 1%

Education High school diploma 54%
Technical/community college 40%
Undergraduate degree 5%
Graduate degree <1%
Doctorate degree (PhD/other) <1%

sensitive attribute gender was not included as a main attribute in
the feature importance graph.

Table 3 reports the results of a Kruskal-Wallis H test (a non-
parametric variant of the ANOVA test to compare multiple groups),
followed by a multiple comparisons post-hoc Dunn test, to test for
significant differences between the three groups. The tests were
performed separately for the different algorithms (the original al-
gorithm, the algorithms adhering to demographic parity, and the
algorithms adhering to equality of opportunity). Results indicated
significant differences between groups 1 and 2, and groups 1 and
3, for all algorithms. Differences between groups 2 and 3 were not
significant.

4.1.2 RQ2. Next, we investigated whether participants preferred
either demographic parity or equality of opportunity. For each of
the three groups, we computed the average fairness perceptions of
the algorithms representing demographic parity and the average
fairness perceptions of the algorithms representing equality of op-
portunity. Figure 5 shows that across all three groups, participants
tended to have a preference for the algorithms representing equal-
ity of opportunity. A Wilcoxon-Signed Rank test (a non-parametric
variant of the paired t-test) indicated that in groups 2 and 3, the
average perceived fairness scores for the algorithms representing
equality of opportunity were significantly higher than the average
perceived fairness scores for the algorithms representing demo-
graphic parity (W = 601.5, p = 0.013 and W = 636.5, p = 0.016 respec-
tively). However, in group 1, these differences were not statistically
significant (W = 777.0, p = 0.541).

4.1.3 Gender differences. Additionally, we examined potential
differences in average scores among male and female participants.
Of all three groups, for each algorithm, we compared the average
scores between men and women, using a Mann-Whitney U-test (a
non-parametric variant of the independent t-test). However, the
results of these tests did not reveal any significant differences.
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Figure 3: Experimental Flow

Table 3: Results of Kruskal-Wallis H test and post-hoc Dunn test to test for significant differences between the three groups.
P-values are in italics if results are significant at 𝛼=0.05. Results of the Kruskal-Wallis H test indicate that the average scores,
for all algorithms, differ significantly across groups. Pairwise comparisons by Dunn’s test show that differences between groups
1 and 2, and 1 and 3, are significant at 𝛼=0.05. Differences between groups 2 and 3 are not significant.

Algorithm Kruskal-Wallis H test Dunn’s Multiple Comparisons test
Groups 1-2 Groups 1-3 Groups 2-3

H p p p p

Original 10.691 0.005 0.009 0.003 0.715
Demographic Parity 8.452 0.014 0.044 0.005 0.419
Equality of Opportunity 18.127 <0.001 0.001 <0.001 0.468

4.2 Qualitative Analysis
To gain additional insights into the findings of our quantitative
analysis, we qualitatively analyzed participants’ rationales behind
their fairness ratings by openly coding their responses to the open-
ended question of which factors they considered most important in
determining the fairness of the algorithms. Although each partici-
pant provided an explanation, we encountered a variety of response
lengths: responses varied in length between 1 word and 59 words,
with a mean of 12 words and a median of 9 words. By first identi-
fying first-order codes out of these responses and grouping these
into second-order codes, we systematically classified the responses.
Figure 6 gives an overview of these categories and provides, per
category, an indicative quote. Two annotators independently re-
viewed the responses. In 80% of the cases, they initially agreed.
The remaining 20% of responses were assigned a final classification
after a discussion between the annotators. For 9% of the responses,
no clear category was identified (e.g.: “If it looked fair or not", “All
combined"). In 4 responses, multiple categories were mentioned. In
these cases, our approach was to classify the response based on the
category mentioned first.

We now discuss some of the responses falling under the two
second-order codes we identified: distributive fairness and proce-
dural fairness.

4.2.1 Distributive fairness. While we encountered a variety of an-
swers, the biggest proportion of explanations (n=164, 73%) could be
attributed to the outcome of the algorithms, relating to the concept
of distributive fairness. This was as expected, as only two out of
three groups received a feature importance graph, and all three
groups received information about distributive fairness. However,
interestingly, we observed that across all three groups, the majority
of participants focused on distributive fairness rather than proce-
dural fairness (82% of all answers in group 1, 61% of all answers in
group 2, and 76% of all answers in group 3).

More specifically, across all three groups, we found that most
participants (n=68) emphasized the importance of considering the
trade-offs between the different fairness criteria shown in the
graphs. For example, P45 (group 1), stated: “I mainly looked at
the proportions between genders of those qualified but not hired in
comparison to the genders when hired". The second most frequently
mentioned category pertained to the concept of equal opportunity:
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Figure 4: Average perceived fairness scores, on a 7-point Lik-
ert scale, of each of the three groups. Error bars indicate
standard deviations. Bar graphs show that the group that
only received information about the distributive fairness
of the algorithms rated each of the three algorithms lower
than the groups that also received information about the
procedural fairness of the algorithms. In the group in which
gender was not a main attribute, fairness perceptions were
highest.

Figure 5: Average perceived fairness scores, on a 7-point Lik-
ert scale, of the algorithms adhering to demographic parity
and equality of opportunity. Error bars indicate standard
deviations. Bar graphs show that across all three groups, al-
gorithms adhering to equality of opportunity were rated
higher compared to algorithms adhering to demographic
parity.

a notable proportion of participants (n=53) mainly focused on false
negative rates and the qualifications of candidates. This finding
suggests a preference for fairness criteria that consider the actual
outcome. For example, P18 (group 1) answered: “The percentage that
was qualified but not hired was the most important factor for me".
Nevertheless, there was also a considerable number of participants
(n=43) that primarily considered the selection rates of both groups,

e.g.: “Whether the hired % of candidates were as equal as possible"
(P38, group 2). However, across all three groups, this category, as-
sociated with demographic parity, was mentioned less frequently
than the category relating to equal opportunity.

4.2.2 Procedural fairness. 18% of answers (n=41) could be attrib-
uted to the decision-making process, and therefore, to the concept
of procedural fairness (7% of all answers in group 1, 27% of all
answers in group 2, and 21% of all answers in group 3).

The majority of these responses (n=34) were related to the fea-
tures used by the algorithms and their relative importance. For
example, in group 2, in which gender was included as a main at-
tribute in the feature importance graph, we encountered 11 answers
that explicitly criticized its usage, e.g.: “I marked them all low as I
don’t see why gender would be an important factor " (P68, group 2).
Other participants mainly focused on the importance or combina-
tion of the different attributes, e.g., “The 5 main attributes were the
main thing I considered" (P52, group 2).

Apart from the procedural fairness of using certain features,
some participants did not provide reasons specific to the informa-
tion shown in the graphs but criticized the use of algorithms for
hiring in general (n=7). For example, P70 (group 3), wrote: “I don’t
believe this kind of selection is fair in any circumstances", and P31
(group 1) stated: “I don’t find the process fair as I believe the candidate
should have a formal interview rather than just basing the hire on
grades and qualifications".

5 DISCUSSION
Previous studies on algorithmic fairness perceptions have primar-
ily focused on either distributive fairness, procedural fairness, or
interactional fairness in isolation. However, our results highlight
the need to consider the interplay between these different fairness
components in research into fair AI.

By considering the importance of different features used by a
model as a key aspect of procedural fairness, our main finding
is that participants who receive information about both the
distributive and procedural fairness of an algorithm, perceive
it as fairer, than participants who only receive information
about the distributive fairness of an algorithm. Surprisingly,
even when gender, a sensitive attribute, is included as a primary
attribute in the algorithms, we still observe this effect, despite a
substantial number of participants citing it as unfair in the open-
ended question.

Our findings underscore the potential consequences of adopting
the distributiveness assumption as described by Dolata et al. [15],
as we show that solely representing algorithmic fairness as an
outcome distribution issue can lead to lower perceptions of fairness.
Our results suggest that providing more information about the
workings of an algorithm can enhance fairness perceptions. This is
consistent with the results of Dodge et al. [14] and Angerschmid
et al. [1], who found that feature importance-based explanations
have a positive impact on algorithmic fairness perceptions.

Furthermore, our work provides empirical insights into how
mathematical fairness criteria are related to human algorithmic
fairness perceptions. By measuring and comparing participants’
fairness perceptions of recruitment algorithms adhering to two
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Figure 6: Indicative quotes, first-order codes, and second-order codes for the open-ended question: “Which factors did you
consider most important in determining whether a model was fair or unfair?"

different algorithmic fairness criteria, we find a significant pref-
erence for equality of opportunity over demographic parity,
when given information about both the distributive and proce-
dural fairness of the algorithms. These findings are affirmed in our
qualitative analysis, in which we note that a larger proportion of
participants assigns greater importance to false negative rates when
forming their fairness judgments, as opposed to (equal) selection
rates among genders.

Our results are in contrast with the preference for demographic
parity found by Srivastava et al. [41]. As they focus on a medical
risk prediction and criminal risk prediction setting, rather than hir-
ing, these varying contexts could be a possible reason behind these
contrasting findings. For instance, decision-making in medical and

criminal risk settings may involve higher stakes compared to hiring.
Moreover, these settings may not capture the imagination as much
as hiring does, possibly leading to different fairness judgements.
It is, however, also plausible that these contrasting results can be
explained by the varying methods of visualizing fairness issues.
Where Srivastava et al. [41] represent their algorithms by showing
the individual outcomes of ten decision subjects, we report the
trade-offs between two fairness criteria. Moreover, while all par-
ticipants in the study of Srivastava et al. [41] are solely provided
with information about the algorithmic outcomes, relating to the
concept of distributive fairness, two-thirds of our participants also
receive information about the procedural fairness of the algorithms.
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Another potential explanation for our findings could be associ-
ated with the participants’ levels of comprehension of the fairness
criteria. In a study into lay people’s understanding of mathematical
fairness criteria, interestingly, Saha et al. [38] find that participants’
comprehension of equality of opportunity is lower compared to
their comprehension of demographic parity. Additionally, they ob-
serve that participants who score higher on comprehension tend
to have lower fairness perceptions. In line with this reasoning, a
possible explanation for our findings is that our participants had a
better understanding of the algorithms adhering to demographic
parity compared to the algorithms adhering to equality of oppor-
tunity. This could have resulted in assigning a lower score to the
algorithms adhering to demographic parity.

Limitations. Our study has several limitations. First, we con-
ducted our study with crowdworkers. Although we pre-selected
them on having obtained at least a high-school diploma, we can
not completely rule out the possibility of some participants not
understanding or being able to correctly interpret the trade-offs
being shown. We tried to keep our visualizations as straightforward
as possible by showing bar graphs but acknowledge the possible
difficulty of the task. As our results were consistent amongst groups,
we however believe our results correctly reflect the intuitions of
our participants.

A second limitation pertains to our approach to describing false
negative algorithmic predictions in terms of qualifications. We used
synthetic data in our experiments. However, in real-world hiring
scenarios, determiningwhether candidates are ‘qualified’ is a subjec-
tive decision, susceptible to different types of biases. It is important
to acknowledge that a real-world hiring scenario encompasses a
much greater level of complexity, in which qualifications may never
be assessed with complete certainty.

A third limitation relates to the features used by our models.
As our data set did not indicate what kind of companies it consid-
ered, some participants mentioned they did not fully understand
the particular selection of the top five most important attributes.
Moreover, since we used postprocessing bias mitigation, the feature
importance graph stayed the same across all algorithms, which
could possibly have caused some confusion. We did this, however,
to ensure the validity of studying the differences between groups.
Future research could investigate the effect of different levels of
feature importance on participants’ fairness perceptions.

A final limitation relates to our participants’ demographics.While
we had an even distribution ofmale and female participants, the vast
majority of our participants were White. Future research should
aim to expand the representation of racial groups, to mitigate the
risk of developing a one-sided and potentially biased understanding
of perceived algorithmic fairness.

Future Directions. Our results emphasize that understanding al-
gorithmic fairness perceptions requires careful consideration of
both visualization and contextual factors. Suggestions for future
work, therefore, include:

• Exploring the effect of presenting various visualizations,
and offering additional context about the decision-making
process, on participants’ algorithmic fairness evaluations.
Van Berkel et al. [43], for example, take a useful start in this

direction, by evaluating the effect of scatterplot and text-
based visualizations of algorithmic outcomes on fairness
perceptions.

• Assessing participants’ algorithmic fairness perceptions us-
ing implicit measures, rather than explicitly asking whether
they think an algorithm is fair. Implementing such a design
could potentially reduce the influence of cognitive biases
and response biases, such as social desirability bias.

• Investigating participants’ preferred mathematical fairness
criteria in multiple contexts, besides algorithmic hiring. For
instance, a future study could categorize various contexts
based on the risk-oriented approach of the AI act, which cate-
gorizes AI systems into 4 levels: unacceptable, high, minimal,
or low risk [11]. Such a study could then examine whether
participants’ preferences for certain fairness criteria in dif-
ferent contexts vary based on these different levels of risk.

• Studying whether participants’ fairness perceptions are af-
fected by receiving additional information about an algo-
rithm, by conducting a within-subjects study, as opposed to
a between-subjects study. For example, one approach could
involve presenting participants with information about the
distributive fairness of an algorithm, followed by information
about its procedural fairness. By asking for their fairness per-
ceptions at these two points in time, it could be investigated
whether providing information about procedural fairness
alters fairness perceptions.

6 CONCLUSION
In this study, we approach the topic of perceived algorithmic fair-
ness through the lens of organizational justice theory, using algo-
rithmic hiring as a case study. Our key finding is that providing
information about the procedural fairness of an algorithm increases
fairness perceptions, even when the process can be considered un-
fair. We moreover find a preference for equality of opportunity over
demographic parity, when given information about the distributive
and procedural fairness of an algorithm. Our results highlight the
interplay between the different components of fairness in organiza-
tional justice theory, and the relationship between mathematical
algorithmic fairness and perceived algorithmic fairness. By per-
forming an empirical study amongst crowdworkers, we add to the
growing body of literature on public perceptions of algorithmic
fairness and provide important directions for future research.
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