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ABSTRACT 
Children encounter high levels of stress and anxiety before receiv-
ing medical treatment, such as a vaccination. This paper explores 
the efect of emotional gesturing in socially assistive robots (SARs) 
on children’s observed and self-reported engagement, as well as 
self-reported anxiety, fear, and trust during a group vaccination. A 
total of 249 children interacted with the social robot iPal before and 
after receiving the vaccine. Our results show an overall positive 
efect of adding emotional gestures to a SAR’s interaction behavior 
leading to increased engagement and lower anxiety, while increased 
engagement also resulted in trusting the robot more. Thus, adding 
emotional gestures during child-robot interaction is a powerful way 
to improve the child’s experience during a group vaccination day. 

CCS CONCEPTS 
• Computer systems organization → Robotics; • Human-centered 
computing → Field studies. 
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1 INTRODUCTION 
The application of socially assistive robots (SARs) in child health-
care has been increasingly researched and deployed as they ofer 
substantial benefts such as assisting children in managing chronic 
illness [21] or distracting children undergoing medical procedures 
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(e.g., vaccinations [41]). Using social robots for emotional support 
in children has several benefts. The relationship between a social 
robot and a child difers from the relationship between a child and 
a healthcare professional. A social robot can take on the role of 
a peer [47] making it less scary to talk to compared to an (adult) 
healthcare worker. In this way, a social robot can be used to break 
the ice between child and healthcare professional [37]. Additionally, 
in some medical settings such as group vaccinations, healthcare 
professionals lack the time for reaching out to all children. Here, 
social robots could assist in providing emotional support. 

Increased engagement facilitates distracting children from stress-
ful situations [31] such as the waiting room before vaccination. To 
achieve the goal of engaging humans more with robots, they should 
be equipped with sophisticated social skills [3]. Despite the evident 
health benefts resulting from a SAR’s ability for social interaction 
(e.g., by talking, changing posture, and gesturing), designing partic-
ular sociable traits such as conveying information about emotions 
as an act of adaption and response to individuals’ needs or moods 
remains complicated [4]. Getting people to initially engage with 
a robot is easy, but keeping them engaged over time –regarding 
the present interaction but also beyond one interaction– prevails 
a challenge [53]. Yet, a robot lacking appropriate social skills may 
hurt the child’s perception and trust, which, in turn, threatens user 
engagement and long-term acceptance [10]. 

The felds of Human-Robot Interaction (HRI) and Intelligent Vir-
tual Agents (IVA) has accumulated research on socially expressive 
behavior in the past decades [11]. For example, in designing an ar-
chitecture for generating synchronized speech and gestures in a nat-
ural way [26], expressing emotional states and intentions through 
verbal and nonverbal behaviors for social awareness [8], generating 
socially appropriate speech and motions based on sensory data of 
human-human interactions [29], or designing multi-modal, long-
term, adaptive social HRI for children [5]. Particularly relevant for 
our current study is a focus on body movements and gestures that 
contain information about the sender such as afect, personality 
and/or style [51]. Gestures are a form of nonverbal communication 
in human interactions that not only aid people to convey emotions 
along with its intensity themselves but also enable people to infer 
and judge emotions expressed by others [13]. Several studies have 
investigated the efect of (emotional) gestures on user engagement. 
For example, robots that use gestures were better able to keep the 
user’s attention and interactions with gestures were perceived as 
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more appropriate than when gestures were absent during interac-
tions [45]. Somewhat similar, Hall et al. [20] found that people rate a 
gesture-using robot as more socially engaging and understandable, 
however people’s self-reported engagement does not increase due 
to the use of gestures but is rather a result from familiarity with 
robotics. Other studies have concluded that especially the correct 
timing of gestures (i.e., when users’ nonverbal behavior indicated 
distraction) were important to keep participant engaged in the con-
versation [9, 48]. Although engagement has been widely researched 
in HRI, its efects remain elusive in many diferent situations and 
contexts [34]. To explore the specifc efect of using gestures in 
child mental healthcare, our frst research question is: 

RQ1: How does emotional gesturing in a socially assistive robot in-
fuence child engagement and interaction during a group vaccination 
event? 

Not only context or user characteristics infuence the child’s at-
tentive state and subsequently the engagement, but also emotions. 
Indeed, previous fndings in HRI research indicate the importance 
of adapting the use of nonverbal behavior to user characteristics, 
especially emotion-based adaptations, to sustain social engagement 
during the interaction [1, 36, 50]. Emotions especially play an im-
portant role during medical procedures (e.g., vaccinations) where 
diferent negative emotions are often present (e.g., anxiety and 
fear). For example, Jacobson et al. [22] found that nearly half of 
young children experienced serious distress during and before a 
vaccination. Based on previous fndings [31, 41], we expect that in-
cluding emotional gestures in the interaction will result in children 
being more engaged, which in its turn will lower anxiety and fear. 
Moreover, given that the social robot deployed in our study will 
inform the children on the procedure, it is important to take trust 
into account when evaluating the efectiveness of the social robot 
intervention at the vaccination day [58]. To investigate how anxi-
ety, fear and trust are afected by the implementation of emotional 
gestures in HRIs, and how such gestures infuence engagement, our 
second research question is composed of two parts: 

RQ2a: How does emotional gesturing in a socially assistive robot 
infuence child’s anxiety, fear, and trust during a group vaccination 
event? 

RQ2b: What are the efects of child’s anxiety, fear, and trust on 
child’s engagement during an interaction with a socially assistive 
robot? 

To study the efects of emotional gesturing in socially assistive 
robots on engagement, anxiety, fear, and trust in a real-world setting 
in the child healthcare domain, we have deployed a social robot 
during two annual group vaccination events. 

2 RELATED WORK 
Due to abundant benefts of social robots (e.g., productivity, ef-
ciency), the healthcare sector, and more specifcally the child and 
elderly care sector, has developed an increasing interest in deploy-
ing such socially interactive agents [15]. In this domain, social 
robots are often referred to as socially assistive robots (SAR), given 
that they appropriate an assistive role with hands-of interaction 
featuring speech, facial expressions, and communicative gestures 
[16]. In order to be efective in a healthcare setting, SARs have to 
be equipped with proper social behaviors and the ability to show 

nonverbal behavior besides the ability to speak. Earlier research 
calls for an appropriate design of SARs in combination with per-
sonalization [1, 50], especially when SARs are used with children 
[53]. Another requirement is that a SAR should be able to provide 
a comfortable experience for children, since this forms the basis for 
trust and bonding [37]. A variety of social robots have been used as 
a SAR, for example the NAO robot, RP-7 Remote Presence Robot, 
Keepon, COLOLO, and Pleo [27]. These robots have been applied in 
various felds, but predominantly for mental health interventions. 
Here, the SAR can act as a therapeutic intervention [32] or provide 
social skill training for children with autism spectrum disorder [57]. 

2.1 Emotional Gestures in Social Robots 
Social robots have demonstrated to be capable of infuencing the 
emotions of humans, so called ‘mood contagion’ [55], which in 
turn can lead to a higher engagement of participants with social 
robots. In a study by Tielman et al. [50], children played a quiz 
with both an afective and a non-afective social robot. In the af-
fective condition the robot would display emotions in reaction to 
the child’s emotional state through verbal and nonverbal chan-
nels, more specifcally gestures. Children were observed to be more 
expressive towards the afective robot than to the non-afective 
robot, and the children rated showing emotions through gestures 
as a very positive trait for a social robot. It is important to note 
that the size of the gestures the robot used was infuenced by both 
arousal and extroversion. Work by Ahmad et al. [1] has analyzed 
whether providing emotional feedback would lead to sustained 
social engagement in children who are taught vocabulary. In this 
study, the emotional state of the child was taken into account for 
the feedback towards the child. This feedback consisted of verbal 
statements and corresponding emotional induced gestures. The 
researchers found that incorporating positive emotional feedback 
had a positive efect on the child’s learning performance. These 
two exemplar child-robot interaction (CRI) studies indicate that 
including nonverbal behavior such as gestures seems to positively 
afect social engagement and learning while personalizing of those 
gestures further increases those efects. 

2.2 SARs for Vaccinations 
One of the applications of SARs is to use them for distraction dur-
ing an interaction where a patient undergoes a medical procedure. 
Fowler-Kerry and Lander [17] investigated the efect of music on 
the perceived pain level of injections and distress. They found that 
using music as a distraction technique could lower the pain percep-
tion in children, however, the efect of music was lower in younger 
children. The authors argued that perhaps younger children would 
show a lower pain perception when other, more interactive dis-
traction techniques are applied. Maybe the application of SARs in 
paediatric healthcare could ofer such interactive distractions lead-
ing to more positive efects specifcally during the administration 
of a vaccination in children? 

A study by Beran et al. [6, 7] explored the efect of the presence of 
a robot (NAO robot) during the administration of a fu vaccination 
to children in a Wizard Of Oz approach (WoZ). In the experimental 
condition, the robot engaged in small-talk about movies after which 
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it would ask for a high fve before the procedure. During the proce-
dure, the robot tried to distract the child by asking it to blow of dust 
of a rubber duck, and, after the procedure, the robot would thank 
the child and comment on it’s bravery. The control condition did 
not feature a robot. The researchers found that deploying a robot 
in the whole process resulted in longer smiles on children’s’ faces 
than in the no-robot condition, while the amount and duration of 
crying remained similar between conditions. 

Jibb et al. [23] investigated distraction strategies used by a social 
robot (MEDiPORT, based on the NAO robot) during needle inser-
tions in children with cancer. To distract the children before the 
procedure, the robot provided supportive statements in preparation 
for the procedure as well as calming and encouraging statements 
right before the procedure. During the procedure, the robot prac-
ticed deep breathing exercises with the child. After the procedure 
had ended, the robot continued providing positive afrmations. The 
control condition featured the same robot, but in this case the robot 
only provided an introductory statement followed with dancing and 
singing by the robot. The researchers reported low distress ratings 
for both robot distracting behaviors with no signifcant diferences 
between the two robot conditions, while a no-robot condition was 
not part of their study design. 

Rossi et al. [41] looked at the impact of emotional distraction 
with a social robot during the administration of a fu vaccine on 
children’s anxiety. They applied human-human distraction strate-
gies with a robot directed at children. The robot used emotional 
behaviors, with a positive or negative valence, dependent on the 
initial anxiety state of a child. The researchers found that using a 
robot with distraction strategies during vaccination reduced fear, 
anxiety, and pain perception in children. 

These four studies indeed demonstrate the possibilities of pro-
viding a more comfortable experience for children during a medical 
procedure, and more specifcally in the case of administering a vac-
cine. However, previous research focuses on using social robots as 
a distraction during receiving the vaccine itself. Given that children 
experience most anxiety before the onset of the procedure [22], 
and social robots show potential for usage in the waiting room 
[35], we specifcally aim to deploy a robot intervention before the 
vaccination procedure during the waiting time in our current study. 
Additionally, previous research suggests that using positive emo-
tional gestures can increase the levels of distraction through height-
ening engagement and increasing positive emotions. Therefore, 
we decided to compare an expressive robot with a non-expressive 
robot in terms of gestures. 

3 METHODS 
In this paper, we compare results from two diferent group vac-
cination events organized annually as part of the Dutch National 
Immunisation Programme, where the social robot was deployed to 
inform the children about the procedure by means of a short video 
developed by the Dutch Child and Family Center (CJG). Our study 
is a part of a 5-year research project, where we plan to study difer-
ent robot behaviors in diferent healthcare settings. As a baseline 
for this project, we deployed a robot without gestures during the 
annual group vaccination day. The year thereafter, we have added 
emotional gestures to the interaction with the goal to compare the 

two robot interventions in terms of their efect on engagement, 
anxiety, fear, and trust in this particular context. Ethical approval 
was obtained from the ethics board of our university. 

3.1 Creation of Emotional Gestures 
For the emotional gestures condition, we used gestures with high 
levels of arousal to increase levels of distraction [49] and positive 
valence to match the high-pitched voice and joyful music in the 
video as well as positively infuence the emotional state of the 
children [14], as positive emotions lead to higher engagement [56]. 
The robot carried out fve universally understood gestures in the 
following order: 1. Arms stretched out and hands pointing to the 
front following the 4-key frame steps from [18], 2. Robot cheers to 
the side [19], 3. Robot cheers to the front [43], 4. Arms stretched 
out with hands pointing to the front [18], 5. Robot is dancing [44]. 
Each gesture was executed once. Both at the beginning and at 
the end of the interaction, the robot waved its arm while saying 
hello / goodbye. Since the robot was placed at the end of the queue 
and many children attended the vaccination day, it could happen 
that multiple children would interact with the robot at the same 
time. Gaze behavior of the robot was therefore kept neutral, but 
matched to the executed gestures (e.g. when stretching out the 
hands in front and up, the robot’s head would follow). See our 
Supplementary materials for a video of the used gestures. 

3.2 Pilot Study 
To test the study set up and evaluate the gestures created, a pilot 
study was carried out during a group vaccination day in March 
for older children. The main focus was to have a frst exploration 
of the experimental set-up and detect potential pitfalls with the 
goal to defne improvements for the fnal study. In this pilot study, 
every child interacted with a robot expressing emotional gestures. 
The sample consisted of 40 participants (22 boys, 16 girls) with age 
range between 9 and 17 years old (Mage = 11.39, SDage = 2.20). Due 
to this wider age range, assumptions for the fnal study should be 
taken with care given the target age group is 9 year old’s who may 
perceive robots diferently. From the 40 participants, there were 
only 10 participants that could be used for the observed engagement 
as in other cases they were obscured, or the robot interaction was 
not correctly attended (e.g., technical problems with the robot or 
incorrectly executed gestures). We observed that children would 
often stand on a green dot on the foor to interact with the robot. 
Yet this dot was part of the environment and not a deliberate choice 
for the experiment. We moved the robot slightly to prevent this 
behavior. Some parents forgot to sign the consent form. We printed 
the signature lines on the frst page to ensure consent was given, 
while questions appeared on the next page. Based on the pilot study 
and subsequent exploration of the data, we adjusted the layout of 
the survey for clarity, discussed congruence of the coding scheme, 
and integrated appropriate emotional and semantical gestures in 
the robot interaction. 

3.3 Participants, Research Setting & Research 
Team 

This research was carried out the annual group vaccination days 
organized by the Dutch Child and Family Center (CJG) in Capelle 
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aan de IJssel, the Netherlands. The CJG provides general healthcare 
to children and their families, such as vaccines, eye tests and check-
ups, but also family coaching and mental support when needed. For 
the two group vaccination days, children aged 9 years old living in 
the area are invited to come by and receive the advised vaccinations 
according to the Dutch National Immunisation Programme. For 
the frst study, three researchers were present. Their tasks were 
to inform the children and their guardians, turn on the robot, and 
collect the questionnaires. At the second study, six researchers were 
present, to account for an additional robot that was placed near 
the exit. Participants were recruited at the entrance of the vaccina-
tion location by means of voluntary sampling after informing the 
children and adult guardians about the study. 

For the baseline condition of our study in which a total of 149 
children participated, we deployed a robot without gestures during 
the annual group vaccination day on March 9, 2021. During the 
annual event a year later on April 19, 2022 in which a total of 129 
children participated, we deployed the same robot but this time 
the robot was programmed to show emotional gestures. Due to the 
layout of the vaccination location, it was impossible to study both 
conditions at the same time. 

Not all participants completed the questionnaire, and –due to 
the layout of the vaccination day during the baseline study– not 
all participants were able to see the robot while waiting for their 
vaccination. The fnal data sample therefore consists of 249 partici-
pants (120 boys, 89 girls, and 40 gender unknown) ranging from 8 
to 10 years old (Mage = 8.34, SDage = 0.49). 

3.4 Procedure 
A schematic overview of the procedure is presented in Figure 2. 
Positioning of the robot in the environment can be seen in Figure 
1. First, the children enter the vaccination location together with 
their guardians. On arrival they were welcomed by one or two 
researchers, who informed them about the study and asked if they 
were interested in participating. Participants were handed out a 
questionnaire on paper, and the guardians were asked to sign an 
informed consent form. The child was instructed to complete the 
frst part of the questionnaire while awaiting further instructions. 
The child was allowed to complete the questionnaire together with 
their guardian. The questionnaire asked for some demographics and 
a question to assess the current state of anxiety. After completing 
the frst part of the questionnaire, the participants were instructed 
to continue in the queue for registration (visible in Figure 2, step 
3) for the vaccination. This is where the frst interaction with the 
robot took place with the robot displaying a short information video 
about vaccinations. In the baseline condition, the robot would only 
display the video on its tablet mounted on its front, while the robot 
in the emotional gestures condition executed emotional gestures 
alongside the video. The interaction was recorded with a video 
camera for analysis. After the video had ended (optimally, because 
the child could leave at any point during the interaction) the child 
continued queuing for the registration and following vaccination. 
After the administration of the vaccine, participants moved towards 
to the exit. Here, they were asked to complete the second part of the 
questionnaire. For the baseline condition, this was the end of the 

session, and participants were asked to hand in their questionnaire 
and thanked for their participation. 

The emotional gestures condition featured a second interaction 
with the robot. At the exit, after handing in their questionnaires, 
the children were asked whether they wanted to have a second 
and fnal interaction with the robot. The questionnaire was then 
put into one of the two mailboxes, depending on whether the child 
wanted to have a second interaction with the robot (step 5 in Figure 
2). The robot asked two questions during this second interaction: 
“How was your vaccination experience?" and “What are you going 
to do next?". The frst question was chosen to evaluate the child’s 
vaccination experience, while the second question was chosen to 
replicate a natural conversation between the robot and the child, 
including small talk. Dutch people commonly end conversations 
asking for other people’s plans for the day. With this question, we 
also gave the children the opportunity to share something from their 
daily life with the robot. The participant could verbally respond 
to these questions. After the interaction ended, participants could 
follow their way to the exit. 

3.5 Materials 
For both studies, two iPal robots were used, as well as two cell-
phones to control the robots by means of the iRemoter application. 
Two consumer grade video cameras were present to record the 
interactions. During the second interaction in the emotional ges-
tures condition, a lavalier clip-on microphone taped to the head 
of the robot was used to record the responses of the children. A 
short video (1:17 minutes long) designed by the CJG, informing the 
children about the vaccination procedure, was played on the robot. 
See our Supplementary materials for the video including the robot 
gestures used. 

3.6 Measurements & Data Analysis 
3.6.1 Self-reported Engagement, Anxiety, Fear and Trust. For all self-
report questions in the questionnaire, a 5-point Likert scale from 
1 (Surely not) to 5 (Yes, very much) was used, with corresponding 
smileys, as this is methodologically advised for self-report with 
children [40]. Low values indicate a low score on the corresponding 
concept (i.e., engagement, anxiety, fear, and trust), while high values 
indicate a high score on the corresponding concept. 

Engagement, Fear, and Trust were measured based on a question-
naire developed by Looije et al. [30]. To measure engagement, we 
asked whether they would like to use the robot again, indicating 
a possible future interaction which might indicate long-term en-
gagement, as well as whether they wanted to see a video on the 
robot again. To measure fear, we asked pre- and post-vaccination 
how they felt about getting a vaccine. To measure trust, we asked 
whether they would tell a secret to the robot. Additionally, Anxi-
ety, which is a time restricted state and a subordinate emotion of 
fear [42], was measured with a question from the Modifed Short 
State-Trait Anxiety Inventory for children [38]: "In this moment 
- I feel calm". This question in turn is adapted from the original 
State-Trait Anxiety Inventory for Children State [46] and uses facial 
expressions to symbolise emotions. 

3.6.2 Observed Engagement. All video data was qualitatively and 
quantitatively analyzed. We used a video coding approach in line 
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Figure 1: Pictures of the research set-up 

Figure 2: Map of research location and study procedure. N.B. 
6 only took place in the emotional gestures condition 

Table 1: Engagement coding scheme 

Value Evaluation Observation 

1 Intense noncompliance 
Participant walks away from the area 
where the interaction takes place 

2 Noncompliance 
Negative utterances: Participant looks around, or hangs head 

and is interested in diferent things, Signs of boredom 
3 Neutral Participant is gazing towards robot and follows video 

4 Slight Engagement 
Positive utterances: participant walks towards the robot or 

close stand Smiles of participant, slight attempts 
to interact 

5 Intense Engagement 
Mimicking of robot , excitable bouncing, 

strong attempts to interact, Concentration signs, 
Laughing of participant 

with previous research in the feld of CRI [25, 30] and video materi-
als were independently coded by two researchers using the coding 

scheme (see Table 1). Each video was divided into 5 seconds slots, 
and a primary coder assigned a code to each slot. Frame slots in 
which the participant was not visible in the frame slot (e.g., because 
they were standing too far away from the robot or they were oc-
cluded by parents or fellow participants) were annotated as missing 
with code ‘0’. If more than 30% of the slots for a particular partici-
pant were annotated as missing, the data of that participant was 
not included in the fnal data analysis. For the remaining partici-
pants, the missing frame slots were replaced with the median per 
participant. This preprocessing resulted in a total number of 40 
participants in the no gestures condition (baseline) and 71 for the 
emotional gestures condition. 

In total, 30% of the video data was randomly selected and the 
same procedure of applying codes was performed by a second 
coder, which was deemed sufcient for generalization given a mod-
erately large dataset (e.g., [28, 33]). Disagreements were discussed 
and resolved between the two annotators, after which inter-coder 
reliability [39] was calculated. This resulted in an overall good 
agreement for frst interaction in the emotional gestures condition 
(� = .816), a moderate agreement for no gesture (baseline) condi-
tion (� = .642), and an almost very good reliability for the second 
interaction in the emotional gestures condition (� = .896). Given 
these values, it can be assumed that the codes are in accordance 
and can be used for further data analysis. 

3.6.3 Vaccination Experience & Sentiment Analysis. Qualitatively 
it was assessed how the child perceived the vaccination. For that, 
a short interview was held by the robot itself. The answers of 
the children were transcribed verbatim and assessed. Given the 
relevance of the child’s afective state for measuring engagement, 
the sentiment of the child’s answers were coded by two researchers 
(positive, negative, and neutral) and, after checking for inter-coder 
reliability a good agreement was reached (� = 0.928). This data 
was then analyzed along with the other collected data. Additionally, 
engagement was measured by using the developed coding scheme, 
see Table 1, by two researchers (� = 0.896). 

4 RESULTS 
An overview of the fndings of the two studies are presented in Table 
2, including results on sample size, means and standard deviations 
of the collected variables, for each condition separately (baseline 
condition, and the emotional gestures condition) as well as for the 
complete data sample. 
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Figure 3: Results 
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Table 2: Overview of N, Mean and SD per condition. 

Baseline Emotional Gestures Total 
N M SD N M SD N M SD 

Observed Engagement 40 2.95 0.43 71 3.33 0.45 111 3.19 0.48 
Self-reported Engagement 126 3.60 1.06 94 3.95 0.88 220 3.75 1.00 
Pre-Anxiety 100 2.64 1.15 
Post-Anxiety 94 2.31 1.08 
Pre-Fear 124 3.16 1.13 100 3.22 1.07 225 3.19 1.10 
Post-Fear 119 3.19 1.18 95 3.36 1.10 215 3.27 1.14 
Trust 122 4.45 0.96 83 4.34 0.83 205 4.40 0.91 

4.1 Engagement 
An initial analysis investigated a potential association between 
self-reported and observed engagement. A Spearman correlation 
was insignifcant (r = 0.04, � = 0.366), interestingly failing to detect 
such an association. 

4.1.1 Observed Engagement. To investigate the efect of emotional 
gestures on observed engagement, we compared the data from 
the two studies. We found a signifcant diference (Mann-Whitney 
U = 781.00, N1 = 40, N2 = 71, � < 0.001), showing that children 
were more engaged when interacting with a robot using emotional 
gestures (M = 3.33, SD = 0.45) compared to a robot using no gestures 
(M = 2.95, SD = 0.43). 

4.1.2 Self-Reported Engagement. A similar efect for using emo-
tional gestures was found for self-reported engagement (Mann-
Whitney U = 4836.00, N1 = 126, N2 = 94, � = 0.009). Children 
reported a higher level of engagement when interacting with a 
robot using gestures (M = 3.89, SD = 0.92) compared to children 
interacting with a robot using no gestures (M = 3.60, SD = 1.06). 

4.2 Anxiety 
Anxiety was measured both before as well as after vaccination, but 
only in the emotional gestures condition. A Wilcoxon test showed 
a signifcant diference between pre- and post state anxiety (z = 
-1.805 , � = .035), indicating that the children’s anxiety decreased 

after the intervention (M = 2.31) compared to their anxiety before 
the intervention (M = 2.64). 

To investigate whether this decrease in anxiety may be caused 
by the engagement levels resulting from the robot using emotional 
gestures , we ran four separate Spearman correlations. We found 
no signifcant associations between observed or self-reported en-
gagement and anxiety before nor after the CRI. 

4.3 Fear 
To investigate the efect of emotional gestures on fear both before 
and after the intervention, we compared the data from the two 
studies. A Friedman test showed no diferences in pre- and post-
fear between the no gestures and emotional gestures conditions 
(� 2 (3) = 1.762, � = 0.623). 

To investigate whether any diference for fear may be caused 
by the engagement levels resulting from the robot using emotional 
gestures, we ran four separate Spearman correlations. Spearman 
correlations show no relationships between observed as well as 
self-reported engagement and fear, before as well as after the CRI. 

4.4 Trust 
To investigate the efect of emotional gestures on trust, we com-
pared the data from the two studies. We found a signifcant difer-
ence (Mann-Whitney U = 4450.50, N1 = 122, N2 = 83, � = 0.045), 
showing that children had lower trust in the robot using emotional 
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gestures (M = 4.34, SD = 0.83) compared to a robot without gestures 
(M = 4.45, SD = 0.96). 

To investigate whether this decrease in trust may be caused by 
the engagement levels resulting from the robot using emotional 
gestures, we ran two separate Spearman correlations. We found 
that trust was associated with self-reported engagement (r(201) 
= .26, � =< .001) but not with observed engagement (r(59) = .10, 
� = .236). 

4.5 Self-Disclosure and Engagement 
To explore the efect of emotional gestures on self-disclosure, we 
deployed a second robot at the exit during the second study to ask 
the children about their vaccination experience and plans for the 
day after the questionnaire was handed in. Word count is used to 
indicate the richness of the engagement as well as breadth of the 
child’s self-disclosure, while a sentiment analysis was carried out 
to explore the depth of self-disclosure. 

4.5.1 Word Count. On average, the word count was 7.37 words 
per participant (N = 77). The average word count of the frst answer 
was 2.57, and of the second answer 4.16 words. We found a nearing 
signifcant correlation between word count and observed engage-
ment (r(55) = .20, � = 0.070) or self-reported engagement(r(68) = 
.17, � = 0.083), pointing at a potential trend in the data that shows 
a richer interaction may be associated with both higher observed 
and self-reported engagement. 

4.5.2 Sentiments. The overall sentiments expressed while answer-
ing the frst question ("How was your vaccination experience?") are 
more negative (46 negative statements, 6 neutral, and 24 positive 
statements), as it was expected regarding the relatively higher levels 
of fear and anxiety. Children provided rather short answers to this 
question, mainly describing the state of the child (e.g., "tensive", 
"fun", "not fun", "scary"), as can be seen in Figure 4a. Answers to the 
second question ("What are you going to do next?") were similar 
amongst the children (e.g., "going back to school", "going home") 
and mostly lacked any further emotional information (1 negative 
statement, 76 neutral statements), as can be seen in Figure 4b. 

(a) Vaccination experience. (b) Next activity. 

Figure 4: Word clouds of child’s statements to the robot. 

4.5.3 Observed Engagement. The observed engagement of the sec-
ond interaction at the exit is positively associated with the word 
count (r(73) = .36, � =< .001), marginally signifcant in associa-
tion with the observed engagement during the frst interaction 
(r(68) = .20, � = .058), and positively correlated with self-reported 
engagement during the frst interaction (r(80) = .24, � =< .016). 
Additionally, a positively correlation was found between observed 
engagement during the second interaction and self-reported fear 
before the intervention (r(80) = .18, � = .049), indicating that chil-
dren with higher fear before vaccination were less engaged during 
the second interaction. 

4.6 Other observations 
To evaluate the success of our robot intervention, we checked 
whether the children understood the robot (M = 4.2, SD = 0.70) 
and the video (M = 4, SD = 0.87) in the no gestures condition (N 
= 125). These high average scores showed positive indications of 
them understanding the information presented. While running the 
baseline study, we noticed that more anxious children seemed less 
willing to participate. To further explore this, we counted the will-
ingness of the children to participate during the second study and 
whether they were anxious. We collected such data for 60 children, 
of which 27 indicated to be not anxious and willing to participate, 
14 to be not anxious but not willing to participate, 11 that were 
anxious and not willing to participate, and 8 that were anxious but 
willing to participate. A chi-square test showed a potential trend 
in the relationship between anxiety and willingness to participate 
(�2 (1) = 3.0127, � = .083). 

During the interactions, some anecdotal observations were that 
children seemed to almost only gaze at the video screen when the 
robot used no gestures. In the gesture condition, children seemed 
to follow the robot’s movements and gaze at its face. When the 
robot moved its arms, the children seemed to smile or get excited, 
potentially indicating direct efects of gestures on the child. Also, 
the willingness for interacting with the robot seemed higher after 
receiving the vaccine. Here, also children that did not consent for 
participating in the study before receiving the vaccine, asked to 
talk to the robot. These children were not recorded and therefore 
excluded from analysis. 

5 GENERAL DISCUSSION 
Socially assistive robots (SARs) show potential in reducing stress in 
children before receiving medical treatment, such as vaccinations. 
However, it remains unclear which behaviors SARs should express 
for a successful intervention, especially for child-robot interaction 
(CRI). The aim of our research was therefore to investigate the 
efects of emotional gestures during CRI on engagement, anxiety, 
fear, and trust by running a real-world experiment during two 
annual group vaccination days in the Netherlands. 

Our fndings indicate that emotional gestures, rather than no 
gestures, in a CRI results in higher observed as well as self-reported 
engagement. These fndings substantiates previous research show-
ing that emotional gestures guide attention [12], assuming that 
emotional gestures are attracting the visual attention and increas-
ing human-likeness resulting in higher engagement and subse-
quently fulflling children expectations about robots. Especially in 
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a distracting environment such as the one described in this paper, 
robot interactions need to be engaging [24]. Anecdotal observations 
indicate that children follow the movements of robot’s arms and 
try to mimic them, confrming that gestures catch attention. Even 
though emotional gestures increased ratings of both self-reported 
and observed engagement, the two measures of engagement did 
not signifcantly correlate. This means that children who had a high 
self-reported engagement were not necessarily observed as being 
highly engaged during the interaction, emphasizing the importance 
of distinguishing between observed and self-reported engagement. 

Moreover, children’s state anxiety was signifcantly higher be-
fore the vaccination and interaction with the robot compared to 
measures collected afterwards. The lower state anxiety after inter-
action might be caused by higher levels of observed engagement 
with robots using gestures; an observation that needs further ex-
ploration in future research. However, our results show no efect 
of emotional gestures on self-reported fear. Moreover, we found no 
efect of a social robot present at a vaccination day on self-reported 
fear in general. Additionally, no efects of fear and anxiety on child’s 
engagement were found. However, we observed that more anxious 
children seemed to be less willing to participate. This could have 
led to a bias, not being able to include higher levels of fear and 
anxiety in our comparisons, since they were less present in our 
data sample. 

Interestingly, self-reported trust was lower for robots using emo-
tional gestures compared to the no gestures condition. This is es-
pecially surprising given that gestures such as open arms are con-
sidered to evoke trust and credibility in people [52]. Additionally, 
our results indicate that higher levels of trust corresponded with 
higher levels of self-reported engagement. It could be that the used 
gestures were too hectic, as joyful gestures are usually executed 
at a higher speed. This could have distracted participants from the 
informative video. Gaze is an important indication of trust, with 
averted gaze lowering the level of perceived trust [54]. The robot 
averting his gaze more often in the emotional gestures condition 
could therefore have led to lower levels of child’s trust. 

5.1 Limitations 
Since this study is a real-world study, we encountered some techni-
cal challenges. Due to participants positioning themselves out of the 
video frame or parents obscuring the view, there were many missing 
slots for the observed engagement. Consequently, the number of 
participants here is quite low, especially in the no gesture condition. 
A larger code-able sample size may have resulted in more signifcant 
results. Additionally, because of the set-up of the vaccination day, it 
was impossible to thoroughly control the questionnaires being fully 
completed and at the right time of the procedure. This led to multi-
ple missing values. Due to the location of the vaccination day (i.e. 
a big open space, with children walking in and out throughout the 
whole day), we could not prevent children encountering only one 
of the two conditions. Therefore, we had two collect our data in two 
diferent subsequent years, namely the baseline study in the frst 
year, and the emotional gestures condition in the second year. We 
decided to collect a baseline database in 2021, which we could com-
pare with future studies in the subsequent years for our research 

project. Since children only receive the corresponding vaccinations 
once in their life, double participation was not possible. 

From observations and informal conversations on-site, parents 
and medical staf seemed in general very positive about the robot 
application. Including them systematically was not feasible during 
this large event but we have included opinions of parents and child 
healthcare practitioners in other research (e.g., [35–37]). 

5.2 Future Research 
Future research should further explore the efects of diferent robot 
features and behaviors, also beyond emotional gestures, on chil-
dren’s engagement. By comparing specifc behaviors to our baseline 
study, we were able to investigate the efects of these behaviors on 
relevant interaction factors such as engagement and stress reduc-
tion. Additionally, looking into participant-specifc traits, such as a 
child’s personality, could lead to interesting results. For example, 
extroverted children tend to prefer extroverted robots [2]. Adapt-
ing robot behavior to the child’s personality might increase the 
efectiveness of the SARs intervention by tailoring the interaction 
to the preferences of the child. 

After the vaccination, children in the emotional gestures group 
were asked to share their vaccination experience with the robot. The 
children answered the frst question (“How was your vaccination 
experience?") with more (mostly negative) sentiment, compared to 
the second one (“What are you going to do next?"), even though they 
used more words when responding to the second question. However, 
the children did not state anything about how they experienced 
their interactions with the robot while waiting. For future research, 
it would be interesting to ask the children this directly, to gain more 
insights in the perceived value of having the robot there. 

6 CONCLUSION 
This real-world study investigates the efects of using emotional 
gestures in a socially assistive robot at an annual group vaccination 
day. The robot was placed in the waiting area where children were 
waiting before receiving their vaccination. The aim of this study was 
to see whether a child-robot interaction (CRI) before the vaccination 
would reduce stress levels in children. 

Our results show a positive efect of adding emotional gestures 
to a SAR’s interactive behavior during a group vaccination day. 
Children were more engaged and experienced lower anxiety in 
the waiting area when the robot used emotional gestures. Addi-
tionally, children who self-reported to be more engaged with the 
robot also showed higher trust in the robot. Moreover, in a dis-
tracting environment, emotional gestures may be able to capture 
children’s attention better by providing a more engaging interac-
tion. Thus, adding emotional gestures during a CRI is a powerful 
way to improve the child’s experience during a group vaccination 
day. 
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