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A B S T R A C T   

Power-to-ammonia (P2A) technology has attracted more and more attention since ammonia is recognized as a 
natural zero-carbon fuel. In this context, this paper constructs a renewable energy powered multi-energy hub 
(MEH) system which integrates with a thermo-electrochemical effect based P2A facility. Subsequently, the en
ergy management of proposed MEH system is casted to a multi-agent coordinated optimization problem, which 
aims to minimize operating cost and carbon dioxide emissions while satisfying constraints. Then, a novel multi- 
agent deep reinforcement learning method called CommNet is applied to solve this problem to obtain the optimal 
coordinated energy management strategy of each energy hub by achieving the distributed computation of global 
information. Finally, the simulation results show that the proposed method can achieve better performance on 
reducing operating cost and carbon emissions than other benchmark methods.   

1. Introduction 

In recent decades, the penetration of renewable energy is continually 
increasing to reduce the consumption of fossil fuels and the carbon 
emissions. However, the utilization of renewable energy sources (RES) 
such as solar and wind energy also take the intermittency nature into 
power system [1,2]. To this end, the energy storage systems (ESS) such 
as battery and power-to-gas (P2G) technology are widely applied to 
mitigate the stochastic and intermittent generation of renewable energy 
[3]. Research in Refs. [4,5] proposed different hybrid energy systems 
structures which integrated battery with renewable energy to deal with 
the uncertainty of renewable energy generation and improved the reli
ability of the system. Nevertheless, the frequent charging and dis
charging behavior of battery will not only increase additional 
degradation cost, but also shorten the long-term lifetime [6–8]. 

In this context, P2G technology is an ideal substitute that can storage 
the surplus energy from renewable energy and product gaseous energy 
carriers such as hydrogen (H2) and methane (CH4). Tebibel [9] proposed 

a wind-hydrogen production system that utilized the wind turbines to 
produce electricity to supply the electrolyzer. Zhong et al. [10] designed 
a solar-driven power-to-methane system, and the simulation results 
have shown that the total energy efficiency and power-to-methane ef
ficiency were obviously improved. However, the storage and trans
portation of hydrogen/methane at ambient condition requires the 
special process such as liquefaction and compression, which will in
crease the additional storage cost [11]. Besides, the combustion prod
ucts of methane include carbon dioxide, which can aggravate the 
greenhouse effect [12]. Compared with these two P2G technologies, 
power-to-ammonia (P2A) is a better alternative, which is a technology 
to combine hydrogen (H2) produced by electrolysis of water with ni
trogen (N2) separated from air to synthesis ammonia (NH3) [13]. NH3 
can be liquefied just at − 33.3 ◦C and atmospheric pressure [14], while 
H2 requires − 252.8 ◦C and 100 bar [15]. This characteristic allows 
ammonia more easily stored and transported without utilizing the spe
cial gas tanks, so as to efficiently decrease the cost [16]. Besides, 
considering the low cost of N2 source, P2G is undoubtedly a more 
economical technology [12]. Moreover, NH3 is a both zero-carbon and 
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high energy density fuel whose combustion reaction products with ox
ygen are water and nitrogen and the energy density is 1.5 times higher 
than hydrogen, which indicates it is an environmentally friendly energy 
[17]. Conventionally, the route of P2A to synthesis ammonia is by the 
Haber-Bosch process based catalyst at 500 ◦C and 300 bar [18]. How
ever, this method not only requires exacting reaction condition, but also 
has a very low yield of ammonia caused by the unfavorable chemical 
equilibrium [19]. Therefore, some researchers have explored a new re
action route which can synthesis ammonia from nitrogen at ambient 
condition and obviously improve the yield of ammonia by utilizing 
catalysts to promote the electrochemical synthesis process [20,21]. 

Hence, incorporating the renewable energy powered P2A with other 
energy systems such as gas and heat to construct a multi-carrier energy 
system (MCES), can better enhance the system flexibility, reliability and 
stability as well as reduce operating cost. Wen et al. [22] proposed an 
electricity-heat-ammonia coupled multi-generation system and evalu
ated the energy and exergy efficiencies of system. Wang et al. [23] 
developed an ammonia-water based combined heating and power (CHP) 
energy system that simultaneously supplied the electricity and hot air 
for consumers. However, the above studies do not consider 
thermo-electrochemical effect of the synthesis process of ammonia when 
construct the system model, which will influence the yield of ammonia. 
MCES always be constructed as an energy hub (EH) to better manage 
and optimize energy generation and consumption, which multiple en
ergy carriers can be converted, conditioned and stored [24,25]. 
Furthermore, the complex MCES model can be constructed as several 
simple EHs which called multi-energy hub (MEH) so that the intercon
nection of each EH can be considered. 

However, the energy management and operation optimization of 
MEH is a huge challenge as the unpredictable state changes and un
certainties of system can easily influence the performance [26–28]. To 
address this challenge, stochastic optimization (SO) method is widely 
applied to conduct energy management [29]. Thang et al. [30] devel
oped a stochastic optimization (SO) method to simultaneously optimize 
the MEH and distribution networks considering the uncertainty of the 
system. Zou et al. [31] implemented an adaptive SO-based method to 
solve a Stackelberg game among a multi-energy microgrid. Heidari et al. 
[32] constructed a EH optimization model with combined cooling, 
heating, and power (CCHP) and ice storage, and applied the SO-based 
method to solve this model. Nevertheless, the SO-based methods al
ways need to pre-sample various information of different scenarios ac
cording to the given probability distribution [33], which requires vast 
computational ability and even cannot be realized in practice. There
fore, the robust optimization (RO) method is utilized to solve the opti
mization model to achieve robust operation. Poursmaeil et al. [34] 
implemented RO-based method to obtain the optimal schedule of the 

constructed MEH system and considered the operation of electric vehi
cles (EV). Lu et al. [35] proposed a MEH system with electricity, gas, 
heat energy and applied RO method to solve the coordinated optimi
zation model to reduce the total cost of MEH. However, the optimization 
results obtained by RO method are conservative in order to keep the 
safety of system operation, which makes the optimal operation strategy 
may not be obtained. 

To this end, the machine learning (ML) based methods are applied to 
solve the optimization model of MEH, which can extract powerful 
operation knowledge from historical data to obtain the real-time oper
ation strategy [33]. Specifically, the deep reinforcement learning (DRL) 
is a method that combine the perception ability of deep learning (DL) 
and the decision-making ability of reinforcement learning (RL), which is 
suitable to solve the stochastic decision-making problem. For instance, 
Zhou et al. [36] utilized an improved soft actor critic (SAC) algorithm to 
study the energy management strategy of MEH under the challenges of 
stochastic renewable supplies and energy demands. Tan et al. [37] 
developed a DRL approach to realize efficient energy management of 
hybrid electric vehicle. Nevertheless, these studies only apply 
single-agent based DRL (SADRL) algorithms for solving optimization 
problems, which is unable to achieve optimal operation when deal with 
the overlap of multiple adjustable parameters of multiple devices [38]. 
Besides, the SADRL methods focus on a centralized perspective and lack 
of cooperativity, which may lead to concerns about data privacy [38], 
communication delay [39] as well as single point failure issue [40]. In 
this context, it is necessary to find a more suitable and effective DRL 
method to solve the multi-objective cooperative energy management 
problems in a distributed manner with desirable performance and 
guaranteed scalability. To this end, multi-agent based DRL (MADRL) 
methods are naturally required, in which agents can be trained in a 
distributed manner to obtain a coordinated strategy [41]. Ahrarinouri 
et al. [42] implemented a multi-agent deep Q learning (MADQN) for 
residential multi-carrier energy management. Zhang et al. [43] pro
posed a multi-agent twin delayed deep deterministic policy gradient 
(MATD3) to learn the optimal operation strategy for bottom-layer 
microgrid. However, most MADRL approaches have several limita
tions: 1) the MADQN suffers from the curse of dimensionality when 
coping with continuous problems; 2) the MATD3 is so sensitive to 
hyper-parameter that cannot learn a suitable policy as the complexity of 
the environment grows exponentially [44]. 

Motivated by the above concerns, this paper develops a renewable 
energy powered MEH system which integrates thermo-electrochemical 
effect based P2A in each EH, and a novel multi-agent deep reinforce
ment learning (MADRL) algorithm is proposed to achieve the coopera
tive energy management of MEH. The main contributions of this paper 
are summarized as follows: 

1). An integrated P2A technology multi-energy hub (MEH) frame
work which powered by renewable energy sources (wind and 
solar) is constructed in this paper. The consumption of nature gas 
can be reduced by utilizing the ammonia in each EH. Unlike the 
previous MEH studies [25,30], both the operation cost and car
bon emissions of proposed MEH can be effectively reduced by 
cooperatively managing the coupled multi-energy in MEH.  

2). A thermodynamic model of P2A which considers the thermo- 
electrochemical effects from renewable energy is integrated in 
each EH to enhance the yield of ammonia. Compared with the 
previous P2A models [22,23], the electrolytic temperature of 
electrolyzer when synthesis ammonia is controllable by adjusting 
the available renewable thermal energy for P2A reaction heating 
so that the yield of ammonia can be efficiently improved.  

3). To achieve the cooperative optimization of MEH, the energy 
management scheme is formulated as a Markov game and solved 
by a novel MADRL algorithm called CommNet. Different from the 
existing centralized DRL based methods [36,37], the proposed 
approach can obtain the optimal coordinated energy 

Nomenclature 

Abbreviations 
RES renewable energy sources 
ESS energy storage systems 
P2G power-to-gas 
P2A power-to-ammonia 
MCES multi-carrier energy system 
MEH multi-energy hub 
SO stochastic optimization 
RO robust optimization 
DRL deep reinforcement learning 
SADRL single-agent deep reinforcement learning 
MADRL multi-agent deep reinforcement learning 
PVT photovoltaic thermal system 
DES district energy system  
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Fig. 1. Structure of the proposed single energy hub.  

Fig. 2. Overview of the proposed multi-energy hub (MEH).  

K. Xiong et al.                                                                                                                                                                                                                                   



Renewable Energy 214 (2023) 216–232

219

management in a distributed perspective as well as guarantee the 
stable convergence of agent training. 

The rest of this paper is organized as follows: the system model and 
problem formulation are presented in Section II and Section III, 
respectively. In Section IV, the proposed MADRL algorithm is introduced 
in detail. The numerical results are presented in Section V to verify the 
effectiveness of proposed method and the conclusions are presented in 
Section VI. 

2. System model of multi-energy hub 

The Fig. 1 shows the specific structure of each EH, which includes 
photovoltaic thermal system, wind turbine, CHP, boiler, furnace, P2A 
and NH3 tank. The system operator of each EH aims to collect and 
dispatch information for each energy device to achieve stable and effi
cient operation of each EH. The modelling of each energy facility is 
described in detail in this section. Moreover, the framework of proposed 
MEH is shown in Fig. 2, which includes various single EH. The district 
energy system (DES) includes electricity utility and gas utility is backup 
energy supply for each EH as long as the EH cannot be self-sufficient. 
Moreover, the EH can sell their surplus energy to the electricity utility 
or other EHs through the power line. 

2.1. Model of photovoltaic thermal system 

The excessive increase of temperature of PV panels will lead to an 
obvious decrease of electrical efficiency. To this end, the photovoltaic 
thermal (PVT) system [45] has designed to overcome this challenge 
which consists of solar thermal collectors and photovoltaic panels to 
generate both electricity and heat energy. The output of photovoltaic 
panels is mainly related to solar irradiance intensity St , which can be 
formulated as follow [46,47]: 

HPVT,t = StCηoptA (1)  

PPVT ,t =HPVT,tηPV,tηinv (2)  

where C represents the concentration ratio; A denotes the module area of 
PV; ηopt and ηinv are the optical efficient and the efficiency of inverter, 
respectively; the efficiency of the PV module can be calculated in Eq. (3), 

ηPV,t = ηTref

[
1 − βref

(
TC,t − Tref

)]
(3)  

where ηTref 
denotes module’s efficiency at the reference temperature; βref 

represents the temperature coefficient; Tref refers to the reference tem
perature of cell; The related parameters of PVT are shown in Table 1 
[47]. 

2.2. Model of wind turbine 

A piecewise function is utilized to mathematically model the elec
tricity output of WT, which the real time output PWT,t is closely related to 
the real time wind speed vt. There is no output of WT when the wind 
speed lower than the cut-in wind speed vcin or higher than the cut-out 
wind speed vcout. The output can be calculated according to Eq. (4) 
when wind speed between cut-in speed and rated wind speed vrated. 
Besides, the output of wind turbine set to be rated output PWT,rated when 
wind speed between rated wind speed and cut-out wind speed [48]. 

PWT,t =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0, 0 ≤ vt < vcin

1
2

ρπR2v3
t Cp(β, λ)

/

106, vcin ≤ vt < vrated

PWT,rated, vrated ≤ vt < vcout

0, vt ≥ vcout

(4)  

where ρ denotes the air density; R is the rotor diameter; Cp is utilization 
factor of wind energy; β and λ represent blade pitch angle and tip speed 
ratio, respectively. Table 2 specifically shows the applied parameters of 
WT. 

2.3. Model of proposed power to ammonia 

P2A is an emerging technology that utilizes the hydrogen from 
electrolysis of water and nitrogen separated from air to synthesis 
ammonia [7], which can be represented as: 

6H2O + 2N2→4NH3 + 3O2
2H2O→O2 + 4H+ + 4e−
N2 + 6H+ + 6e− →2NH3

(5) 

The reaction process of P2A and the yield of ammonia are mainly 
influenced by the type of catalysts [19], electron structure of active 
surfaces [49] and the PH value of reaction environment [50]. Without 
losing the generality as well as keep the yield of ammonia, the proposed 
P2A is conducted in electrochemical cells whose conducting electrolyte 
is NH4

+/H+ and electrodes are Pt/C based under ambient environment 
(room temperature and atmospheric pressure). As Eq. (5) shown, the 
reaction of electrolysis of water is conducted in anode, where the water 
is decomposed into oxygen O2 and hydrogen ion H+. After that, the 
hydrogen ion H+ will transfer to the cathode and combine with the ni
trogen N2 separated from air to product NH3. Generally, lots of repeating 
electrolysis cells are electrically connected in series to form a branch and 
several branches are combined in parallel way to finally form the elec
trolyzer module to ensure an ample yield of NH3 [51]. 

2.3.1. Production model of NH3 
It can be obtained from the Faraday’s law that the production of 

ammonia is approximately proportional to the current density. Besides, 
parasitic current and cross permeation when electrolyzer is operating 
also influence the yield of ammonia. Thus, the Faradaic efficiency ηF,t is 
applied to mathematically construct the production model of ammonia 
[52]. The ammonia production of can be calculated as follow: 

yt,n =
NcηF,tVt,nIt,nΔt

NeF
(6)  

Yt =
∑Nb

n=1
yt,n (7)  

where Nc represents the number of series electrolysis cell and Nb is the 
number of electrolysis cell branch; Vt,n denotes the molar volume of cell 
branch n and F is Faraday constant. 

For proposed P2A, environment pressure is the only negligible factor 
when consider the performance of electrolyzer so that which can be 
treated as a constant [17]. Thus, the Vt,n is proportional to the reaction 
temperature according to the isobaric ideal gas law, which can be 
expressed as: 

Table 1 
Related parameters of PVT.  

Parameter value Parameter value 

ηopt 0.85 Tref 25 ◦C 
ηinv 0.9 βref 0.004/◦C 
ηTref 

0.12 PPVT,rated 300 kW  

Table 2 
Applied parameters of wind turbine.  

Parameter value Parameter value 

vcin 4 m/s vcout 25 m/s 
vrated 11.4 m/s R 70 m 
PWT,rated 1 MW – –  

K. Xiong et al.                                                                                                                                                                                                                                   



Renewable Energy 214 (2023) 216–232

220

Vt,n

TZ,t
=

V ′

t,n

T ′

Z,t
(8) 

The electricity consumption of electrolyzer PE,t,n is closely related to 
electrolytic efficiency ηE,t, which can be described as follow: 

PE,t,n =
yt,nQa

ηE,tΔt

PE,t =
∑Nb

n=1
PE,t,n

(9)  

where Qa is calorific value of ammonia that indicates the enthalpy 
change of reaction process under the standard condition; PE,t denotes the 
total electricity consumption of all electrolyzers. PSA is an efficient 
device to separate nitrogen from air for P2A reaction, which has low cost 
and longer lifetime as well as higher efficiency than the original nitrogen 
producer [53]. The cost of PSA will be specifically described in next 
section. 

Then, both the Faradaic efficiency and electrolytic efficiency are 
strongly influenced by the reaction temperature, the efficiencies in
crease when the reaction temperature rises and the relationship can be 
described as a piecewise function [53,54]: 

η=

⎧
⎨

⎩

a
(
TZ,t − TZ,min

)
, TZ,min ≤ TZ,t ≤ T1

a
(
T1 − TZ,min

)
+ b

(
TZ,t − T1

)
,T1 ≤ TZ,t ≤ T2

a
(
T1 − TZ,min

)
+ b(T2 − T1) + c

(
TZ,t − T2

)
,T2 ≤ TZ,t ≤ TZ,max

(10)  

where a, b, c are the coefficients of the efficiency function. 

2.3.2. Thermo-electrochemical model 
In proposed P2A, the thermo-electrochemical effect which caused by 

the injection of external renewable thermal energy is fully considered. 
The physical structure diagram of electrolysis device is described in 
Fig. 3. As Fig. 3 shown, the whole physical environment of utilized P2A 
electrolysis device consists of reaction area, surrounding wall as well as 
outside air, and these three parts can conduct the heat exchange. To 
mathematically model the thermo-electrochemical process, the thermal 

Fig. 3. Physical structure diagram of electrolysis device.  

Fig. 4. Equivalent circuit diagram of electrolysis device [7].  
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resistance and capacitance are utilized to measure the heat storage ca
pacity and heat conversion ability of electrolysis device elements [7,55]. 
The resistor-capacitor based equivalent circuit diagram of electrolysis 
device is given in Fig. 4, which shows the temperature dynamic of 
electrolysis device. The heat storage ability and heat conversion ability 
of reaction area and surrounding wall are modeled as thermal resistors 
and capacitors as the figure shown. 

It can be obtained from Fig. 4 that the thermal transferring process 
among reaction area, surrounding wall and outside air is represented as 
a resistor-capacitor circuit. The thermal resistances can be obtained by 
Eq. (11) under the laminar flow condition. 

RZ,n =
lh,Z,n

NZ,nλZ,n
,RW,n =

lh,W,n

NW,nλW,n
,Rout,n =

1
WnLnλout,n

(11)  

where NZ,n, NW,n represent Nusselt constant number; λZ,n, λW,n, λout,n 

denote the thermal conductivity of electrolyte, wall and outsider air; 
lh,Z,n, lh,W,n are the geometric characteristic length of heat transfer sur
face of reaction zone and surrounding wall, which can be calculated as: 

lh,Z,n =
2WnhZ,n

Wn + hZ,n
(12)  

lh,W,n =
2WnhW,n

Wn + hW,n
(13)  

where hZ,n, hW,n are the height of reaction zone and surround wall. 
Thus, the thermo-electrochemical process of P2A can be mathe

matically modeled as follow: 

CZ.n
dTZ,t,n

dt
=

TW,t,n − TZ,t,n

RZ,n
−

TZ,t,n − Tout,t,n

Rout,n
+ HRES,t,n + PE,t,nΔt − yt,nQa

(14)  

CW⋅n
dTW,t,n

dt
=

TZ,t,n − TW,t,n

RZ,n
+

Tout,t,n − TW,t,n

RW,n
(15)  

where the process of heat transfer and exchange among the reaction 
area, surrounding wall and outside air are described by the Eq. (14)- 
(15). The thermodynamic process of reaction area and wall are 
described in the left hand of Eq. (14)-(15). The first three terms of the 
right hand of Eq. (14)-(15) show the heat interaction among the inside 
electrolyte, surrounding wall and outside air, and the last three terms of 
the Eq. (14) are the heat energy injection from renewable energy, 
enthalpy change of reaction process and Joule heat from the current 
density. The applied parameters of proposed P2A are shown in Table 3 
[16]. 

2.4. Model of combine heating and power system 

There are two kinds of CHP system in the proposed EH framework, 
nature gas-fired CHP and ammonia-fired CHP system. CHP system can 
simultaneously generate heat and electricity, which consists of the 
power generation unit and heat recovery unit. The nature gas or 
ammonia is fired in power generation to product electricity, and the 

excessive power is captured by the heat recovery unit to product heat. 
The CHP system can be mathematically modeled as follow: 

PCHP,t =Gi,tQiηe, i={gas, ammonia} (16)  

HCHP,t =
(
Gi,tQi − PCHP,t

)
ηrec, i={gas, ammonia} (17)  

where Gi,t is the consumption of nature gas or ammonia at each time- 
step; the ηe and ηrec are the efficiency of power generation unit and 
the efficiency of heat recovery unit, which set to 0.38 and 0.8 [56], 
respectively; The Qg and Qa represent calorific value of nature gas and 
ammonia, which are 4.339 kWh/m3 and 10.729 kWh/m3. 

2.5. Electrical boiler and gas furnace model 

Electrical boiler and gas furnace are utilized to generate thermal 
energy to meet the heat demand. The energy conversion process can be 
described according to the following equations: 

HB =PB,tηB (18)  

HF,t =QgasGgas,tηF (19)  

where the ηB and ηF are the thermal efficiency of electrical boiler and gas 
furnace, respectively. PB,t denotes the real time electricity input for 
boiler. Ggas,t is the gas input for furnace at time t. 

3. Problem formulation 

After the MEH model is constructed, this section will form the energy 
management strategy of MEH. Thus, both the objective function and 
system constraints are explicitly discussed. 

3.1. Objective function 

This study aims to minimize the operating cost as well as reduce the 
carbon dioxide emission of MEH. The operating cost of MEH includes 
purchase cost Cp,t and maintenance cost Cm,t of all EHs. Besides, the 
reduction of carbon dioxide emission achieves by levied carton tax [57, 
58], which can be regarded as another cost Cc,t . Thus, the objective 
function can be represented as a total cost function as the Eq (20): 

Ctotal,t =Cp,t + Cm,t + Cc,t (20) 

The total purchase cost of each EH is composed of the electricity 
purchase cost and the nature gas purchase cost as well as the cost of 
nitrogen production, which can be calculated as follow: 

Cp,t =
∑k

i=1

(
Pgrid,t,i × pricep,t +Ggas,t,i × priceg,t + Yt,i × priceN2

)
(21)  

where Pgrid,t,i and Ggas,t,i represent the amount of electricity and nature 
gas import from power grid and gas station of EH i at time t; pricep,t and 
priceg,t are the real-time price of importing electricity and nature gas, 
respectively; Yt,i is the production of ammonia of EH i at time step t; 
priceN2 denotes the required nitrogen cost for producing 1 m3 ammonia, 
which can be chosen as 0.03125 $/m3 [59]. 

The maintenance cost of each EH includes WT, PVT, CHP, boiler and 
furnace maintenance cost, which can be calculated as follow: 

Cm,t =
∑k

i=1

(
MWT PWT,t,i +MPVT PPVT,t,i +MCHPPCHP,t,i +MBPB,t,i +MFPF,t,i

)

(22)  

where PWT,t,i, PPVT,t,i, PCHP,t,i, PB,t,i, PF,t,i are the real-time electricity 
consumption of WT, PVT, CHP, boiler and furnace of EH i; MWT , MPVT, 
MCHP, MB, MF denote the maintenance cost per unit of WT, PVT, CHP, 
boiler, furnace, which are specifically given in Table 4 [56,60]. 

Table 3 
Applied parameters of proposed P2A.  

Parameter value Parameter value 

F 96485 C/mol NW,n 3.09 
It, n 1000 A/m2 λZ,n 0.6 W/(m.◦C) 
Nc 5 λW,n 1.1 W/(m.◦C) 
Nb 9 λout,n 200 W/(m.◦C) 
TZ,min 5 ◦C yng 0.75 m3 

TZ,max 65 ◦C Png 0.5 kW 
Wn 0.5 m CZ.n 0.2917 kWh/◦C 
Ln 1 m CW⋅n 0.0205 kWh/◦C 
NZ,n 4 – –  
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The cost of carbon dioxide emission is related to the real-time carbon 
dioxide production and carbon tax. The main carbon dioxide production 
of proposed MEH comes from the importing electricity and natural gas 
since the importing electricity originate from the fossil energy and car
bon dioxide would be produced during natural gas combustion. Thus, 
the cost of carbon dioxide emission can be calculated as follow: 

carbon t =
∑k

i=1

(
θelec ×Pgrid,t,i + θgas ×Ggas,t,i

)
(23)  

Cc,t = carbon t × δ (24)  

where carbon t is the carbon dioxide emission of MEH at time t; θelec, θgas 
denote the carbon dioxide emission factor of importing electricity and 
natural gas, which can be chosen as 0.95 kg/kWh and 1.93122 kg/m3 

[56]; δ represents the carton tax that is set to 0.01527 $/kg [57,61]. 

3.2. System constraints 

The system constraints are constructed to ensure the stable and 
efficient operation of MEH when solve the optimization problem, which 
will discuss in detail in this subsection. It is worth noting that the con
straints are on hourly basis. 

3.2.1. Constraints of power to ammonia 
The yield of ammonia is limited by the maximum production of each 

electrolysis cell ymax,n to ensure the safe operation of reaction process, 
which can be described as: 

0≤ yt,n ≤ ymax,n (25) 

Besides, influenced by the inertia of liquid electrolyte and velocity 
limits of gas streams [7], the electrolyzer need time to change the 
set-point so that the ramp capacity of ammonia production is required. 
⃒
⃒yt,n − yt− 1,n

⃒
⃒ ≤ yramp,n (26)  

3.2.2. Constraints of NH3 tank 
The constraints of NH3 tank can be described as below: 

Gtank,min ≤Gtank,t ≤ Gtank,max (27)  

SOCtank,min ≤ SOCtank,t ≤ SOCtank,max (28)  

SOCtank,t = SOCtank,t− 1 +
(
Gc,tηc

/
cap − Gd,tηd

/
cap

)
Δt (29)  

where Gtank,t denotes the stored NH3 of tank; Gtank,min and Gtank,max are 
the limitation of NH3 storage of gas tank; SOCtank,t represents the state of 
charge of tank at time t; SOCtank,min and SOCtank,max are the upper and 
lower limit of SOC; Gc,t and Gd,t are the real-time amount of charging and 
discharging NH3 of tank; ηc and ηd represent the charging and dis
charging efficiency. cap is the capacity of applied gas tank. 

3.2.3. Constraints of combine heating and power system 
There are several constraints of CHP proposed to guarantee the safe 

operation, which can be expressed as follow: 

PCHP,min ≤PCHP,t ≤ PCHP,max (30)  

Pramp
CHP,min ≤PCHP,t − PCHP,t− 1 ≤ Pramp

CHP,max (31)  

where PCHP,min and PCHP,max are the maximum and minimum output of 
CHP; Eq. (31) is the ramp rate constraint of CHP; Pramp

CHP,min and Pramp
CHP,max 

denote the upper and lower limits of ramp rate output of CHP. 

3.2.4. Constraints of boiler and furnace 
The electrical boiler and gas furnace are only limited by their ca

pacities, which can be described as: 

HB,min ≤HB,t ≤ HB,max (32)  

HF,min ≤HF,t ≤ HF,max (33)  

where HB,min and HB,max are the maximum and minimum output of boiler; 
HF,min and HF,max are the maximum and minimum output of furnace. 

3.2.5. Constraints of electricity, heat and ammonia balance  

(a) Electricity balance: the generated electrical power must equal 
to the electrical consumption at each time-step, which can be 
described as: 

∑k

i=1

(
PWT,t,i +PPVT ,t,i +PNH3

CHP,t,i +Pgas
CHP,t,i

)
=

∑k

i=1

(
Pload,t,i +PB,t,i +PE,t,i

)
(34)  

where Pload,t,i is the real-time electrical load of each EH.  

(b) Heat balance: the heat energy generated by CHP, boiler and 
furnace should equal to the real-time heat demand. 

∑k

i=1

(
HNH3

CHP,t,i +Hgas
CHP,t,i +HB,t,i +HF,t,i

)
=

∑k

i=1
Hload,t,i (35)  

where Hload,t,i is the real-time heat demand of each EH. Note that the 
thermal energy from the PVT module is utilized to heat the electrolyzer 
and enhance the yield of ammonia.  

(c) Ammonia balance: the NH3 consumption for CHP at each time- 
step is composed of the produced NH3 by P2A and the charge/ 
discharge amount of NH3 tank Ga

tank,t,i, which can be modeled as: 

∑k

i=1

(
Ga

P2A,t,i +Ga
tank,t,i

)
=

∑k

i=1
Ga

CHP,t,i (36)  

where Ga
P2A,t,i denotes the real-time production of NH3 each P2A unit. 

4. Applied multi-agent deep reinforcement learning algorithm 

In this section, to achieve the optimal operation of proposed MEH 
while satisfying the system constraints, the energy management of MEH 
is modeled as a Markov game first. Then, the formed Markov game 
solved by CommNet which is an improved MADRL algorithm based on 
communication architecture to realize the coordinated energy man
agement for each EH in a distributed manner [62,63]. 

4.1. Modeling a Markov game 

The energy management of proposed MEH is formulated as a Markov 
game [64], which is an extension of Markov decision process (MDP) for 
multi-agent system. The details of each component of Markov game are 
described as follow: 

Agents: agents are the information centers which can receive the 
input states from environment and feedback suitable actions to maxi
mize the corresponding reward. Note that three agents (N = 3) are 
applied to obtain the optimal energy management strategy for three EHs 
in this study. 

State set: the state set is composed of the state of all agents at each 

Table 4 
The applied maintenance cost factors.  

Parameter value Parameter value 

MWT 4.794 $/MW MB 4.644 $/MW 
MPVT 3.500 $/MW MF 3.870 $/MW 
MCHP 9.288 $/MW – –  
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time-step t, which can be denoted as St = (st,1, ...,st,i,...,st,N). The state of 
agent i at time-step t st,i can be describes as below:  

where Ga
tank,t− 1,i represents the output of gas tank at last time-step and 

which will set to be 0 at the initial time-step; pricemean
p,i denotes the daily 

average electricity price of EH i. 
Action set: At denotes the action set at time-step t, which is composed 

of the actions of all agents At = (at,1,...,at,i,...,at,N). The actions of agent i 
at time-step t at,i are the input electricity of electrical boiler at time-step 
t, the input gas of furnace at time-step t, and the charging/discharging 
amount of NH3 of tank at time-step t, respectively, which can be 
described as follow: 

at,i =
(

PB,t,i,Ggas,t,i,Ga
tank,t,i

)
, i= 1, 2, ...,N (38) 

Note that the type of actions of each agent is same since they have the 
same system structure. However, the actual values of actions of each 
agent at every time-step are different as the states of each agent are 
different. 

Reward function: the reward function at time-step t Rt includes the 
total cost function of MEH as show in Eq. (20) and the TSS reward 
function, which can be described as follow: 

Rt = −
(
α1 ∗ Ctotal,t +α2 ∗ CTSS,t

)
(39)  

where α1,α2 are the weight coefficient, CTSS,t represents the penalty cost 
of gas tank which is utilized to guide agent to explore the suitable ac
tions for gas tank and the further study can be found in Ref. [42], which 
can be formulated as follow: 

CTSS,t =
∑N

i=1

(
Ga

tank,t,i

(
price p,t,i − pricemean

p,i

))
(40) 

The applied policy function of this study can be formulated as: 

πθ(S,A)=P[A|S, θ] (41)  

where P is the transition probability to map the state S to action An 
under the parameter θ. The expectation can be calculated by action- 
value function Qπθ (St ,At) after policy is implemented, which is: 

Qπθ (St,At)=Eπθ

[
∑T

i=t
γ(i− t)R(si, ai)

]

(42) 

At each time-step t, each agent obtains the current state st,i from each 
EH i and the actions will be derived according to the policy πθ to maximize 
the discounted cumulative reward, and then transfer to the next state. 

4.2. Applying proposed MADRL method to solve the Markov game 

To obtain the optimal energy management strategy of proposed MEH 
to minimize the operating cost and the carbon dioxide emission, a novel 
communication structure based MADRL algorithm called CommNet is 
utilized. In CommNet, each agent only sends its observed state from 
local environment to the communication channel and then all agents 
share the common average state by accessing the broadcasting 
communication structure. Then, the common average state is regarded 
as the input of next layer and the actions of agents are the output of the 
last layer. 

The detailed structure of CommNet is shown in Fig. 5. From an 
overview perspective, each agent only input its observed information 
and the corresponding actions of its own are mapped by two commu
nication steps T1 and T2. At each communication step, there are two 
input vectors of the module fm

n (here m is the index of communication 
step and n is the index of agent): the hidden state vector hm

n and the 
communication vector cm

n , and one output vector hm+1
n . The above vec

tors can be calculated as follow [65]: 

Fig. 5. The specific structure of CommNet [65].  

st,i =
(

PWT,t,i,PPVT,t,i,HPVT,t,i,Pload,t,i,Hload,t,i,Ga
tank,t− 1,i, pricep,t,i, pricemean

p,i , priceg,t,i

)
(37)   
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hm+1
n = f m

n

(
hm

n , c
m
n

)
= tan h

(
Hmhm

n +Cmcm
n

)
,m= 0, 1 (43)  

cm+1
n =

1
N − 1

∑

n′ ∕=n

hm+1
n′ (44)  

where Hm and Cm denote the coefficient matrices. Substituting the Eq. 
(43) into Eq. (42), we can obtain: 

hm+1
n = tan h(Tmhm) (45) 

here the related coefficients can be computed as follow: 

hm =
[
hm

1 ,…, hm
N

]T (46)  

Tm =

⎛

⎜
⎜
⎝

Hm Cm ⋯ Cm

Cm Hm ⋯ Cm

⋮ ⋮ ⋱ ⋮
Cm Cm ⋯ Hm

⎞

⎟
⎟
⎠,Cm

=Cm

/

(N − 1) (47) 

The softmax activation function is placed at the final layer output =

softmax(hM
n ). Thus, the output of softmax can be regarded as the prob

ability of final output action an
t at the state sn

t at time step t. The further 
study of convergence of CommNet model can be found in Refs. [39,66]. 

Then, the actor-critic based reinforcement learning model is utilized 
to train the network to obtain the optimal policy, the specific training 
process of proposed algorithm is described in Algorithm 1. Firstly, the 
weights of actor and critic networks θ, φ and the weights of target net
works θ̂, φ̂ are initialized at the beginning of training process (line 3). 
After that, the agents repeat the follow procedures (line 4-line 17) to 
obtain the optimal policy of energy management. 

For each episode at time-step t, the action at,i of each agent i are 
selected based on the policy πθ(St ,At) learned by actor network (line 7). 
Then, the obtained actions are executed in the MEH environment and 
calculate the corresponding reward Rt as well as observe the set of next 
state St

′

(line 8). The transition pair (St ,At ,Rt , St
′

) is constructed and 
stored in replay buffer (line 9). 

After the replay buffer is fully stored, the agent come to the update 
period which the weight of target networks will be updated (line 11-line 
16). A mini-batch of transition pairs are randomly selected from replay 
buffer and utilized to calculate the mean squared Bellman error to up
date the critic network. Here, the target action-value function of agent i 
δi can be formulated as: 

δi =Ri + γQω⌢(Si
′

,Ai
′

) (48) 

The loss function of the critic network aims to optimize the minimum 
square error between the of target action-value function and the target 
value to update the weights of critic network φ, ich can be defined as: 

L(ω)=E(S,A,R,S′ )

[
(δi − Qω(Si,Ai))

2]
=

1
φ

∑

j
[δi − Qω(Si,Ai)]

2 (49)  

where φ represents the size of the sampled mini-batch. Thus, the 
parameter φ can be updated by minimizing the loss function (line 13), 
which is： 

ωπ = argmin
ω

L(ω) (50) 

Then, the weights of actor network θ are updated based on the policy 
gradient theorem (line 14), which can be formulated as follow: 
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∇θJ(θ) ≈
1
φ

∑

i
∇θlog πθ(Si,Ai)Qω(Si,Ai) (51) 

Finally, the parameters of target networks can be updated to stabilize 
the training process (line 15), which is: 

ω̂←ηω + (1 − η)ω̂
θ̂←ηθ + (1 − η)θ̂ (52)  

where η denotes the learning rate. After that, the parameters of target 
networks are updated and which will use for solve the optimization 
problem after the training process is completed. 

Algorithm 1. Learning procedures of proposed CommNet method    

5. Case studies 

To better illustrate the effectiveness of the proposed method, simu
lations are carried out based on the MEH system and specific numerical 
results are shown in this section. 

5.1. Case settings 

In this section, we construct a renewable energy powered MEH 

Fig. 6. The annual data for training the multi-agent: (a) WT output; (b) PV output; (c) Electricity load demand; (d) Heat load demand; (e) Electricity price; (f) Nature 
gas price. 

Table 5 
Hyper-parameters settings of the applied MADRL model.  

Parameter Value 

Train episodes 8000 
Learning rate of actor network 0.003 
Learning rate of critic network 0.001 
Batch size 256  
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model which each EH includes PVT, WT, CHP, proposed P2A, NH3 tank, 
boiler and furnace as the Fig. 1 shows to verify the effectiveness of 
proposed method. Note that there are three EHs in the MEH system. The 
installing capacities of PVT and WT are 300 kW and 1 MW, respectively. 
CHP can be powered by both nature gas and NH3, the capacity of which 
is 500 kW. A 300 m3 NH3 tank is equipped to storage the produced NH3 
in a proper way to reduce the operating cost, whose storage level can 
only between 0.2 p.u. and 0.9 p.u. To ensure the heating capacity, an 
electrical boiler with 100 kW capacity and a nature gas furnace also with 
100 kW capacity are built for supplying the heat energy. 

Then, the energy management strategy of the MEH is achieved by the 
proposed MADRL method. The hyper-parameters of the applied MADRL 
method should be set before the training process, which are set as the 
Table 5 shown. To ensure the convergence of model, the total number of 
training episode is set to 8000, the learning rate of actor network and 
critic network are 0.003 and 0.001 and the mini-batch size is 256. 

For training the agents, several data sets include the annual data of 
PVT output, the WT output, the electricity price, nature gas price, 
electricity load demand and heat load demand are applied, which are 
specifically shown in Fig. 6. It is worth noting that the training data is 

hourly based so that each data set includes 8760 (365 × 24) time points. 
The simulation model is constructed in MATLAB 2018b and the training 
procedure of MADRL method is conducted in Python based on a work
station computer with 32 GB RAM and Intel Core i9-10920X CPU. 

5.2. The training result of proposed MADRL method 

The CommNet based MADRL method has adopted to obtain the 
optimal coordinated energy management strategy of proposed MEH 
system. At each training episode, each agent observes the current state 
from the local EH and then transfers the information to the communi
cation channel as the Section IV mentioned. After that, the agents choose 
and transfer the corresponding actions for environment models based on 
the obtained policy, then the reward can be calculated and feedbacked 
to the agents. 

The changes of cumulative reward of proposed MADRL method 
during the training process is shown in Fig. 7. It can be seen that the left 
side of this figure is the cumulative reward function during the training 
process, which is combined with two parts: the total cost function (upper 
right side) and the TSS reward function (lower right side). As the figure 

Fig. 7. The changes of cumulative reward of the MADRL method during training process.  

Fig. 8. The test data of selected day for the comparison experiments: (a) WT and PV generation; (b) load demand and price.  
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shows, the cumulative reward stays in a low level with an average value 
− 18000 in the initial exploration stage which means the agents cannot 
obtain the optimal energy management of MEH to reduce the operating 
cost and the carbon emissions. However, the cumulative reward grad
ually increases to − 8500 after the ceaseless interaction between agents 
and environment, which indicates the better energy management of 
MEH has been obtained by the agents. Besides, it can be obtained that 
both the total cost function and the TSS reward function have also 
increased gradually during the training process, which means the agents 
have learned an energy management policy to minimize the total cost of 

MEH system and guided the gas tank to take suitable actions at each 
time-step. The reason is that the experiences learned from the interac
tion can facilitate the agents to update the parameters of networks and 
obtain the energy management policy. Finally, the training process of 
proposed MADRL method is convergent as the Fig. 7 shows, which in
dicates the agents have obtained the optimal or close-to-optimal energy 
management policy of proposed MEH. 

5.3. Optimization results of the MEH based on proposed MADRL 
approach 

To investigate the superiority of the constructed MEH system and 
verify the effectiveness of proposed MADRL method, four schemes are 
analyzed and listed: 

Scheme 1this scheme constructs a renewable energy powered MEH 
model with P2A and gas tank as described in Section II. The objective 
is to reduce the operating cost and the carbon dioxide emissions as 
shown in Section III. 
Scheme 2different from the scheme 1, this scheme removes the 
external heating for P2A devices as the Eq. (14) shown so that the 
yield of NH3 will decrease. 
Scheme 3this scheme does not equip with NH3 tank, which the 
operating cost will increase as the influence of varying price of na
ture gas is not fully considered. 
Scheme 4the system configuration of this scheme is same as the 
scheme 1, but the objective is only to minimize the operating cost 
without considering the influence of carbon tax so that the carbon 
dioxide emissions will increase. 

After that, the well-trained agents are utilized to generate the energy 
management strategy of MEH for energy dispatching of each device 
based on the policy. The renewable energy generation data and load 
demand as well as price data of the selected test day as shown in Fig. 8 

Table 6 
System performance of EH 1 under difference schemes.   

Scheme 1 Scheme 2 Scheme 3 Scheme 4 

Carbon emission (kg) 4890.7 5003.7 4985.4 5087.4 
NH3 yield (m3) 1703.1 1480.8 1695.5 1693.3 
Operation cost ($) 1157.9 1177.1 1185.3 1202.0 
Maintenance cost ($) 176.6 177.1. 181.5 183.8 
Total operating cost ($) 1334.5 1354.2 1366.8 1385.8  

Fig. 9. The daily change of reaction temperature under different heat
ing conditions. 

Fig. 10. State change of NH3 tank under different schemes: (a) scheme 1; (b) scheme 2; (c)scheme 4.  
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are utilized to further evaluate the performance of the well-trained 
agents. The optimization results are illustrated in Figs. 8–13 and 
Table 6. To avoid repetition as well as guarantee the effectiveness of 
analysis, only the simulation results of EH 1 are illustrated and analyzed 

in detail. 
To evaluate the influence of external injected heating from renew

able energy, the daily change of reaction temperature under scheme 1 
and scheme 2 are shown in Fig. 9. It can be seen that the reaction 

Fig. 11. The optimized energy management of thermal dispatch of EH 1: (a) scheme 1; (b) scheme 2; (c)scheme 3; (d)scheme 4.  

Fig. 12. The optimized energy management of electricity dispatch of EH 1 in scheme 1.  

Fig. 13. The optimized energy management of electricity dispatching of EH 1 in scheme 4.  
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temperature of scheme 2 stays in a low level (below 29 ◦C) without extra 
heating, but the overall temperature change shows an upward trend due 
to the reaction entropy. However, the reaction temperature of scheme 1 
can rise to 32.92 ◦C as the injected thermal power form renewable en
ergy can heat the electrolyzer during the noon time. Note that the re
action temperature is closely related to the Faradaic efficiency, and 
which will further influence the yield of electrolyzer. Thus, the scheme 1 
has better performance for NH3 yield enhancement compares with 
scheme 2. Besides, the hourly nature gas price and the state change of 
NH3 gas tank under different schemes are shown in Fig. 10. It can be 
found that the tank charging when gas price is low and discharging 
when the price is high, which can effectively reduce the cost of 
importing nature gas. Hence, the above results effectively demonstrate 
that the proposed approach can efficiently schedule the NH3 tank in real- 
time to reduce the operating cost after the agents are trained. 

Based on the well-trained agents, the optimized energy management 
strategy of thermal energy dispatching in EH 1 is derived, which is 
shown in Fig. 11. It can be found that all heat generating equipment are 
cooperatively dispatched to meet the heat demand at each time-step. 
Compared with scheme 1, the electrical boiler and gas furnace of EH 1 
in scheme 2 generate more heat energy to satisfy the heat demand as the 
lower production of NH3. The NH3 produced in real-time is all trans
ferring to the NH3 CHP to generate electrical and thermal energy since 
no gas tank equipped in scheme 3. In scheme 4, the heat form gas 
furnace is less than that in scheme 1 and more heat is provided by gas 
CHP as the carbon tax is not considered. Furthermore, the optimized 
energy management strategy of electricity dispatching of EH 1 in 
scheme 1 and scheme 4 are illustrated in Figs. 12 and 13, respectively. It 
can be seen that the electricity productions from both renewable energy 
and CHP equipment are utilized to meet load demand and redundant 
electricity is sold to the upper grid. Because the carbon tax is not 
considered in scheme 4, the production of gas CHP is much higher than 
that in scheme 1 and more redundant electricity has been traded to the 
electricity utility, which means more nature gas is need and the more 
carbon dioxide is produced in this scheme. 

Furthermore, the system performance of EH 1 under four schemes 
are listed in Table 6. It can be found that the scheme 1 has the lowest 
carbon emissions and the scheme 4 has the most carbon emissions, 
which 196.7 kg carbon dioxide are reduced when the carbon tax is 
considered. The NH3 yield of scheme 1, 3,4 are similar due to the 
external heating injected, which are much higher than scheme 2. The 
NH3 yield of scheme 1 increases by 222.3 m3 compared with that in 

scheme 2 due to the external heating. Besides, the proposed approach 
can coordinately schedule devices of EH 1 to reduce operating cost 
(includes purchase cost and maintenance cost but no carbon cost) in 
scheme 1, so which has the lowest operating cost. In conclusion, the 
proposed scheme (scheme 1) has the superiority in minimizing the 
operating cost and the carbon dioxide emissions when compared with 
other three schemes. 

5.4. Comparison results with other benchmark methods 

To demonstrate the effectiveness of the proposed MADRL approach, 
the stochastic optimization (SP) approach [67] and MATD3 method [68] 
are utilized for a comparison analysis. Note that the SP method is a 
common optimization approach that is utilized to deal with the un
certainties and MATD3 is a traditional MADRL method. Besides, to 
further demonstrate the necessity of applying MADRL, a SADRL method 
soft actor-critic (SAC) is utilized for conducting the comparison exper
iment. Note that the SAC-based method is trained in a centralized 
manner with global state. Since the SADRL method easily faces to 
single-point failure caused by interruption of communication [40], a 
single-point failure is set on the communication line between the agent 
and EH 1 to obtain the performance of SAC-based method under this 
condition. Thus, two SAC-based methods: SAC-I (with single-point fail
ure) and SAC-II (without single-point failure) are applied for conducting 
the experiment. The comparison results are specifically shown in 
Figs. 14–16 and the Table 7. 

The total cost of MEH (includes operation cost, maintenance cost as 
well as carbon tax cost) at each time step on the test day with the three 
methods are shown in Fig. 14. It can be found that the DRL-based 
methods can achieve better performance on total cost reduction 
compared with SP method at every time-step, which indicates that the 
DRL-based method can obtain better energy management strategy to 

Fig. 14. The hourly cost of MEH system for different methods on the test day.  

Table 7 
Monthly cost of the MEH system under different methods.  

Methods Total cost ($) Decline ratio 

SP 194835.7 – 
SAC-I 180490.3 7.36% 
SAC-II 166331.4 14.62% 
MATD3 176504.8 9.41% 
Proposed 167016.3 14.28%  

Fig. 15. The changes of cumulative reward of the propose and 
MATD3 methods. 
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minimize the total cost of MEH. Moreover, it can be observed that the 
SAC-II can achieve better performance on total cost minimizing since 
which is trained in a centralized manner with global information. But 
the centralized methods always lead to concern about data privacy and 
single-point failure. Once the single-point failure occurs, the control 
performance of centralized method (SAC-I) will be severely affected. 
Thus, the MADRL methods which conduct optimization in a decentral
ized manner with local information are ideal substitutes. 

To further verify the performance of the MADRL methods, the 
changes of cumulative reward of the proposed and MATD3 methods 
during the training process are illustrated in Fig. 15. It can be observed 
that the proposed method can achieve higher cumulative reward than 
MATD3 algorithm, which indicates that the proposed MADRL method 
can learn a better energy management strategy of MEH system. The 
reason is that the proposed MADRL can learn a better policy by 
collaboration based on CommNet. Before making a decision, each agent 
can observe the policies change of other agents by common communi
cation channel and then accordingly change its own policy. Thus, agents 
in CommNet are able to obtain the optimal policies in a cooperative way. 

Furthermore, to better demonstrate the superiority of the proposed 
method on a long-term operation, a further comparison is conducted on 
30-day data selected from the dataset. The daily cost of MEH system 
under different control methods is illustrated in Fig. 16. The total 
monthly cost of MEH system of the three methods is listed in Table 7. It 
can be found that the MEH system controlled by the proposed method 
and SAC-II method can achieve the similar daily cost for each day, which 
indicates the proposed method can effectively reduce the total cost. 
From a quantitative perspective, the monthly cost of MEH system under 
the proposed method can be reduced up to 14.28% compared with SP 
based method. The monthly cost of MEH system can be reduced 9488.5 
$ compared with MATD3 method, which means the proposed method 
can achieve better performance on cost minimizing. Besides, it can be 
observed that the monthly cost of MEH system under the SAC-I method 
is 14158.9 $ higher compared with SAC-II method, which indicates that 
the control performance can be highly reduced once the single-point 
failure occurs. Thus, the proposed method can achieve better perfor
mance on energy management when considering the robustness. 

6. Conclusion 

In this paper, a thermo-electrochemical effect based P2A technology 
is utilized to construct a MEH system to reduce the operating cost and 
carbon dioxide emissions of MEH. Then, the energy management 
problem of MEH is formed as a Markov game and solved by a novel 
MADRL algorithm called CommNet. The related conclusions can be 
summarized as follow:  

1) The proposed renewable energy powered MEH system integrates 
with the thermo-electrochemical effect based P2A facility has shown 
superiority than other three schemes, which the operating cost can 
be reduced 19.7 $ at least and the carbon emissions can be reduced 
by 3.87% of one EH.  

2) The energy management problem of proposed MEH is formed as a 
Markov game and a novel MADRL algorithm called CommNet is 
utilized to solve this problem. After 8000 episodes training, the 
agents have steadily converged and the results show that the pro
posed MADRL method has obtained better policy than MATD3 
method and SP-based method, which the total monthly cost of MEH 
can be reduced by 14.28%.  

3) In future work, more researches are still needed to improve the 
convergence speed of proposed MADRL method and more attention 
should be paid to enhance the robustness and generalization of the 
agents when applied in real-world scenarios. 
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