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Denormalising surveillance through curation in Face Value:
Surveillance and Identity in the Age of Digital Face Recognition
Rosa Wevers

Gender Studies, Utrecht University, Utrecht, Netherlands

ABSTRACT
In spite of a range of fundamental issues, biometric surveillance has
become an integral part of everyday life. Artists are creating a range
of creative responses to the emergence of biometric control that
critically interrogate and denormalise it. Most of the existing
research in this topic however ignores the exhibitionary context
in which surveillance art is usually experienced. This article shifts
the analytical perspective to the site of the exhibition in order to
attend to the specificity of the artworks’ critical potential – that is
influenced by their spatial and narrative context, as well as their
juxtaposition with each other. Specifically, it analyses the
exhibition Face Value: Surveillance and Identity in the Age of Digital
Facial Recognition (2021) as an exemplary case study to discuss
how exhibitions can construct a multi-faceted framework through
which visitors can get a grip of the ‘society of control’. Drawing
on Pisters and Deleuze, this article argues that exhibitions can
engender a constellation of ‘circuit breakers’ in which the
biometric control of faces is disrupted through a configuration of
artistic strategies. In Face Value, these strategies include exposing
the black-boxed structures of facial recognition software, showing
the human stories behind data and imagining alternative
technologies.
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[W]e are told by governments, scientists, and security experts that our faces are perfectly
readable on the surface, that core truths about us can be extracted by calculations at the
surface level of our bodies. This occurs constantly; our pictures are taken by cameras in
urban spaces or at national border checkpoints. Over time, how can this not affect how we
look at other faces on a daily basis? (Blas and Gaboury 2016, 159)

From phone locks to public demonstrations or border control, facial recognition technol-
ogies have become deeply engrained into our daily lives. Despite a range of fundamental
issues with biometric surveillance, that include discrimination through misrecognition or
profiling (Magnet 2011) and the lack of control that individuals have over what happens
with their datafied bodies1 (Van der Ploeg 2009, 86), surveillance control is increasingly
normalised (Wood and Webster 2009).
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The field of media art presents an important site of critique in which the ubiquity and
normalisation of surveillance is challenged. Deploying strategies such as hacking, sous-
veillance (Mann, Nolan, and Wellman 2003) or anti-surveillance camouflage, artists have
critically investigated – and drawn attention to – the profiling, categorising, discriminat-
ing and controlling dimensions of surveillance. While the disruptive potential of surveil-
lance art has been frequently discussed in academic scholarship, the exhibitionary
context in which such works of art are commonly presented and experienced tends to
be overlooked (see for example Monahan 2022; Stark and Crawford 2019).

That context is crucially important as exhibitions are not neutral spaces that showcase
art; rather, they are ideological texts and their meanings extend the mere sum of the indi-
vidual artworks of which they are constituted (O’Neill 2007; Lidchi 1997; Moser 2010). The
narrative framing and spatial ordering within which works of art are presented, as well as
their position in relation to other works, impacts how they are experienced. Therefore, this
article shifts the analytical perspective from individual artworks to the site of the exhibi-
tion, to investigate how the juxtaposition of different works of art in an exhibitionary
context denormalises the surveillance of faces. Specifically, I focus on the art exhibition
Face Value: Surveillance and Identity in the Age of Digital Face Recognition (Figure 1) that
I curated for IMPAKT [Centre for Media Culture] in Utrecht, in collaboration with the Neth-
erlands Film Festival.2 When curating Face Value I approached the exhibition as a ‘research
exhibition’, which curator and scholar Simon Sheikh defines as ‘as a site for ongoing
research about the formats and thematic concerns of the exhibition’ (2013, 40).

Figure 1. Installation shot Face Value at IMPAKT [Center for Media Culture]. © Pieter Kers | Beeld.nu.
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Through five new media artworks, Face Value investigated the changing meaning of the
human face in a society of control3 (Deleuze 1992) where our faces are continually cap-
tured and screened through biometric surveillance.

In this article, I reflect onmy curatorial practice and investigate Face Value by deploying
the notion of art as a ‘circuit breaker’ as an analytical lens. Specifically, I to investigate how
the exhibition disrupts normalised circuits of surveillance control. My analysis draws on
the work of media scholar Patricia Pisters (2013), who has applied Gilles Deleuze’s work
(Deleuze 1995) on circuit breakers in the specific context of surveillance art. Pisters
(2013) argues that art can interfere in discussions of surveillance by developing
different affective entry points, new ways of relating to and making sense of surveillance,
that problematise dominant representations of surveillance as a top-down stream of
control that cannot be resisted. By interrupting normalised surveillance circuits – for
example through tactics of camouflage, or by questioning some of the key assumptions
from which surveillance technologies operate – surveillance artworks can engender feel-
ings of discomfort, confusion, or surprise that spark processes of critical reflection. This
article extends this line of argumentation by attending to the circuit breaking potential
of exhibitions, which I discuss as sites where visitors are confronted with a constellation
of circuit breakers. By bringing together a variety of artistic forms, perspectives and strat-
egies, exhibitions can amplify the denormalising potential of individual artworks and so
function as a pressure cooker for critical reflection.

In the following, I first introduce the scholarly debates that Face Value intervenes in and
show how biometric surveillance, despite a range of political, social, and cultural con-
cerns, has become a relatively normalised part of everyday life. I continue by stressing
the importance of art as a site of critique in which surveillance control is defamiliarised
(Stark and Crawford 2019) by making audiences experience taken-for-granted circuits
of surveillance as strange. Then I zoom in on the case of Face Value, of which I conduct
a narrative analysis – attending to the story that visitors ‘take in and take home’ when
walking through an exhibition space (Bal 1996, 561). This is followed by an investigation
of the exhibition’s circuit-breaking potential, which I discuss in relation to three selected
artworks that activate different types of interventions to create friction in normalised sur-
veillance circuits.

Normalised surveillance of faces

Installed for risk prediction and protection, biometric technologies are part of an ongoing
securitisation of society (Buzan and Wæver 2003). While these technologies were initially
used in war contexts and for crime prevention purposes, their use has expanded to public
protests, examination and attendance screening in education, and even to safeguard
control over humanitarian aid in refugee camps. Moreover, surveillance is also used by
companies to commodify personal data and predict, influence and modify behaviour
for commercial purposes – a process that Shoshanna Zuboff has defined as ‘surveillance
capitalism’ (2019). The commercial and governmental use of biometrics has received cri-
tique from digital and human rights organisations, journalists, activists, and researchers
(amongst others). They have pointed out how biometric surveillance not only poses a
threat to privacy but also infringes fundamental human rights including the right to
free speech, the right to protest and the right to non-discrimination.4
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Biometric technologies ‘codify discrimination and compound existing inequalities’
(Madianou 2019, 596). Biometric recognition is not a neutral process but a normative
one, as it works from the assumption that subjects are unitary, autonomous, static
and fully knowable – and that the body is an ‘indisputable anchor to which data can
be safely secured’ (Amoore 2006, 342). More concretely, biometrics scan bodies and
classify them into categories of identity, including race, gender and age, that are
defined in a binary way and negate ways of being in the world that do not fit one
single category or refuse those categories in their self-identification (Browne 2015;
Magnet 2011; Quinan and Hunt, 2022). As a result, biometric technologies disproportio-
nately misrecognise subjects that do not comply with the white, cis-gender, male, able
norm (Browne 2015; Magnet 2011). In addition to discrimination through misrecogni-
tion, biometric technologies have been, and continue to be applied to the profiling, tar-
geting, and policing of marginalised groups (Browne 2015; Jones, Kilpatrick, and
Maccanico 2022; M’charek, Schramm, and Skinner 2014). So, much unlike biometrics’
aura of objectivity, the use of biometric technologies to track, measure and identify
people is political and works in discriminatory ways (Browne 2015; Magnet 2011;
Pugliese 2005; Wevers 2018).

In addition to these urgent political issues, biometric surveillance raises a number of
sociocultural concerns about faces, identities and their relations. As artist and queer
scholar Zach Blas has argued, ‘[u]nderstanding the face as a biometric code is highly
dangerous because it transforms the face into something that can be controlled and regu-
lated, and it grossly reduces the complexities of the face’ (Blas and Gaboury 2016, 160).
Following Blas, biometric recognition can be understood as a process of ‘informatic
capture’ in which somatic complexities are reduced to binary biometric code – and iden-
tity is diluted to a set of algorithmically readable traces (Zilio 2020, 108, 109). Rather than
passive visual registration, informatic capture draws attention to the active seizure of the
body as code, which is not a neutral process but one embedded in structures of control
(Blas and Gaboury 2016).

Despite these urgent political issues, the pervasiveness of surveillance in Europe is
increasingly normalised, meaning that it tends to be perceived as an ‘unremarkable,
mundane, normal’ part of everyday life (Wood and Webster 2009, 263). As social scientist
Darren Ellis (2020) argues, this can partly be explained from the covert nature of most sur-
veillance systems (26). Moreover, the ‘complexity of the systems is likely to diminish the
ability to meaningfully comprehend them in day to day activities’ (Ellis 2020, 16), which
leads to a lack of awareness of the implications of these systems.

As Selinger and Rhee (2021) have discussed, the normalisation of surveillance emerges
from a set of different sociological and psychological processes that include getting used
to surveillance because surveillance measurements that were initially introduced as tem-
porary become permanent; a lack of consideration on surveillance-related risks and issues
because that information is not rendered transparent to nonexperts, and the feeling that
surveillance is acceptable and even desirable because it is already ubiquitous and thus
appears normal.

Various scholars have argued that this normalisation of surveillance in social life tends
to lead to the adoption of individual attitudes of indifference, to ‘not caring’, and the idea
that no alternatives to the surveillance society can be imagined (Ellis 2020; Wood and
Webster 2009). Recent work by Ellis (2020) brings nuances to this argument by
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understanding such attitudes as a form of ‘surveillance-apatheia’ rather than surveillance-
apathy:

Surveillance-apatheia then is an attitude that individuals learn, which decreases the agitation
and anxiety produced by surveillance systems and their associated practices. This attitude
stems from the perception that there is little one can do to avoid them, so why concern
oneself with deliberation and anxiety of them. (Ellis 2020, 19)

Surveillance-apatheia entails the adoption of unconscious suppression strategies that
prevent critical reflection on surveillance-related issues. Individuals who are frequently
targeted by technological surveillance, which are disproportionality subjects from
already marginalised communities, are less likely to adopt such attitudes of surveil-
lance-apathy or apatheia (Ellis 2020, 27), yet because of their marginalised position
their critiques tend to be overlooked and excluded in public debates (Selinger and
Rhee 2021).

Scholars and activists have expressed concerns about the ways in which attitudes of
apathy and apatheia withhold subjects from raising fundamental questions about the
legitimacy, validity, and appropriateness of surveillance by governmental organisations
and commercial entities. As Wood and Webster assert, this normalisation calls for a
need to move towards a more critical approach and make surveillance ‘strange and ques-
tionable again’(Wood and Webster 2009, 270).

Denormalising surveillance through art

Already since the 1980s, artists have been developing creative responses to surveillance
that raise important questions about agency and power asymmetries (Krause 2018, 139) –
and so diminish surveillance apathy and apatheia. This body of artistic work gradually
converged ‘into a field of shared artistic interest’ (Krause 2018, 139) that has become
known as ‘artveillance’ (Brighenti 2010) or ‘critical surveillance art’ (Monahan 2022). As
Feminist Surveillance Scholar Torin Monahan argues, critical surveillance art is not dedi-
cated to creating solutions, but rather ‘seeks to agitate, to fashion situations that
expose visibility regimes and challenge audiences to reflect on their places within
them’ (2022, 11). As the industry continues to develop new technologies of surveillance,
so do artists persist to engage with them, which has resulted in artistic explorations of
technologies including CCTV cameras, drones, biometric software, social media platforms
and predictive policing systems.

According to philosopher Gilles Deleuze, critical art projects can function as ‘circuit
breakers’ in a society of control (1995). Drawing on Deleuze, Pisters deploys the notion
of art as a ‘circuit breaker’ to discuss how ‘[a]rtistic interventions can be considered as par-
ticularly scaled dimensions of relationalities that address our surveillance brain-screens on
an affective level and change our perspectives on power and control’ (2013, 203). In other
words, by interfering in specific affects and relationalities vis-à-vis surveillance, artworks
function as ‘circuit breakers’ that evoke small disruptions in control systems and struc-
tures, for example by temporarily destabilising the hierarchical relationship between
watcher and watched. Circuit breakers decelerate power, and this process of slowing
down – which can be mobilised through defamiliarisation – attunes our senses to pay
attention rather than remain indifferent. As Pisters states, ‘art as a circuit breaker is not
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an entirely clear, simple or ideal counterforce’ (2013, 210). Rather, the circuit breaking
capacity of art can be found in problematising ‘the complex and confusing affects of sur-
veillance [by offering] alternative experiences of the surveillance system’ (Pisters 2013,
211).

To disrupt normalised and everyday encounters with surveillance and elude circuits of
control, artists frequently turn to strategies of defamiliarisation. Thereby they challenge,
complicate, or refuse attitudes of surveillance-apathy or apatheia. As critical data and
media scholars Luke Stark and Kate Crawford (2019) have shown, defamiliarisation
mobilises feelings of productive discomfort and experiences of estrangement that can
activate audiences to reflect on normalised data practices such as technological surveil-
lance. To understand how such defamiliarising processes invite reflection, it is important
to pay attention to the ways in which artists intervene into the interconnected domains of
materiality and representation.

Material disruptions occur when artists use technologies of surveillance as artistic
material – which is characteristic for the genre of surveillance art (Brighenti 2010;
Cahill 2019). When a surveillance system is taken out of its usual context, altered, and
placed into an exhibition space, its normalised presence becomes estranged. The creative
use of CCTV cameras or facial recognition systems (for example) allows artists to intervene
into the technological logics of these systems and repurpose them in ways that dismantle
their routine operations or open up their black-boxed qualities (Pasquale 2015) to the
spectator, who is then steered to critically reflect on them.

Moreover, artists defamiliarise surveillance by intervening into the domain of represen-
tation – into what is made present and how it is made present. As Rancière has argued,
artists create changes in the symbolic or representational order and give shape to new
ways of thinking about, and interfering in, politics.

Within any given framework, artists are those whose strategies aim to change the frames,
speeds and scales according to which we perceive the visible, and combine it with a
specific invisible element and a specific meaning. Such strategies are intended to make
the invisible visible or to question the self-evidence of the visible; to rupture given relations
between things and meanings and, inversely, to invent novel relationships between things
and meanings that were previously unrelated. (Rancière 2010, 141)

By engaging in processes of resignification, for example through making overt what was
previously covert, by performing temporary acts of resistance or showing alternatives the
status quo, artists and curators create new perspectives through which surveillance can
be made sense of.

These material and representational interventions involve the spectator in a visceral
and emotional way. They produce affect, which is an unfamiliar embodied sensation
and ‘that which forces us to feel’ (Quinan and Thiele 2020, 1). These embodied and visc-
eral effects can function as a catalyst for critical reflection, because we are forced to make
sense of it (Stark and Crawford 2019, 448; Hengel 2018, 134; Buikema 2017, 171). In other
words, through intervening into the material and representational aspects of surveillance
– in their technological logics and in the ways in which surveillance can be seen or other-
wise perceived – art can mobilise a sense of estrangement and discomfort that triggers
reflection. As these artistic interventions move beyond theoretical critique, and deploy
emotional, audio-visual and material approaches to the subject-matter, they have the
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possibility to mediate expert knowledge to non-expert audiences (Alacovska, Booth, and
Fieseler 2020; Wevers 2023).

Face Value: narrative and visual analysis

The Face Value exhibition explored how the surveillance and datafication of faces, voices
and emotions impacts their social and cultural meaning. Through new-media art and an
interdisciplinary panel session5, Face Value aimed to deconstruct biometric capture as a
merely technological endeavour and reposition it as a social and political issue that
requires critical interrogation. By presenting artworks that reveal how biometric surveil-
lance has become deeply engrained into the structures of everyday life, the exhibition
was an attempt to emphasise the urgency of understanding the harms and injustices
that result from biometric surveillance as well as considering the need for imagining
alternative futures.

I curated Face Value as a small group exhibition with a thematically-based organising
structure, showing work by emerging and more established artists from different geo-
graphical and artistic backgrounds, namely Heather Dewey-Hagborg, Effi & Amir, Josèfa
Ntjam, Martine Stig and Ningli Zhu. To encourage visitors to draw connections as well
as reflect on contrasting positions in the encounters with the different artworks, I
created an exhibition design in which visitors could move through the space in
different directions. The exhibition theme was developed via three intersecting narrative
threads, that worked to contextualise, but at the same time also emerged from the selec-
tion of artworks. The first narrative thread explored the role of biometric surveillance in
everyday life. I made a selection of artworks that examine daily uses of biometrics, or
that reflect on the day-to-day impact that biometric surveillance has on individuals.
Second, the exhibition investigated how, rather than a neutral and objective endeavour,
the datafication of faces, voices and emotions through technologies of surveillance has
real, embodied effects and is embedded in complex structures of power. Third, the exhi-
bition explored if and how faces, emotions and voices can be reclaimed in a context of
continuous datafication. With this third thread, I aimed to foreground counter-narratives
and explorations of alternatives to the normalised and normalising control of the face in
the context of surveillance. Given the limited scope of this article, I now zoom in on three
out of the five artworks that were presented in this narrative context, to analyse how they
intervene in normalised surveillance circuits through strategies of defamiliarisation.

Returning the gaze of facial recognition algorithms: Heather-Dewey
Hagborg’s How do you see me? (2021)

While we are increasingly ‘seen’, analysed and classified by facial recognition systems,
their presence and operations remain to a large extent invisible to us. Exhibited as a
video projection and a series of six digital prints (Figure 2), the art installation How do
you see me? by artist Heather Dewey-Hagborg renders visible what the biometric
machine ‘sees’ when looking at a human face, and which information it deems important.

Through a technical intervention, for which the artist used adversarial processes6 to
generate new images based on her self-portrait, the project intervenes into the
system’s circuit and traces the moments in which an image is categorised as a face or

188 R. WEVERS



recognised as Dewey-Hagborg’s face. This investigation is materialised in video and prints
that show abstract black-and-white shapes, with blue and green lines indicating face-
detection and recognition. The images reveal the system’s focus on white ovals, which
can be interpreted as an indication of the normativity of whiteness that underlies facial
recognition systems (Dewey-Hagborg 2021). While these shapes are full of signification
for machine vision, to the human gaze they are almost completely unrecognisable,
which engenders an estranging viewing experience.

By returning the algorithmic gaze of the facial recognition onto itself, Dewey-Hagborg
temporarily destabilases normalised circuits of power. The abstract images that emerge
from this intervention make tangible how facial recognition systems erase important
meanings in the process of ‘informatizing the body’ (Van der Ploeg 2009) in ways that
are out of our intuitive ability to understand and out of control of the surveilled
subject. Moreover, they reveal how the system can be deceived, and momentarily
disrupt its circuit of control by tricking it into recognising algorithmically-generated
images as the face of the artist. The installation so confronts us with the limits of
machine vision, and makes visible what gets lost in digital translation and transformation.

Embodying data: Effi & Amir’s Places of Articulation: Five Obstructions
(2020)

The interactive installation work Places of Articulation: Five Obstructions7 (Figure 3) by
artists Effi & Amir critically investigates automated dialect detection software. This bio-
metric form of surveillance is increasingly used in European asylum procedures to

Figure 2. Installation shot Face Value. Heather Dewey-Hagborg, How do you see me? © Pieter Kers |
Beeld.nu.
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identify from which region asylum seekers originate when they cannot or refuse to
show identification documents. On the background of the exhibition wall, visitors
can see an illustration that the artists have taken from a manual published by the
German immigration authorities (BAMF) that shows a demonstration of two people
using dialect detection software. Via small screens that are connected to headphones,
visitors can listen to five individuals who share, each in their own language, personal
stories about the role of their voice in processes of identification and experiences of
identity. While speaking, some of the voices also appear as data points, rendered
visible as graphic visuals. Via a microphone that is attached to a sixth screen, visitors
can interact with the artwork by speaking out loud so that a datafied version of their
voice appears.

Places of Articulation brings the technological process of voice-surveillance to the exhi-
bition space and uses it as an artistic means to invite critical reflection. This material inter-
vention can be encountered in the videos, in which the voices of the narrators are digitally
visualised, tracked and analysed. Visitors are also invited to experience this transformation
of voice to data by speaking into a microphone, that directly translates the sound of their
voice to a graphic visualisation. Similar to Dewey-Hagborg’s How do you see me? this
material intervention confronts with the erasure and abstraction that is at work in pro-
cesses of biometric recognition and so evokes a sense of estrangement. Turned into
visual graphics, it appears to be very difficult to recognise a visualisation of a datafied
voice as one’s own.

As Torin Monahan argues, the integration of participatory elements in critical surveil-
lance art can be an effective tool for inviting audience reflection:

Figure 3. Installation shot Face Value. Effi & Amir: Places of Articulation. Five obstructions. © Pieter Kers
| Beeld.nu.
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By fostering ambiguity and decentering the viewing subject, critical surveillance art can capi-
talize on the anxiety of viewers to motivate questions that might lead to greater awareness of
surveillance systems, protocols, and power dynamics. Works that use participation to make
viewers uncomfortable can guide moments of self-reflexivity about one’s relationship –
and obligation – to others within surveillance networks. (Monahan 2022, 89)

Through these interactive encounters, visitors are confronted with questions such as: Do I
want to participate, and why or why not? Howwill the system ‘see’ and represent me? Do I
feel safe when I face this technology, and how does this relate to my specific positionality
in a surveillance society? How is this different from others? Such questions can engender a
productive sense of discomfort through which reflection is sparked.

Places of Articulation combines this material intervention with a representational inter-
vention that is enabled through the artistic strategy of storytelling. Storytelling is not
merely focused on communicating information but offers a ‘sensory/sensuous experi-
ence’ that engages the spectator on an emotional level (Neill 2008). In a documentary-
like filming style, the work foregrounds five personal stories about the role of the voice
in processes of identification and experiences of gender, nationality, religion, class and
migration. Each in their own way, the stories challenge the assumption that voices are
a stable source of identification and show how they change over time and contain com-
plexities that cannot be fully grasped by a dialect detection system.

Together, these interventions establish an estranging visual and affective contrast
between embodied storytelling and the datafied graphics that erase this personal
context and present the stories as disembodied information. By drawing attention to
the human stories behind data, Places of Articulation critiques how biometric capture
reduces human complexities, and more specifically, how in this process the ‘[v]oice
loses its power as a means of self-affirmation, and is treated solely as fixed sound material
– where the socio-cultural dimensions that colour its composition and determine its con-
tinuous becoming are ignored’ (Leix Palumbo, Forthcoming). Within the context of Face
Value, the installation piece operates as a circuit breaker by constructing an ‘artistic
counter-archive’ (Monahan 2022, 67–68) of personal stories that destabilise an assump-
tion that is central to the circuit of biometric control, which is the idea that voices –
similar to other biometric identifiers – carry a certain essential truth about identity that
can be technologically extracted and quantified (Kruger, Magnet, and Van Loon 2008;
Amoore 2006; Leix Palumbo, Forthcoming; Wevers, 2018).

Reclaiming the digital face: Martine Stig’s WeAlgo (2021)

WeAlgo, by artist Martine Stig and programmer Stef Kolman, is an online meeting place
where participants can communicate through self-designed digital facemasks (Figures
4 and 5). 8 It uses facial recognition software to allow users to have face-to-face conversa-
tions – without storing their data. In Face Value, WeAlgo was exhibited as an interactive
installation consisting of two parts: a screen with headphones, and a computer station
in the hallway of the exhibition that was connected to a webcam. At this station, visitors
could enter a private virtual room inWeAlgo and design their masked alter-ego. This mask
was streamed in real-time on the video screen in the exhibition space. Through this inter-
active element, visitors could make their own digital portrait part of the exhibition narra-
tive. During moments without visitor interaction, the screen showed a pre-recorded
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conversation between the artist and myself – in WeAlgo and hidden behind digital masks
– in which we discussed how the project came about and addressed the ethical and pol-
itical issues of working with facial recognition technology.

WeAlgo positions video conferencing technologies such as Zoom and Teams as an
object of critique. During the Covid-19 pandemic, when Face Value was on show, the
‘free’ use of these tools became rapidly normalised and was implemented in the most inti-
mate conversations – from online dates to therapy sessions – despite the fact that the
companies offering those tools could extract data from these conversations and sell
them to third parties. The designers ofWeAlgo creatively intervened into these normalised
uses by developing an alternative browser-based meeting space that does not collect,
store, share or sell user data.9

Before enteringWeAlgo, visitors can design their own digital face mask and so reclaim a
form of anonymity in the digital sphere. Inspired by the concept of a masked ball, Stig and
Kolman created a set of colourful lines, dots, shapes that allows for a playful practice of
digital masking. The transformation of the visitor’s face to a digital mask happens
through a material intervention that consists of a reappropriation of facial recognition
software: WeAlgo captures landmark vector data of faces as the basis for the digital
masks, so that the user’s emotional expressions can be mimicked. The visual language
of facial recognition systems is explicitly represented in the mask’s design to draw the par-
ticipant’s awareness to the process of informatic capture that is at work – and to invite
reflection on the information that this software extracts from our effigies. Rather than
affirming dominant myths of objectivity and neutrality, the project departs from

Figure 4. Installation shot Face Value. Martine Stig, WeAlgo © Pieter Kers | Beeld.nu.
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biometrics’ fragmentation and failure to fully represent human faces. The platform’s inter-
face is not dedicated to functionality, smoothness and convenience but to play, and
thereby slows down routinised habits of online communication. This defamiliarising inter-
face activates a critical distance when users engage in online conversations and thereby
breaks the ‘circuit’ of surveillance capitalist processes of data extraction that usually
remain covert or are experienced as normal.

The exhibition as a constellation of circuit breakers

By making normalised or hidden aspects of surveillance appear strange, the artworks in
Face Value – however momentarily – interfere in circuits of biometric control. They do
so through a variety of artistic strategies and approaches that, on an exhibitionary
level, cause a series of complementary and sometimes contrasting disruptions. Drawing
on Pisters’ discussion of the circuit-breaking potential of surveillance art (2013), exhibi-
tions could be understood as possible constellations of circuit breakers that constantly
re-route and challenge the perspective of the visitor. While a single circuit breaker dis-
rupts one stream of power – both in its physical and political sense – a constellation of
circuit breakers leads to a sequence of disruptions that continuously ask the visitor’s
attention and so challenges attitudes of surveillance apathy and apatheia. In today’s
visual culture, that is characterised by the overload of images that people are confronted
with on a daily basis, Marion Zilio argues that ‘creative activity cannot be a simple matter
of critique or the manipulation of symbols. It must illuminate and reconfigure our atten-
tional apparatuses from the perspective of care, meaning a long-term formation of atten-
tion’ (2020, 101). By decelerating normalised circuits of surveillance and engaging the

Figure 5. Installation shot Face Value. Martine Stig, WeAlgo © Pieter Kers | Beeld.nu.
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visitor in practices of attentive listening and viewing, Face Values sought to evoke such a
sense of care.

In WeAlgo and How Do You See Me? this entailed a deceleration of daily encounters
with surveillance in the context of video conferencing and social media. As the artworks
highlight, these uses lead – often unconsciously – to the submission of personal data to
digital databases. What happens with that data tends to stay out of the user’s sight and
control. By making some of these covert and abstract processes visible, the artworks in
Face Value ask the spectator to pay attention to the moments in which facial data is
saved, and to critically reflect on the ways in which it is classified. Together, the works
thus operate as circuit breakers that disrupt routinised interactions with surveillance tech-
nologies and invite the spectator to rethink their relation to them.

The urgency of such critical reflection is stressed even further in Effi & Amir’s Places of
Articulation. This work shifts the visitor’s attention from every day, commercially-driven
forms of surveillance to the governmental use of surveillance for border control and
asylum-seeking procedures. As a spectator, one becomes a witness of five testimonials
that make visible how voices are ambiguous markers of identity that are not static but
emerge from a persistent becoming in relation to their socio-cultural context. Through
giving space to such lived experiences, Face Value stresses the urgency of not remaining
indifferent to biometric surveillance and question its role in processes of in- and exclusion.

Conclusion

In this article I have analysed the exhibition Face Value as an exemplary case study to inves-
tigate how art exhibitions can function as vehicles for disrupting normalised surveillance.
Face Value framed a material and visual investigation of biometric control. Faces, voices,
and emotions were taken as a point of departure to deconstruct biometric capture as a
merely technological endeavour and reposition it as a social and political issue. Through jux-
taposing different artistic strategies, such as storytelling, audience interaction, and play, Face
Value activated different forms of interpellation in order to challenge attitudes of apathy and
apatheia. The selection of artworks that I have discussed, WeAlgo, How do you see me? and
Places of Articulation, demonstrate how art can activate a process of defamiliarisation
(Stark and Crawford 2019), in which normalised or obscured elements of surveillance are
made strange. By reappropriating surveillance technologies, looking back at the machinic
gaze, foregrounding personal stories, and shaping alternatives, the artworks destabilise
dominant circuits of surveillance control. These artistic interventions are not quick-fixes
nor concrete solutions, but rather critical manifestations that activate the viewer to – as strik-
ingly put by feminist philosopher Donna Haraway (2016, 4) – ‘stay with the trouble’.

As I have sought to demonstrate in this article, these playful, speculative, personal, and criti-
cal interventionsdonotonlyoperate in isolationbut canamplify eachother in thecontextof an
exhibition. In problematising different elements of biometric control through a variety of artis-
tic strategies, exhibitions can function as constellations of circuit breakers and so offer a fruitful
context for the creation of new – and much needed – perspectives that make surveillance
strange again. Due to the article’s methodological approach and the limited scope, I have
not included an empirical, visitor-oriented analysis of the exhibition, nor attended to the role
that research-creation (McKnight 2020) played in the construction of the exhibition. Further
avenues of research into this topic could benefit from a more integrated approach.
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Notes

1. Following Mejias and Couldry (2019), I define datafication as the quantification of elements of
human life into digital code, which is a process through which a particular value is generated.
An example of datafication in the context of surveillance is the moment in which a human
face is digitally recorded and transformed into code so that it can be compared to other
faces in a database. In this process, the face is turned into a valuable source of information
for security purposes, while other meanings and values are erased.

2. The exhibition took place from 18 September until 10 October 2021 at IMPAKT [Centre for
media culture] in Utrecht (the Netherlands). IMPAKT presents critical and creative views on
contemporary media culture (see www.impakt.nl).

3. I borrow this term from philosopher Gilles Deleuze, who argues that surveillance should be
understood as a networked mechanism through which citizens are ‘watched’ continuously as
aggregates of information (which he calls ‘dividuals’). Control is no longer confined to the
space of institutions, but dispersed throughout society and directed to people not as individ-
ual bodies but as aggregates of information (Deleuze 1992).

4. See for example the European Citizen’s Initiative ‘Reclaim your Face’, which is organised by
multiple European Digital Rights organisations including EDRI and BITS OF FREEDOM.

5. The hybrid panel session, that I organised as part of the NFF festival in 2021, offered a more
in-depth understanding of how biometric technologies discriminate and have a negative
impact on human rights and freedom. Together with the four speakers (Christine Quinan,
Nakeema Stefflbauer, Ella Jakubowska and Heather Dewey-Hagborg) we addressed the
urgency of approaching this topic as a complex issue that requires a multi-disciplinary
approach, as it touches upon issues of technology, law, policy, culture, gender, race and class.

6. Adversarial processes are algorithms that generate new images based on given input.
7. From now on abbreviated as Places of Articulation.
8. The design team of WeAlgo consists of Martine Stig (artist), Stef Kolman (product developer),

Tomas van der Wansum (software developer, encryption specialist) and Roel Noback (front-
end Javascript developer).

9. Nevertheless, WeAlgo cannot be claimed as an innocent artistic practice, as it uses facial rec-
ognition software to capture facial information and this software is never inclusive and fails to
recognize persons. From a curatorial point of view, I was thus hesitant about whether to
include this artwork in the exhibition. After considerations with the artists, we took multiple
steps to account for this problem. In a practical sense, we sought for databases that were
designed to make recognition software more inclusive, such as the Pilot Parliaments Bench-
mark Dataset created by the Algorithmic Justice League and researcher Joy Buolamwini (to
which we unfortunately never received access) and the open-access Fair Face Dataset.
Kolman Kolman used these to test the software on. It must be noted that the faces of partici-
pants in the exhibition were not classified in terms of gender and ethnicity. Furthermore, we
ordered a ‘selfie ring’ that we installed at the computer station to optimize the light settings –
which is crucial for camera recognition. Moreover, I decided to make this issue explicitly part
of the exhibition narrative. In the screened conversation between me and Stig, that was on
show in the exhibition space, we reflected upon the exclusionary mechanisms of facial rec-
ognition technology and discussed the steps that the artist had taken to erase as much
bias as possible. Furthermore, the exhibition text explicitly mentioned that the risk of misre-
cognition was present and invited visitors to get in touch with the exhibition host when this
would occur. The hosts would then notify the artists.
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