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Summary

The mass loss of Earth’s land ice, including glaciers, ice caps and ice sheets, has caused
114 mm of global sea-level rise between 1901-2018, or more than half of the total mea-
sured sea-level rise (202 mm) in that period. The remainder is explained by thermal
expansion and changes in land water storage. The Greenland ice sheet and its periph-
eral glaciers contribute 40 mm to this sea-level rise, and are expected to continue to
lose mass during the next century. Future projections of the mass loss of grounded ice,
including the Greenland ice sheet (hereafter, the ice sheet), require robust projections of
both surface, basal and calving processes.

Climate models are often used to calculate the surface mass balance of the ice sheet,
defined as the precipitation minus the ablation at the surface. By far most of the
ablation originates from the runoff of meltwater in the low-lying ablation zone, which
covers only 10-16% of the ice sheet’s surface. In the ablation zone, surface melt is mainly
driven by the absorption of solar radiation and by the sensible heat flux (SHF). The latter
is defined as the vertical turbulent exchange of sensible heat between the surface and
the overlying atmosphere. This turbulent heat flux explains most of the surface melt
variability, and can become the major source of energy during extreme melt events.
However, very few direct observations of turbulent fluxes exist on the ice sheet, which
makes the simulation of these fluxes in climate models uncertain. This thesis aims to
better quantify and therewith reduce the uncertainty of modelling the SHF across the
Greenland ice sheet.

In chapter 3, we address the issue of measuring the SHF on the ice sheet. The main
challenge resides in measuring small-scale turbulent fluctuations over a long period of
time, for which expensive, sensitive and energy-demanding instruments are normally
employed. These are inadequate instruments for the remote measurement sites on
the ice sheet that are typically visited once per year, and where they experience harsh
climatic conditions. The vertical propeller eddy covariance (VPEC) method represents a
simple alternative that can also be easily integrated in existing automatic weather station
designs. The main drawback of the VPEC method is the large attenuation (up to 50%) of
the turbulent flux due to the large response times of propeller anemometers. Fortunately,
this attenuation can be accurately modelled, since both the response times and the
spectral characteristics of the turbulent fluxes are known. An interesting outcome of
our study is that the sampling time can be greatly reduced (down to 4s), since the
higher frequency information is still present in the observations due to aliasing.

In chapter 4, we develop a novel method to map the surface aerodynamic roughness
using either uncrewed aerial vehicles (UAV) or satellite laser altimetry (ICESat-2). A
high roughness of the surface enhances the vertical mixing and leads to larger SHF
values compared to a smooth surface. While it is known that parts of the ice sheet’s
bare ice surface are very rough due to the presence of ice hummocks and crevasses,
a precise map of the aerodynamic roughness over the ice sheet for aiding the SHF
calculations is still lacking. We find that a simplified model for obstacle height and drag
is able to reproduce our in situ measurements. We apply this method to ICESat-2 data,
which results in a map of surface aerodynamic roughness of the ice sheet. An important
finding is the large horizontal variability in surface aerodynamic roughness across the
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ice sheet. Our main conclusion is that on large spatial and temporal scales, the surface
roughness mostly decreases with elevation, and seasonally during winter.

In chapter 5, we propose an updated model for the surface aerodynamic roughness
based on the results from the previous chapter. Four locations in the ablation zone with
simultaneous observations of the sensible heat flux and surface melt are used to test
the model. We find that a more realistic description of the variation in the height of ice
hummocks leads to a more accurate simulation of SHF, and therefore to a more accurate
simulation of surface melt. An important finding comes from comparing several distinct
datasets acquired over rough melting ice in both Greenland and Iceland over the last
25 years. All these flux measurements contain the same strong dependence of turbulent
mixing scale (roughness length for heat) on the turbulence of flow (roughness Reynolds
number).

In chapter 6, we finally address the last research question of this thesis, which is how
accurately the SHF is modelled in climate models, and what the impact is of possible
discrepancies on modelled surface melt. We build a database of surface energy balance
fluxes from 25 automatic weather stations on the ice sheet, and we compare these
measurements to the regional climate model RACMO2.3p2. We find that RACMO2.3p2
is underestimating the SHF during the melting season, with a larger underestimation
at lower station elevations. We can partly explain the SHF underestimation by a lower
wind speed in RACMO2.3p2 at the low-lying sites during summer. We implemented the
updated roughness parameterizations from the previous chapter in RACMO. Currently,
we are not able to explain this underestimation of wind speed by varying the surface
roughness parameters in RACMO2.3p2.

We continue to monitor ice sheet surface processes with automatic weather stations,
eddy covariance and surface mass balance observations. Together with remote sensing
observations, these can be used as benchmarks for the development of future climate
models. The continuous improvement of climate models allows for more accurate sim-
ulations of future ice sheet mass loss.
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Samenvatting

Het massaverlies van het landijs in de wereld, oftewel gletsjers en ijskappen, heeft tussen
1901 en 2018 een mondiale zeespiegelstijging veroorzaakt van 114 mm. Dat is meer dan
de helft van de gemeten mondiale zeespiegelstijging (202 mm). De rest kan worden
verklaard door de thermische uitzetting van zeewater en door veranderingen in wa-
teropslag op land. De Groenlandse ijskap en de omringende gletsjers droegen 40 mm
bij aan deze zeespiegelstijging en zullen naar verwachting massa blijven verliezen in
de nabije toekomst. De berekeningen van toekomstig massaverlies vereisen robuuste
berekeningen van zowel oppervlakte-, basale als afkalvingsprocessen van gletsjers en
ijskappen.

Klimaatmodellen worden vaak gebruikt om de oppervlakte massabalans te berekenen,
welke is gedefinieerd als het nettoverschil tussen de accumulatie en de ablatie aan het
oppervlak. Verreweg het grootste deel van de ablatie op de Groenlandse ijskap wordt
veroorzaakt door afvoer van smeltwater in het zogeheten ablatiegebied, dat slechts
10-16% van het oppervlak van de hele ijskap bedekt. In het ablatiegebied wordt het
afsmelten vooral veroorzaakt door absorptie van zonnestraling en door de voelbare
warmteflux. Die laatste wordt ook wel ‘sensible heat flux’ genoemd (SHF). De SHF is
gedefinieerd als de uitwisseling van voelbare warmte tussen het oppervlak en de atmos-
feer door middel van turbulente wervelingen. Deze turbulente warmteflux verklaart een
groot deel van de gemeten variabiliteit in oppervlakte smelt en kan de belangrijkste
bron van warmte zijn tijdens dagen met een extreme hoeveelheid smelt. Er zijn echter
weinig waarnemingen van turbulente warmtefluxen op de Groenlandse ijskap, waardoor
de uitkomsten van de berekening van deze fluxen in klimaatmodellen nog onzeker zijn.
Dit proefschrift heeft als doel om de onzekerheid van de SHF over de Groenlandse
ijskap te kwantificeren en verminderen.

Hoofdstuk 3 begint met het meten van de SHF op de Groenlandse ijskap. Het is een
grote uitdaging om kleinschalige turbulente fluctuaties te meten over een langere pe-
riode van tijd. Dit komt omdat hiervoor vaak dure en kwetsbare apparatuur gebruikt
moet worden. Deze apparatuur is vaak niet geschikt voor de afgelegen en weerbarstige
meetlocaties op de ijskap. Het feit dat deze locaties meestal niet meer dan één keer per
jaar bezocht worden, maakt het onderzoek niet eenvoudiger. Toch moet een weerstation
het hele jaar blijven werken in deze lastige weersomstandigheden. De ‘vertical propeller
eddy covariance’ (VPEC) methode is een eenvoudig alternatief, met name omdat deze
eenvoudig in bestaande automatische weerstations kan worden geïntegreerd. Het groot-
ste nadeel van de VPEC methode is dat deze niet snel genoeg is om alle relevante
turbulente wervelingen te meten. Een belangrijk resultaat van dit hoofdstuk is daarom
dat de gemiddelde flux toch goed kan worden bepaald, omdat nauwkeurig berekend
kan worden hoeveel wervelingen de VPEC methode gemiddeld mist. Daarnaast is een
ander interessant resultaat dat er minder vaak gemeten hoeft te worden om gemiddeld
een nauwkeurige turbulent flux te bepalen.

In hoofdstuk 4 wordt er een nieuwe methode gepresenteerd om de aerodynamische
ruwheid van het oppervlak in kaart te brengen met behulp van onbemande luchtvaar-
tuigen (UAV) of satellietmetingen (ICESat-2). Een verhoogde ruwheid van het opper-
vlak bevordert de turbulente menging met de atmosfeer, met als gevolg grotere SHF-
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waarden, in vergelijking met een aerodynamisch glad oppervlak. Hoewel het bekend
is dat het oppervlak van het ablatiegebied van de ijskap erg ruw is vanwege de aan-
wezigheid van ijsbulten en gletsjerspleten, bestaat er nog steeds geen kaart van de aero-
dynamische ruwheid over de ijskap die gebruikt kan worden voor SHF-berekeningen.
In dit hoofdstuk wordt er een nieuwe methode gepresenteerd om de data van onze
meetstations goed te kunnen reproduceren met een eenvoudig model voor de obstakel-
hoogte. Deze nieuwe methode is toegepast op de nieuwe laserhoogtemetingen van de
ICESat-2 satelliet, wat uiteindelijk heeft geleid tot de eerste kaart van aerodynamische
ruwheid van het oppervlak van de Groenlandse ijskap. Een belangrijke bevinding van
dit hoofdstuk is de grote ruimtelijke variabiliteit van de ruwheid. Daarnaast neemt,
gemiddeld genomen, de ruwheid van het oppervlak af met de hoogte.

Hoofdstuk 5 gaat dieper in op de aerodynamische oppervlakteruwheid. We hebben
daartoe een model ontwikkeld om de verandering van deze aerodynamische oppervlak-
teruwheid te berekenen in de tijd. De metingen van vier locaties in het ablatiegebied,
waar zowel SHF als smeltmetingen beschikbaar zijn, vormen de basis voor dit model.
Een realistische beschrijving van de variatie in de hoogte van ijsheuvels leidt tot een
betere bepaling van de voelbare warmteflux. Deze bepaling draagt uiteindelijk bij aan
een betere berekening van de hoeveelheid oppervlaktesmelt. Dit kan worden gezien
als een eerste belangrijk resultaat uit hoofdstuk 5. Een tweede belangrijk resultaat
heeft betrekking op de SHF metingen. Alle SHF metingen die zijn vergeleken, kunnen
worden gereduceerd tot eenzelfde verhouding. Deze verhouding is afhankelijk van de
hoeveelheid turbulentie in de stroming, maar is theoretisch nog niet goed te verklaren.

Hoofdstuk 6 geeft antwoord op de laatste onderzoeksvraag van dit proefschrift: “Hoe
nauwkeurig kan de SHF berekend worden in klimaatmodellen en wat is de impact van
een meer realistische ruwheid op de gemodelleerde oppervlakte smelt?”. Metingen van
25 weerstations zijn vergeleken met de berekeningen van het regionale klimaatmodel
RACMO2.3p2. Een belangrijk resultaat heeft betrekking op de nauwkeurigheid van dit
model: zowel de SHF als de hoeveelheid smelt worden gemiddeld genomen onderschat
tijdens het smeltseizoen. De onderschatting van de SHF en hoeveelheid smelt blijkt
het grootst bij de laaggelegen stations die dicht bij de rand van de ijskap staan. Deze
onderschatting is, onder andere, te verklaren door een te lage windsnelheid berekend
door RACMO2.3p2. Het beter modelleren van de ruwheid van het ijs in RACMO2.3p2
corrigeert deze onderschatting echter niet.

Ook in de toekomst zullen we de veranderingen van de Groenlandse ijskap blijven wor-
den meten middels weerstations, flux- en massabalans metingen. Dit vormt, samen
met satellietmetingen, een gedegen basis voor de doorontwikkeling van toekomstige kli-
maatmodellen. Deze doorlopende verbeteringen van bestaande klimaatmodellen, waar
dit proefschrift een bijdrage aan heeft geleverd, maken het mogelijk om de toekomstige
massaverliezen van ijskappen steeds nauwkeuriger te bepalen.
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Résumé

La perte de masse de tous les glaciers et toutes les calottes glaciaires dans le monde a
causé 114 mm d’élévation globale du niveau de la mer entre 1901 et 2018, soit plus de
la moitié de l’élévation mesurée (202 mm) au cours de la même période. La dilatation
thermique et la variation du stockage des eaux terrestres expliquent le reste. La calotte
du Groenland et ses glaciers périphériques contribuent 40 mm à cette élévation, et
vont continuer à perdre de la masse dans le future proche. Les futures projections
de la perte de masse des glaciers et calottes, notamment de la calotte glaciaire du
Groenland, nécessitent des modèles précis des processus de surface, de base et de
vêlage des glaciers.

Des modèles climatiques sont utilisés afin de calculer le bilan de masse de surface sur la
calotte glaciaire, défini comme l’accumulation moins l’ablation de surface. La majeure
partie de l’ablation au Groenland est causée par le ruissellement de surface dans la
zone d’ablation, qui ne couvre que 10 à 16% de la surface de la calotte du Groenland.
Dans la zone d’ablation, la fonte de surface est principalement causée par l’absorption
du rayonnement solaire et par le flux de chaleur sensible (SHF). Ce dernier est défini
comme l’échange turbulent de chaleur sensible entre la surface et l’atmosphère. Ce
flux de chaleur turbulent explique la majeure partie de la variabilité de la fonte en
surface et peut devenir une source majeure d’énergie lors d’épisodes de fonte extrême.
Cependant, il n’existe que très peu d’observations de flux turbulents sur la calotte, ce qui
rend incertaine la simulation de ces flux dans les modèles climatiques. Cette thèse vise
à quantifier et à réduire l’incertitude de la modélisation du SHF sur la calotte glaciaire
du Groenland.

Dans le chapitre 3, nous commençons par mesurer le SHF. Le principal défi réside
dans la mesure des rapides fluctuations turbulentes pendant une longue période. Des
instruments coûteux, fragiles et consommateurs d’énergie sont souvent utilisés à ce but.
Ceux-ci ne sont pas adaptés pour les sites de mesures sur la calotte, généralement vis-
ités une fois par an mais qui doivent tout de même fonctionner en permanence dans
des conditions climatiques difficiles. La méthode du ‘vertical propeller eddy covariance’
(VPEC) est une simple alternative, notamment puisque ces instruments peuvent être
directement intégrés sur des stations météorologiques existantes. Le principal incon-
vénient de cette méthode VPEC est la sous-estimation (jusqu’à 50%) du flux turbulent
en raison du plus grand temps de réponse d’un anémomètre à hélice. Nous trouvons
que cette atténuation peut tout de même être modélisée de manière précise, puisqu’à
la fois les temps de réponse et les caractéristiques spectrales des flux turbulents sont
connus. Un résultat intéressant de ce chapitre est que le temps d’échantillonnage peut
être considérablement réduit (jusqu’à 4 s), puisque l’information à haute fréquence est
toujours présente dans les observations grâce au repliement spectral.

Dans le chapitre 4, nous développons une nouvelle méthode permettant de cartogra-
phier la rugosité aérodynamique de la surface à l’aide d’aéronefs sans équipage (UAV) ou
de satellites (ICESat-2). Une surface rugueuse améliore la diffusion turbulente et cause
des valeurs de SHF plus élevées par rapport à une surface lisse. Bien qu’il soit connu
que la surface de la calotte glaciaire peut être très rugueuse en raison de la présence
de monticules de glace et de crevasses, une carte précise de la rugosité aérodynamique
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sur la calotte glaciaire utilisable pour des calculs du SHF n’existe pas. Nous trouvons
qu’un modèle simplifié pour la hauteur et la traînée des obstacles est capable de repro-
duire les mesures de terrain. Nous appliquons cette méthode aux nouvelles données du
satellite ICESat-2, ce qui donne une première carte de la rugosité aérodynamique de
surface. Une découverte importante de ce chapitre est la forte variabilité horizontale de
la rugosité aérodynamique de surface sur la calotte. Notre principale conclusion est que
la rugosité de surface diminue principalement avec l’altitude et pendant l’hiver.

Dans le chapitre 5, nous proposons un nouveau modèle pour la rugosité aérodynamique
de surface. Nous testons le modèle à quatre endroits dans la zone d’ablation où nous
avons à la fois des mesures de flux turbulents et de fonte de surface Nous trouvons
qu’une description plus réaliste de la variation de la hauteur des obstacles à la surface
permet une simulation plus précise de SHF, et donc une simulation plus précise de la
fonte de surface. La comparaison de plusieurs données acquises sur des surface de
glace rugueuses au Groenland et en Islande au cours des 25 dernières années aboutit
à une découverte intéressante. Nous trouvons une même équation qui relie l’échange
turbulent de chaleur à l’intensité de la turbulence proche de la surface.

Dans le chapitre 6, nous abordons la dernière question de cette thèse, qui est de savoir
avec quelle précision le SHF est modélisé dans les modèles climatiques, et quel en est
l’impact sur les calculs de fonte de surface. Nous assemblons une base de données
avec des mesures météorologiques de 25 stations sur la calotte glaciaire, et nous com-
parons ces mesures au modèle climatique régional RACMO2.3p2. Nous constatons que
RACMO2.3p2 sous-estime le SHF pendant la période de fonte. Cette sous-estimation
semble la plus prononcée aux stations en basse altitude. Nous pouvons l’expliquer par
une vitesse de vent trop faible dans RACMO 2.3p2. Nous ne sommes pas en mesure
d’expliquer cette sous-estimation en variant les paramètres de rugosité de surface dans
RACMO2.3p2.

Nous continuons de mesurer les processus de surface de l‘inlandsis du Groenland avec
des stations météorologiques, des mesures de flux turbulents et de mesures de de bi-
lan de masse en surface. Utilisées en combinaison avec des observations de télédé-
tection, elles servent de référence pour le développement des modèles climatiques.
L’amélioration continue des modèles climatiques permet enfin des simulations précises
de la future perte de masse de la calotte glaciaire.
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Chapter 1

Introduction

The Greenland ice sheet is the focus of this thesis. This chapter introduces some
meteorological and glaciological aspects of the ice sheet. A brief review of recent
scientific progress is presented, which then leads to the research questions addressed in
the remainder of this thesis.

1.1 Historical context

Driven by a need for adventure stories, it was in the late 19th century that the first
expeditions to the Greenland ice sheet took place, with the first attempts of Norden-
skiøld in 1883 (Nordenskjöld, 1883) and Peary in 1886 (Peary, 1887) to reach its interior.
But it was not until 1888, notably the first crossing by Fridtjof Nansen of the ice sheet
(Nansen, 1890, Figure 1.1a), that it became clear that the ice sheet is in fact one large
and connected ice mass (Figure 1.2). The first scientific explorations quickly followed.
In 1893, Erich von Drygalski and his team performed the first glaciological survey on
Store Glacier, near the Greenlandic town of Uummannaq. This later inspired Swiss me-
teorologist Alfred de Quervain to set up a research expedition, which eventually led to
the crossing of the ice sheet during the Swiss Greenland Expedition in 1912 (Barr, 2015).
Together with the Greenland expedition of the University of Michigan in 1926-1927, and
the first overwintering on the inland ice during the Alfred Wegener’s German Greenland
Expedition in 1930 (Georgi et al., 1935), the first datasets of meteorological observations
on the ice sheet became available.

After WWII, both the technological progress and the development of air bases by
the US Army in Greenland allowed for a significant modernisation of the expeditions.
In 1952, both the Paul-Emile Victor’s expedition (France) and the British North Green-
land Expedition were among the first to make use of modern techniques, trading the
dog sleds for tracked vehicles, planes and helicopters. Several years later, in 1957, the
first International Glaciological Greenland Expedition (EGIG) took place at the start of
the International Geophysical Year (Finsterwalder, 1959), which was repeated ten years
later in 1967. Measurements from these two expeditions allowed for a first quantifica-
tion of, among other aspects, the vertical wind profile characteristics (Ambach, 1960,

7



1

1. Introduction

Figure 1.1: (a) "Roughish ice", on 23 September 1888 in West Greenland. By E. Nielsen
from The First Crossing of Greenland (Nansen, 1890). (b) Observed vertical profile of
horizontal wind speed during EGIG at Camp IV between 27 June and 7 July 1959
(Ambach, 1960).

Figure 1.1b), and the total mass balance of the Greenland ice sheet (Bauer, 1955, 1967;
Loewe, 1964). At that time, the ice sheet was estimated to be in approximate balance,
meaning that the total mass gained by snow accumulation was estimated to balance the
combined mass loss due to surface runoff and due to solid ice discharge from calving
glaciers. However, the uncertainties in these calculations were considerable, due to the
lack of sufficient long-term, and spatially distributed data. The early 1960s also mark
the start of deep ice drilling in Greenland at Camp Century (Jouzel, 2013).

In the 1970s and 1980s, the Grønlands Geologiske Undersøgelse (GGU), predecessor
of the current Geological Survey of Denmark and Greenland (GEUS), performed several
meteorological and surface mass balance measurements, mostly on local glaciers for
hydropower applications (Olesen, 1986; Braithwaite, 1986). They produced an improved
understanding of ice sheet surface processes, yet not any published field study before
the 1990s produced a surface mass balance record longer than 10 years (Machguth et al.,
2016).

In the early 1990s, several coordinated research expeditions took place, including the
Greenland Ice Margin Experiment (GIMEX) organised by the University of Utrecht and
Free University of Amsterdam (Oerlemans and Vugts, 1993), the Swiss ETH Zurich
Greenland expedition (Ohmura et al., 1994), and the start of the Greenland Climate
network (GC-Net), a network of automated weather stations (AWS) mostly located in the
accumulation zone of the ice sheet (Steffen and Box, 2001). The main focus of these
studies was the investigation of the sensitivity of the Greenland ice sheet mass balance
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to global warming. These studies were also the first to make use of sonic anemometers
to measure turbulent heat fluxes in the ablation area of the ice sheet, as presented in
e.g. Henneken et al. (1994); Forrer and Rotach (1997); Box and Steffen (2001). In 2008,
the PROMICE network was started (Ahlstrøm et al., 2008), which is a network of AWS
and mass balance observations in the ablation area across the entire ice sheet, operated
by GEUS. In 2020, GEUS also took over the operation of GC-Net. At present, many of
the measurement sites from GIMEX are still continued along the so called K-transect
(Smeets et al., 2018). In combination with GC-Net and PROMICE stations, the IMAU
stations are currently one of the longest time series of in-situ meteorological and surface
mass balance data on the Greenland ice sheet (Figure 1.2).

1.2 Greenland ice sheet characteristics and climate

Since the first scientific measurements before the 1950s, our knowledge about the state
of the Greenland ice sheet has considerably evolved. The ice sheet, including its sur-
rounding glaciers and ice caps, covers an area of 1.78 × 106 km2 with an average
thickness of 1.68 km, meaning that there is 2.99 × 106 km3 of ice volume stored, or
2.74 × 1018 kg (2.74 × 106 Gt, 1 Gt = 1012 kg) of total ice mass assuming an aver-
age density of 916.17 kg m−3. This makes it the second largest ice mass on Earth.
Once removed, this would be enough water to rise the global mean sea-level by 7.42 m
(Morlighem et al., 2017). In contrast, the Antarctic ice sheet holds a potential rise of
57.9 m (Morlighem et al., 2020), while all other glaciers and ice sheets together have
a global sea-level potential rise of 0.32 m (Farinotti et al., 2019). The Greenland ice
sheet as we know it today was most likely formed during the late Pliocene (between
5 - 2.58 million years ago, Lunt et al. 2008), a period during which the accumulation of
snow would have exceeded mass losses due to ablation for a period long enough for the
ice sheet to form. Over millennial time scales and beyond, the ice sheet’s evolution is
partly driven by oscillations in insolation due to changes in the Earth’s orbit, also known
as Milankovitch cycles, and by long-term changes in atmospheric CO2 concentrations.
The response of the ice sheets to this forcing is nonlinear, due to feedback processes
between the ice sheet and global climate (Oerlemans, 1991). At present, the ice sheet
is a dome of ice with an average elevation of 2109 m, with the highest point located
at 3238 m above sea level. Between 2001 to 2016, the maximum bare ice extent, that
is the surface not covered by snow during the melting season, ranged in between 10
to 16% of the total ice sheet area, with a maximum snowline elevation ranging between
1300 - 1700 m elevation (Ryan et al., 2019).

Near surface air temperature The 2m air temperature on the ice sheet is mainly
determined by elevation due to adiabatic cooling, and the latitude and the day of
year that determine the insolation. The yearly averaged observed lapse rate equals
6.0±0.7 ◦C/km, with smaller lapse rates usually observed during summer (Fausto et al.,
2009). The lowest temperatures are typically observed in February, with the absolute
recorded minimum being -69.9 ◦C on 22 December 1991 near the ice sheet summit
(Weidner et al., 2021). In the ablation zone during summer, the air temperatures can
exceed 10 ◦C, especially during extreme melt events as was the case in south Greenland
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Figure 1.2: Location of Automated Weather Stations (AWS) from the DMI, GC-Net,
IMAU and PROMICE networks. Major settlements in Greenland are shown, together
with the approximate tracks of historical expeditions on the inland ice in dashed lines
and solid green line. The insets detail the K-transect and Q-transect. Elevation contours
are taken from the GIMP DEM (Howat et al., 2014) and shown in 500 m intervals, in m
a.s.l.
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in July 2012 (Fausto et al., 2016a).

Wind speed The near-surface wind regime on the ice sheet is dominated by the
katabatic forcing, which forces the wind downslope due to buoyancy forces, deviated to
the right (in the northern hemisphere) due to the Coriolis force. The katabatic forcing,
caused by a combination of strong surface cooling and sloping topography, is most
pronounced near the margins, during winter and on the east side, due to the presence
of larger temperature gradients and steeper slopes (Van Angelen et al., 2011). The
convergence of the flow due to the local topography, in combination with the presence
of nearby mesocyclones, can locally cause extreme near-surface wind speeds, also called
Piteraq winds (Klein and Heinemann, 2002). During summer, the katabatic forcing is
less pronounced due the smaller temperature gradient. Between the warmer tundra and
the ice sheet, a thermal gradient is typically present. In combination with the large scale
pressure gradient, these can generate barrier winds which interact with katabatic winds
and increases the near surface wind speed on the ice sheet (Van den Broeke and Gallée,
1996). The climatology of the near-surface wind speed and air temperature explain the
sensible heat flux climatology on the Greenland ice sheet, which is the main focus of
this thesis.

Large-scale meteorology On a large scale, the near surface temperature fluctuations
in Greenland are correlated with the Greenland Blocking Index (GBI), defined as the
averaged 500 hPa geopotential height over Greenland (Hanna et al., 2021). A high
GBI is associated with a blocking event, which typically occurs during Rossby wave
breaking (Barnes and Hartmann, 2012), and stimulates the advection to the ice sheet
of southerly warmer and more humid air. Another characteristic synoptic feature in
Greenland are the narrow stripes of warm, cloudy and more humid air, often referred
to as Atmospheric Rivers (ARs). ARs can be linked to breaking Rossby waves (Liu and
Barnes, 2015), and also enhance poleward heat and moisture transport. ARs have a
strong impact on Greenland surface mass balance through increased precipitation and
surface melt (Mattingly et al., 2018).

1.3 Mass balance and surface energy balance

The total mass balance (MB) of the grounded part of the Greenland ice sheet is defined
over one year as the surface mass balance (SMB) minus the ice discharge (D) and basal
mass balance (BMB):

MB = SMB−D −BMB (kg s−1 or Gt year−1), (1.1)

The BMB contains the ice melt at the base of the ice sheet due to either geothermal
heating, frictional heating, or viscous heat dissipation (Karlsson et al., 2021). The MB
can be converted to global sea-level equivalent in mm/year by dividing by the surface
of the oceans (362.5× 106km2), meaning that 362.5 Gt of land ice loss corresponds to
1 mm of global averaged sea-level rise. The focus of this thesis is to study the specific
SMB (SSMB), which is the sum of all the mass fluxes at the surface-atmosphere interface
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Figure 1.3: Surface energy balance (SEB, left) and surface mass balance (SMB, right)
fluxes typical over a melting snow/ice surface in the ablation zone of the Greenland ice
sheet. Abbreviations of each flux are defined in the text.

per unit area (Figure 1.3) :

SSMB = SN +RA−RU −E −ER (kg m−2 s−1), (1.2)

with SN the solid precipitation, RA the rainfall, RU the liquid water runoff, E the
sublimation/evaporation from the surface and ER the erosion due to drifting snow
(deposition/scour). The runoff is determined through the liquid water balance:

RU =Mm +RA+C −RF −RE (kg m−2 s−1), (1.3)

with Mm the surface melt expressed as a mass flux, RA the rainfall, C the condensation,
RF the refreezing of liquid water and RE the retention of liquid water.
At the interface between any surface and the atmosphere, four main energy fluxes
always compete: (1) radiative fluxes, (2) turbulent heat fluxes, (3) subsurface conductive
heat flux, and (4) energy fluxes corresponding to phase changes happening at the surface
(melt, refreezing, evaporation/sublimation, condensation/deposition). In addition, heat
may be added/extracted from the surface by rain if the temperature of the rain droplets
differs from the temperature of the surface. Conservation of energy states that all these
fluxes must always be in balance. This balance is defined as the surface energy balance
(SEB, Figure 1.3):

M = Rnet + SHF +LHF +G +Er (W m−2), (1.4)

with M the surface melt, expressed here in terms of flux of energy and defined in this
thesis as positive if melting occurs. M can be converted from Mm (Box 1). Rnet is the
net absorbed radiation at the surface, SHF is the turbulent sensible heat flux, LHF
is the turbulent latent heat flux, G is the subsurface conductive heat flux and Er the
energy added/removed by rain. In the remainder we will neglect Er , although it can
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be a limited source of energy during ARs (Box et al., 2022). All the fluxes are defined
positive if they are directed towards the surface, unless stated otherwise. It is practical,
for both modelling and measurements, to separate Rnet into a downward and an upward
component, and into two different spectral bands :

M = SWd − SWu +LWd −LWu + SHF +LHF +G (W m−2), (1.5)

with SWd , SWu the downward and upward components of shortwave radiation chosen
in the wavelength interval [0.15 − 3] µm. We do not explicitly take into account the
penetration of shortwave radiation below the surface. LWd , LWu are the downward and
upward components of longwave radiation chosen in the thermal infrared wavelength
interval [3 − 100] µm. In this definition all four radiation components are positive,
while the SHF, LHF en G are defined positive when directed towards the surface.
The SEB constitutes the lower boundary condition for atmospheric models. The SEB
is also used to compute surface melt, either using measurements from an automatic
weather station, or by coupling with an atmospheric model.

1.4 Greenland ice sheet zones

The Greenland ice sheet can be separated into four different climate zones, each with
contrasting SEB/SMB patterns (Figure 1.4). The highest zone is the dry-snow zone. This
area is permanently covered by firn, which is dense snow that has accumulated during
the previous years. Surface melting very rarely occurs in the dry-snow zone due to the
low air temperatures and the high snow albedo, defined as the shortwave reflectivity. At
lower elevations, surface melting occurs during summer, yet the meltwater is retained
in the available pore spaces of the firn. This area is defined as the percolation zone.
Moving to even lower elevations, we find the wet-snow zone, which is the area where
the surface melt exceeds the capacity of the snow to retain water, therefore surface
runoff occurs. When taken over one year, snow accumulation in the wet-snow zone
still exceeds the runoff, therefore the SMB is still positive. The surface meltwater often
refreezes, forming either impermeable ice lenses in the snow, or superimposed ice on
top of the snow or ice. Finally, moving further down, we enter the ablation zone, where
surface runoff exceeds snowfall on an annual basis, meaning that the SMB is negative.
During the melting season, this zone is mostly covered by bare ice and is often rougher
and darker than the other zones (Nolin and Payne, 2007). The surface meltwater creates
an organised network of streams which eventually drain into moulins, which are deep
holes formed in the ice by the meltwater runoff, or crevasses, which are cracks in the
ice formed by the lateral movement of the ice. The ice can also be very dark due to
the presence of impurities like black carbon or algae. In the lowest part of the ablation
zone, surface meltwater is often not even visible at the surface since it directly drains
into the sub-glacial drainage network. Due to the contemporary warming, the ablation
zone is expanding, which is discernible in the recent increase of the snowline elevation
and increase of bare ice extent (Smith et al., 2019; Tedstone and Machguth, 2022).
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Figure 1.4: Yearly averaged components of the surface mass balance (SMB), liquid water
balance (LWB) and surface energy balance (SEB) on the Greenland ice sheet as function
of elevation, in the period 1990-2020, modelled by RACMO2.3p2 at 5.5 km resolution
(data from Noël et al. (2021)). The area fraction per elevation is shown in the bottom
right panel. A rough delineation of each climate zone is given. Elevations of the AWS
used in this thesis are also shown.
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1.5 Contemporary knowledge on Greenland mass bal-
ance

In 1990, the first report of the Intergovernmental Panel on Climate Change (IPCC) pub-
lished a synthesis of the sensitivity of the ice sheet to global warming. Based on EGIG
data and on SEB modelling, the sensitivity of the ice sheet was estimated to be equiv-
alent to 0.3± 0.2 mm/year of global mean sea-level rise per degree of warming (IPCC,
1990). At the time, this sensitivity explained 0.23±0.16 mm/year of global sea-level rise
between 1880 and 1980, or approximately 15% of the observed value of 1-2 mm/year
of global mean sea-level in the same period. These values remained uncertain, due to
the lack of long-term measurements on the ice sheet, and the lack of robust satellite
measurements at the time.

Box 1: Converting surface melt units
Surface melt is typically expressed as a mass flux (Mm) across a surface area of
1m2 in SI units [kg m−2 s−1], which is equivalent to [mm water equivalent s−1], or
[mm w.e. s−1]. The conversion to an energy flux (M ) in SI units [W m−2] is :

M = LmMm [W m−2] (1.6)

with Lm = 3.34× 105 J kg−1 the latent heat of fusion at 0◦C .
Surface melt is typically measured by lowering of the melting snow/ice surface. Assum-
ing that the measured lowering is caused by surface melt only (and not by sublimation
or snow densification), the height change ∆h in a time period ∆t can be converted to a
melt energy flux:

M = ρi,sLm
∆h
∆t

[W m−2] (1.7)

with ρi,s the density of ice or snow. Taking a typical value for ρi = 916 kg m−3, we
find that a melt energy flux of M = 100 W m−2 is equivalent to a lowering of the ice
surface of 2.82 cm per day. Also, a yearly averaged energy available for melting of

M = 10 W m−2 corresponds to a mass flux of Mm = 944 kg m−2 yr−1.

From
To

Mass flux Energy flux Height change

Mass flux 1 Lm ∆t/ρi,s
Energy flux 1/Lm 1 ∆t/(ρi,sLm)
Height change ρi,s/∆t ρi,sLm/∆t 1

Multiplication factors for converting between surface melt units

Between the 1990s and present, much progress has been made in terms of observations
and modelling of the Greenland ice sheet mass balance. For instance, the satellites from
the Gravity Recovery and Climate Experiment (GRACE, and its successor GRACE-FO)
directly measure total mass change of the Greenland ice sheet by gravimetry, i.e. by
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measuring changes in gravity anomalies (e.g. Wouters et al., 2008; Groh and Horwath,
2021). Satellite altimeters, such as CryoSat-2 (McMillan et al., 2016; Nilsson et al., 2016;
Gourmelen et al., 2018), ICESat (Sørensen et al., 2011; Csatho et al., 2014; Felikson et al.,
2017), and ICESat-2 (Smith et al., 2020) allow for a direct measure of height (and volume)
change, which can be converted to mass changes if the surface density is known (Box 1).
Furthermore, regional climate models (RCM), such as RACMO (Ettema et al., 2010; Van
Angelen et al., 2014; Noël et al., 2018; Van Dalum et al., 2020), MAR (Fettweis et al.,
2013), HIRHAM (Lucas-Picher et al., 2012) and NHM-SMAP (Niwano et al., 2018) have
greatly improved and now allow for complete and realistic simulation of Greenland’s
climate and SMB. In order to close the mass budget of the ice sheet, ice discharge can
be independently estimated by differencing SMD and D, i.e. the input-output method,
which combines the estimated ice velocity from remote sensing with the measured ice
thickness (Andersen et al., 2015; Colgan et al., 2019; Mouginot et al., 2019; Mankoff
et al., 2020). Combining all these datasets provides a complete picture of Greenland
MB during the satellite era (1990s-present). This reference period is then used to recon-
struct the SMB and MB back in time using historical data (Box, 2013; Kjeldsen et al.,
2015; Mankoff et al., 2021). This reference period is also used to estimate future mass
loss, either using ice sheet models forced with climate model data as was done in the Ice
Sheet Model Intercomparison Project for CMIP6 (Goelzer et al., 2020, ISMIP6,), or by
using a statistical emulator calibrated on ice sheet model output (Edwards et al., 2021).

Figure 1.5: Relative change in cumulative Greenland ice sheet mass balance between
1840 and 2100. The 1840-2022 reconstruction is from Mankoff et al. (2021). The 2002-
2022 Gravity Recovery and Climate Experiment (GRACE) data is from ESA-CCI using
the methods of Groh and Horwath (2021). The two 2016-2100 projections are from
IPCC (2021) for two different future emission scenarios (RCP2.6 and RCP8.5), which
is based on an emulator of ISMPI6 data from Edwards et al. (2021) (see also Goelzer
et al. (2020)). It is assumed that 362.5 Gt of mass loss is equivalent to 1 mm global
seal-level rise. Shaded areas denote the 1-σ uncertainty reported in each dataset, shown
as cumulative starting from present-day.
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In 2019, the Ice Sheet Mass Balance Intercomparison Exercise (IMBIE) published a
state of the art synthesis on the Greenland ice sheet mass budget (Shepherd et al.,
2020), which combined all the techniques mentioned above. The Greenland ice sheet
was found to have lost 3902 ± 342 Gt between 1992 and 2018, thereby contributing
0.43±0.075 mm/year to global sea-level rise (Figure 1.5). This estimate was part of the
most recent 6th assessment report of the IPCC (IPCC, 2021). Climate models show the
SMB sensitivity to global warming to be non-linear, which prevents us to carry out a
simple linear regression with air temperature into the future (Fettweis et al., 2013; Noël
et al., 2021).

Figure 1.6: Top: Daily observed surface ablation from an ablation draw wire (ADW),
and modelled surface melt with a surface energy balance (SEB) model and with the
regional climate model (RACMO2.3p2) at site S5 in 2017. The shaded area denotes the
uncertainty in daily ablation measurement of 1 cm ice equivalent. The energy fluxes are
converted to metres ice equivalent lowering assuming an ice density of 917 kgm−3 (Box
1). Bottom: Observed radiative heat fluxes (SWnet , LWnet ) and modelled turbulent heat
flux using a SEB model (SHF, LHF), subsurface heat flux (G) and surface melt (M) at S5.
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1.6 This thesis

In its latest assessment report (AR6), the first working group of the IPCC (IPCC, 2021)
states that there is "medium confidence in the ability of climate models to simulate
changes in Greenland SMB" (chapter 9.4.1.2). This is mainly "[...] due to deficiencies
in an accurate model representation of the ablation zone extent and processes related
to surface melt and runoff [...]". This statement is based on a recent inter-comparison
project (Fettweis et al., 2020), in which a large spread in SMB in climate models became
evident. An efficient way to improve the modelled SMB in climate models is to apply
statistical downscaling (Noël et al., 2016, e.g.). This process corrects for the limited hor-
izontal resolution of a climate model, and for known biases. Another way is to increase
the horizontal resolution of climate models (Van de Berg et al., 2020, e.g.), which may
yield a more accurate representation of the SEB components and therefore SMB. The
motivation of this thesis is to improve our understanding of the physics of the glacier
and ice sheet surface melt and runoff, with the main objective to eventually improve the
SMB in climate models.

As shown in the SEB equation above (Eq. 1.5), the accurate modelling of surface melt
requires the accurate modelling of all the components of both radiative and turbulent
heat fluxes. Several recent studies focus on ways to improve the modelled radiative
fluxes over the Greenland ice sheet. For instance, one recent work quantifies the effect
of biological activity on surface albedo (Tedstone et al., 2020), another explicitly in-
cludes the spectral properties of surface albedo into a climate model (Van Dalum et al.,
2021). On the other side, the turbulent heat fluxes have received a relatively less scien-
tific attention. Some recent studies suggest that the SHF is underestimated by climate
models in the ablation area (Fausto et al., 2016b; Noël et al., 2018). However, it is still
not clear how large this underestimation is, and where it originates.

For illustration, we show times series of measured radiative fluxes, modelled turbulent
heat fluxes and modelled surface melt using a SEB model during 2017 at site S5, which
is located at roughly 550 m elevation on the K-transect (Figure 1.6). The modelled daily
energy available for surface melt (M ) ranges up to 350 W m−2, which is equivalent to
9.87 cm of ice ablation per day (assuming an ice density of 917 kg m−3, Box 1). From
April until mid-July, most of the melt can be explained by the net absorbed shortwave
radiation (SWnet ). After mid July, the SHF starts to contribute to around one third of
the average melt, and the LHF, while still small (around 10 W m−2), changes sign and
now starts to contribute as well. We also show the modelled surface melt from the
regional climate model RACMO2.3p2 (top panel, orange line) and observed lowering
with an ablation draw wire (top panel, dashed black line). Despite the large day-to-day
discrepancies, both models are able to reproduce the overall variation in surface low-
ering as measured by the ablation draw wire (top panel, dashed line). Interestingly, the
largest deviations are found during periods with the largest modelled SHF values. Both
the SHF and LHF clearly explain the maxima in surface melt (bottom panel), yet these
two models find very different values during these periods of extreme melt rates. Unfor-
tunately, before the start of this thesis, no continuous SHF measurements were available
at S5, or anywhere else in the ablation zone, which prevents the direct evaluation of
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modelled SHF and LHF. Therefore, the modelled SHF and LHF remain uncertain.

A physical process related to turbulent exchange that is not yet included in climate
models is the variability in time and space in aerodynamic roughness (z0m) throughout
the ablation area. A rough surface consisting of hummocks and crevasses is found not
only at site S5 but across the entire ablation area, which enhances the turbulent mixing
between the surface and the atmosphere. Based on previous model evaluations over
glaciers (Munro, 1989; Conway and Cullen, 2013; Fitzpatrick et al., 2017), an accurate
knowledge of the surface roughness in models is expected to improve the SHF and LHF.
Another possible shortcoming is that the assumptions implemented in the current mod-
els to calculate turbulent fluxes, e.g. Monin-Obukhov Similarity Theory (MOST), do not
hold for the ablation area due to typical boundary layer conditions (Radić et al., 2017).
To test these hypotheses and improve on all these uncertainties and shortcomings we
need a robust, long-term dataset of turbulent heat flux measurements.

The research questions (RQs) addressed in this thesis are the following:

1. Is it possible to accurately measure the sensible heat flux (SHF) and surface aero-
dynamic roughness (z0m) in the Greenland ice sheet ablation zone over longer
periods of time using a simple and robust vertical propeller eddy covariance
(VPEC) system ? (chapter 3)

2. How accurately can we derive spatial information about z0m over the ice sheet
from satellite remote sensing ? (chapter 4)

3. How can we use our improved knowledge of SHF and LHF, and therefore surface
melt, to improve modelling the SEB components over the ice sheet ? (chapter 5)

4. How accurate is the modelling of SHF in regional climate models (RCMs) such
as RACMO across the ice sheet, and where do the discrepancies originate from ?
Can we improve RCMs by improving the description of surface aerodynamic
roughness ? (chapter 6)

1.7 Outline

The different chapters in this thesis aim to answer these research questions (RQs). In
chapter 2, a detailed description is given of the surface turbulent heat fluxes: what is
their origin, how are they modelled and measured. Additionally we describe how the
radiative fluxes and surface lowering are measured. RQ1 is addressed in chapter 3, in
which a vertical propeller eddy covariance (VPEC) method is described that provides
continuous turbulent heat flux measurements, for longer periods of time without reg-
ular maintenance and no additional energy consumption. We have applied the VPEC
method for the first time in the ablation of the Greenland ice sheet. This yields year-
round SHF measurements in Greenland’s ablation zone. RQ2 is addressed in chapter 4,
in which a novel method is validated that enables mapping of surface roughness values
from ICESat-2 satellite laser altimeter data. For this purpose, data from direct tur-
bulence measurements obtained at two locations and high-resolution elevation models
from uncrewed aerial systems (UAV) are used. This yields the first quantitative map of
the spatial variability of the surface aerodynamic roughness across an extended area of
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the Greenland ice sheet. In chapter 5 we focus on RQ3 by combining both long-term
field measurements and surface aerodynamic roughness maps derived from ICESat-2
data to develop a new, simple yet physically based model for the aerodynamic rough-
ness of the surface. The new models are implemented in a SEB model to determine the
surface melt for different locations in the ablation zone. Two case studies are presented
which demonstrate the important contribution of the turbulent heat fluxes during large
melt events. Finally, in chapter 6, RQ4 is addressed in which regional climate model
RACMO2.3p2 is tested with the newly developed roughness models implemented. The
modelled SEB and SBM components from short simulations (2016-2021) are compared
to both IMAU & PROMICE measurements, in order to provide a robust estimate of
possible biases in RACMO2.3p2. This chapter also presents a sensitivity analysis of
RCM surface melt on surface roughness. Finally in chapter 7, we present an outlook for
future research directions.
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Chapter 2

Turbulent heat fluxes

This chapter provides an overview of the existing mathematical expressions that de-
scribe the turbulent heat fluxes, followed by a description of the closure model mostly
used in regional climate models. The measurement methods, their limitations and in-
strumental corrections for the eddy covariance method and all other energy balance
measurements as applied throughout this thesis are also presented.

2.1 Governing equations

The general conservation of mass, momentum, heat and moisture for moist and incom-
pressible atmospheric flows is expressed in Einstein summation notation as (Stull, 1988,
e.g. p.78):

∂uj
∂xj

= 0, (2.1)

∂ui
∂t

+uj
∂ui
∂xj

= −δi3g + f ϵij3uj −
1
ρa

∂p

∂xi
+ ν

∂2ui
∂x2j

, (2.2)

∂θ
∂t

+uj
∂θ
∂xj

= νθ
∂2θ

∂x2j
− 1
ρaCp

∂Q∗j
∂xj
−

LpE

ρaCp
, (2.3)

∂q

∂t
+uj

∂q

∂xj
= νq

∂2q

∂x2j
+
Sq
ρa

, (2.4)

in which the conserved variables are the velocity vector components (ui = u,v,w), the
potential temperature (θ, Box 2), and the specific humidity (q, Box 2). The air density
is written as ρa. These equations contain storage, advection, the influence of gravity
through the gravitational acceleration (g ), earth’s rotation through the Coriolis parame-
ter (f ), the pressure-gradient forces and viscous stresses through molecular diffusivities
for momentum, temperature and humidity (ν, νθ and νq). The heat conservation equa-
tion also includes two source/sink terms expressed by the divergence of net radiation
(Q∗) or generated by the heat released by phase changes (E), such as evaporation. These
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equations do not take into account the air liquid water content.
It is common for a turbulent flow to separate each conserved quantity into an average
and a fluctuating part, with the Reynolds decomposition:

ui = ui +u′i , (2.5)

θ = θ +θ′ , (2.6)

q = q + q′ , (2.7)

for which the following Reynolds averaging rules are defined for any quantity a and b :

a+ b = a+ b, (2.8)

a = a, (2.9)

a′ = 0, (2.10)

∂a
∂xi

=
∂a
∂xi

. (2.11)

Substituting the conserved variables into the conservation equations 2.1-2.4, applying
ensemble averaging and the Reynolds averaging rules (Equations 2.9-2.12), and remov-
ing the negligibly small terms yields the following equations for the averages:

∂uj
∂xj

= 0, (2.12)

∂ui
∂t

+uj
∂ui
∂xj

= −δi3g + f ϵij3uj −
1
ρa

∂p

∂xi
+ ν

∂2ui
∂x2j

−
∂(u′iu

′
j )

∂xj
, (2.13)

∂θ
∂t

+uj
∂θ
∂xj

= νθ
∂2θ

∂x2j
− 1
ρaCp

∂Q∗j
∂xj
−

LpE

ρaCp
−
∂(u′jθ

′)

∂xj
, (2.14)

∂q

∂t
+uj

∂q

∂xj
= νq

∂2q

∂x2j
+
Sq
ρa
−
∂(u′jq

′)

∂xj
. (2.15)

It becomes clear that the set of equations after Reynolds averaging is nearly identical
to the general conservation equations that we started with, except for the appearance
of a new divergence term on the r.h.s of Eqs. 2.13-2.15, which incorporates the effect of
the fluctuations and turbulence on the mean flow. These are the covariances of velocity
fluctuation components with themselves, or with temperature and humidity, and behave
as fluxes of momentum, heat and moisture in the conservation equations. These covari-
ances, or fluxes, need to be modelled in order to predict the average evolution of the
flow.
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Box 2: Conversion between temperature and humidity variables:
Potential temperature is defined as:

θ = T exp
(
p0
p

)Rd /Cp

(2.16)

with T the temperature, Rd = 287.05 J kg−1 K−1 the gas constant for dry air, Cp =
1004.7 J kg−1 K−1 the specific heat capacity of dry air at constant pressure, p the air
pressure and p0 = 105 Pa the reference pressure. The virtual temperature and potential
virtual temperature are then defined as:

Tv = T (1 + (Rv /Rd − 1)q) (2.17)

θv = θ (1 + (Rv /Rd − 1)q) (2.18)

with Rv = 461.5 J kg−1 K−1 the gas constant for water vapour, and q specific humidity
(in unit kg kg−1). The air density can then be estimated using the ideal gas law:

ρa =
p

RdTv
(2.19)

Specific humidity is related to relative humidity (RH ) by:

q =
RH
100

qsat (2.20)

where the saturation specific humidity is defined as:

qsat =
Rd

Rv

esat

p + esat

(
Rd

Rv
− 1

) (2.21)

with esat the water vapour pressure at saturation with respect to ice or liquid water,
which is a function of air temperature following the Clausius-Clapeyron relation (Mur-
phy and Koop, 2005).

2.2 Modelling the turbulent heat fluxes: Monin-Obukhov
similarity theory

The separation of the conserved quantities into a mean and a fluctuating part results in
a set of equations that contains more unknowns than equations, due to the appearance
of covariances in the conservation equations. It is possible to develop additional prog-
nostic equations for the variances and covariances, which will lead to more unknown
(co)-variances. Therefore a "closure" model for the turbulent fluxes becomes necessary.
Commonly, near the surface, First-order closure, or K-theory is used to model the vertical
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fluxes using the mean vertical gradients of u,θ and q:

u′w′ = −Km
∂u
∂z

, (2.22)

w′θ′ = −Kh
∂θ
∂z

, (2.23)

w′q′ = −Kq
∂q

∂z
, (2.24)

in which Km, Kh and Kq are defined as the turbulent diffusion coefficients for momen-
tum, heat and moisture. Parameterizing the quantities Km, Kh and Kq as a function
of wind speed, and integration with respect to z gives the solutions of u,θ and q with
height. Often the mixing length parameterization is used, which was derived nearly a
century ago by Prandtl (1925). One main challenge resides in incorporating the effect of
thermal stratification on the turbulent diffusion coefficients. Monin-Obukhov Similar-
ity Theory (MOST) postulates that five parameters exist that fully describe turbulence
above a flat and horizontally homogeneous surface. These are the height above the
surface (z), the friction velocity (u∗), the buoyancy flux at the surface (w′θ′v ), the sur-
face flux of any conserved scalar, such as specific humidity (w′q′ ), and the buoyancy
(g/θv ). Then, using the Buckingham Pi Theorem, a new dimensionless parameter may
be defined:

ζ =
z
L
, (2.25)

called the stability parameter, with L a characteristic length scale defined as:

L = − u3
∗ θv

κgw′θ′v
(2.26)

called the Obukhov length, with κ = 0.4 the von Kármán constant. Furthermore, fluxes
and gradients are combined in non dimensional groups:

∂u
∂z

κz
u∗

,
∂θ
∂z

κz
θ∗

,
∂q

∂z
κz
q∗

, (2.27)

with u∗ = (u′w′
2
+ v′w′

2
)1/4 the friction velocity, θ∗ = −w′T ′/u∗ the temperature scale

and q∗ = −w′q′/u∗ the humidity scale. Using MOST and the Buckingham Pi Theorem,
the non dimensional groups are written as universal functions of the stability parameter:

∂u
∂z

κz
u∗

= φm(ζ), (2.28)

∂θ
∂z

κz
θ∗

= φh(ζ), (2.29)

∂q

∂z
κz
q∗

= φq(ζ). (2.30)

When comparing these set of equations with the ’K-theory’ equations (Equations 2.23-
2.26), it becomes clear that MOST in fact models the turbulent diffusion coefficients for
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Figure 2.1: Schematic representation of a typical vertical profile of potential temperature
(θ) and horizontal wind speed (u) in a katabatic wind regime over a rough surface. The
extrapolation of the vertical profiles within the inertial sublayer down to surface values
at the height above the displacement height (d) of the roughness lengths (z0m, z0h) is
also shown. H denotes the height of the ice obstacle, zm denotes the height of the
instruments above the local surface, and z is the height of the instruments above the
surface relevant for flux calculations. The different layers in the atmospheric boundary
layer are shown with horizontal dotted lines.

momentum, heat and moisture as a function of atmospheric stability via the functions
φm, φh and φq . The main assumptions of MOST are that the mean turbulent quantities
(1) do not change in time (stationarity), (2) do not change in the x,y direction (horizontal
homogeneity) and (3) are not influenced by exchange mechanisms outside of the surface
layer, which is defined as the lower 10% of the atmospheric boundary layer.

The inertial sublayer is defined as the layer within the surface layer in which MOST is
assumed to be valid, i.e. where the mean conserved quantities are not influenced by
external processes. Therefore, the inertial layer is the layer where the vertical profiles of
wind and temperature must vary logarithmically with height, as was found during EGIG
at Camp IV by Ambach (1960) (Figure 1.1). For a rough surface in a katabatic wind
regime this layer may not exist (or very shallow) due to the presence of a roughness
sublayer below (Garratt, 1980) and a nearby katabatic wind speed maximum (Denby,
1999) (see Figure 2.1). Assumption (3) may in this case not hold, which would prevent
us from using Equations 2.28-2.30 to compute the fluxes from the gradients. A main
assumption in this thesis is that all the turbulent flux measurements are taken above the
roughness sublayer and well below the katabatic wind maximum, i.e z0m << z << zu,max,
with z0m the roughness length for momentum, z the measurement height and zu,max the
height of the katabatic wind maximum. One very common application of MOST is to
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estimate the fluxes using the gradients. For instance, integrating between two levels z1
and z2 above the surface yields (Moene and van Dam, 2014, p.110):

u(z2)−u(z1) =
u∗
κ

[
ln

(
z2
z1

)
−Ψm

(z2
L

)
+Ψm

(z1
L

)]
(2.31)

θ(z2)−θ(z1) =
θ∗
κ

[
ln

(
z2
z1

)
−Ψh

(z2
L

)
+Ψh

(z1
L

)]
(2.32)

q(z2)− q(z1) =
q∗
κ

[
ln

(
z2
z1

)
−Ψq

(z2
L

)
+Ψq

(z1
L

)]
, (2.33)

where Ψm, Ψm and Ψm are the integrated flux gradient relationships for momentum,
heat and moisture, and are parameterized based on empirical data. These equations
form the basis of the so-called gradient method for estimating the turbulent fluxes based
on measurements taken at different heights in the inertial sublayer. In this thesis MOST,
is applied using the so-called bulk method for estimating fluxes based on single level
data. The latter results from an integration of the MOST flux-profile relationships
between one level in the atmosphere (z) and one near the surface where the conserved
quantities reach their surface values (denoted z0m, z0h and z0q), which equals to zero
for u:

u(z) =
u∗
κ

[
ln

(
z

z0m

)
−Ψm

( z
L

)
+Ψm

(z0m
L

)]
(2.34)

θ(z)−θs =
θ∗
κ

[
ln

(
z
z0h

)
−Ψh

( z
L

)
+Ψh

(z0h
L

)]
(2.35)

q(z)− qs =
q∗
κ

[
ln

(
z
z0q

)
−Ψq

( z
L

)
+Ψq

(z0q
L

)]
. (2.36)

The quantities z0m, z0h and z0q are the roughness lengths for momentum, heat and
moisture. Physically, these are the heights above the flat surface where wind speed, po-
tential temperature and specific humidity reach their surface values (Figure 2.1). Math-
ematically, these quantities are a consequence of integrating the MOST flux-profile
relations down to the surface. They must therefore be regarded as necessary param-
eters for extrapolating the whole vertical profiles in the inertial sublayer. In practice,
the roughness length cannot be measured directly, since the assumptions of MOST do
not hold very close to the surface at z = z0. Therefore the roughness lengths are either
modelled or indirectly estimated using turbulent flux or profile observations.

Computing fluxes from gradients in the surface layer requires the knowledge of the
Obukhov length (L), which depends on the fluxes (u∗ and w′θ′v ) and are thus not known
a priori. An iteration procedure is necessary. A possible procedure is given in Algo-
rithm 1, which is used when single level measurements are used to estimate the turbulent
fluxes.
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Algorithm 1 Estimating Obukhov length (L) from single level AWS data

Compute air and surface virtual potential temperature :

θv = θ(1 + (Rv /Rd − 1)qv) (2.37)

θv,s = θs(1 + (Rv /Rd − 1)qv,s) (2.38)

Compute bulk Richardson number Rib = (g/θv,s)z(θv −θv,s)/u2

Initialise Obukhov length : L = sign(Rib)× 0.01 and set δL to a large value
while δL > 0.001 do

Calculate drag coefficient for momentum:

Cm =
κ2

(ln(z/z0m)−Ψm(z/L) +Ψm(z0m/L))
2 (2.39)

Define aerodynamic resistance and friction velocity:

ra =
1

CmU
, u∗ =

U
ra

(2.40)

Get scalar roughness length from empirical parameterization:

z0h,q = f (Re∗ = u∗z0m/ν) (2.41)

Evaluate function to minimise at L:

f (L) = Rib − z/L
ln(z/z0h)−Ψh(z/L) +Ψh(z0h/L)

(ln(z/z0m)−Ψm(z/L) +Ψm(z0m/L))
2 (2.42)

Evaluate derivative of function to minimise at L between L− = L − 0.001 and
L+ = L+0.001:

f ′(L) =
f (L−)− f (L+)

L− −L+
(2.43)

Get updated estimate for Obukhov length:

Lnew = L−
f (L)
f ′(L)

(2.44)

Compute convergence criterion:

δL =
Lnew −L
Lnew

(2.45)

end while
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Figure 2.2: Site S5 on 9 September 2020, taken from a photograph. (1) Vertical wind
propeller anemometer, (2) horizontal wind vane anemometer, (3) sonic anemometer
with thermocouple, (4) IMAU automatic weather station (AWS). The coordinate system
of the sonic anemometer is shown in orange, while the coordinate system after rotation
is shown in green.

2.3 Measuring the turbulent heat fluxes: eddy covari-
ance method

Modelling turbulent heat fluxes using single-level observations not only requires ex-
pressions for the stability functions (Ψ), but also values for the roughness lengths (z0),
which are not necessarily known a priori. The eddy covariance technique uses the
simultaneous measurement of fast sampled wind speed components, temperature and
humidity, which allows to directly estimate their covariances. This section aims to give a
concise description of the technique and methods. A complete and detailed description
of the eddy covariance method is given by e.g. Aubinet et al. (2000); Lee et al. (2004)
and Foken (2008). The technique typically employs sonic anemometers to measure the
fluctuations of u, v, w and T in the atmospheric boundary layer via measuring time
delays between opposing acoustic transducers. The use of an additional gas analyser
allows for the measurement of fluctuations of scalar concentrations, such as specific
humidity (q), carbon dioxide (CO2) or methane (CH4). The eddy covariance method
requires a coordinate rotation, since it assumes that the coordinate system is rotated in
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the average wind direction (v = 0, w = 0). The mathematical formulation to rotate into
the appropriate reference frame is given in Box 3.

Box 3: Rotation of eddy covariance data in the mean flow direction
The velocity vector is measured in the coordinate system of the eddy covariance sensor
(e.g. a sonic anemometer). The following coordinate rotation is applied to write the
wind vector in the coordinate system of the average flow:uv

w

 = A

um
vm
wm

 , (2.46)

with A =

cosγ −sinγ 0
sinγ cosγ 0
0 0 1


cosα 0 −sinα

0 1 0
sinα 0 cosα


1 0 0
0 cosβ sinβ
0 −sinβ cosβ

 (2.47)

with γ,α,β the yaw, pitch and roll angles, respectively. The subscript ’m’ denotes the
measured quantity in the reference frame of the sonic anemometer. Several methods
exist for estimating these three angles. The planar-fit method (Wilczak et al., 2001)
applies a least-squares regression on the entire dataset and assumes that w = 0. The
double rotation also assumes w = 0 yet calculates new angles for each averaging period.
Using the double rotation method we first estimate a yaw angle:

γ = tan−1
(
vm
um

)
, (2.48)

then we estimate the pitch angle on the yaw-corrected data, and neglect the roll angle:

α = tan−1
(
ŵm

ûm

)
, β = 0 (2.49)

with ûm and ŵm the yaw-corrected velocity components. The coordinate rotation can be
applied to the high-frequency measurements, but it can also be applied to the averages
and (co)variances in case high-frequency data is not available:

u′T ′

v′T ′

w′T ′

 = A


u′mT ′

v′mT ′

w′mT ′

 ,

u′u′ u′v′ u′w′

v′u′ v′v′ v′w′

w′u′ w′v′ w′w′

 = A


u′mu

′
m u′mv

′
m u′mw

′
m

v′mu
′
m v′mv

′
m v′mw

′
m

w′mu
′
m w′mv

′
m w′mw

′
m

AT

(2.50)

A major assumption of this method is stationarity, which allows to interpret the time-
averaged observations as the ensemble averaged turbulent fluxes in the conservation
equations resulting from Reynolds decomposition (Eqs 2.13-2.15). Furthermore, mea-
surements must be taken over horizontally homogeneous surfaces during steady-state
conditions within the surface layer, such that the measured covariance at a certain
height can be directly interpreted as the turbulent flux at the surface, i.e.

(
w′θ′

)
s
≈
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w′θ′ ≈ w′T ′ . Hence, in the remainder of this thesis we will compute the sensible heat
flux (SHF) from eddy covariance measurements as:

SHF = −ρaCpw′T ′ , (2.51)

with ρa the air density and Cp the air specific heat at constant pressure. We will assume
that all the heat storage and source/sink terms between the surface and the height of
instruments, including the divergence of radiation, are negligibly small.
The covariance between w and a quantity χ is estimated as :

w′χ′ =
1

N − 1

N−1∑
k=0

[(wk −wk)(χk −χk)] (2.52)

where N is the amount of samples in the time interval ∆t. The time interval should
be carefully chosen, such that it is long enough to capture all relevant scales of the
turbulent fluctuations, i.e. all time scales during which the fluctuations of vertical veloc-
ity and conserved quantities remain correlated. Too short averaging periods will miss
the long time correlation in the turbulent flux information, while too long periods are
contaminated by large scale fluctuations not directly related to the fluxes close to the
surface (Finnigan et al., 2003). Furthermore, since the fluctuations of conserved quan-
tities are usually correlated over several time scales, the sampling frequency must be
high enough such that all the relevant scales are measured (Bosveld and Beljaars, 2001).
Using empirical data such as from the Kansas 1968 experiment (Kaimal et al., 1972), the
size of the turbulent eddies mixing the conserved quantities is found to depend on the
height of the sensor (z), the wind speed (u) and stability parameter (ζ). Modelling both
the spectral distribution of turbulent flux information and the frequency characteristics
of the sensor allows to estimate the flux attenuation (Horst, 1997). We define the cospec-
trum Swχ(f ) of two time series w′ and χ′ as the real part of the cross-spectrum, with
f the frequency:

Swχ(f ) =R
[
Fw(f ) · F ∗χ (f )

]
, (2.53)

where F ∗χ (f ) is the complex conjugate of the Fourier transform Fχ(f ) of the signal χ′(t),
defined as:

Fχ(f ) =
1
√
2

∫ +∞

−∞
χ′(t)eif tdt. (2.54)

An interesting property of the cospectrum is that it describes how the turbulent flux
information is distributed in the frequency space:

w′χ′ =
∫ +∞

0
Swχ(f )df. (2.55)

Based on measurements of the Kansas 1968 experiment (Kaimal et al., 1972), the fol-
lowing empirical expressions were derived for the momentum and heat flux cospectra
under stable conditions:

f Swχ

w′χ′
=

n

Awχ +Bwχn2.1
, (2.56)
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where n = f z/u is the normalised frequency and with Awχ and Bwχ defined as :

Auw = 0.124(1+ 7.9ζ)3/4 (2.57)

AwT = 0.284(1+ 6.4ζ)3/4 (2.58)

Bwχ = 2.34A−1.1wχ . (2.59)

These expressions allow to estimate the required sampling frequency such that nearly
all the relevant spectral information is located at lower frequencies than the so-called
Nyquist frequency, defined as half the sampling frequency. For practical applications
in the lowest part of atmospheric boundary layer, the sampling frequency should be at
least 10 Hz to capture most of the relevant high frequency eddies. Conversely, these
equations can be used to our advantage, i.e. to estimate the loss of information, or flux
attenuation, if slow-response instruments are used. The estimated attenuation factor
(Aw′χ′ ) is:

Aw′χ′ ≡
w′χ′m
w′χ′

=

∫ +∞
0 Swχ(f )Twχ(f )df∫ +∞

0 Swχ(f )df
. (2.60)

where w′χ′m is the measured covariance that differs from the real covariance (w′χ′ )
because of the frequency filtering described by Twχ(f ), the total transfer function of the
measuring system. The latter contains the effects of slow response sensors, spatial av-
eraging, sensor separation, time averaging, and must be individually modelled for each
time interval and acquisition system (Moore, 1986; Horst, 2000). In practice, measuring
u′w′ and w′θ′ with a modern sonic anemometer such as the CSAT3 at 10 Hz sampling
frequency results in 1% flux attenuation. However, this attenuation can exceed 50% when
using two slow-response sensors under stable conditions as will be shown in chapter 3.
The processing steps used in this thesis before analysing the eddy covariance data are
given in Algorithm 2.

The first step in analysing the eddy covariance data is the data selection strategy. Sonic
anemometers suffer from flow distortion due to transducer shadowing (Frank et al., 2015;
Horst et al., 2015). This translates into an undesired dependence of measured wind and
temperature averages and fluctuations, on wind direction (Figure 2.3). This dependence
is minimised by selecting data in a narrow interval of wind directions, which is for a
CSAT3 instrument typically ±45◦ from the orientation of the transducer heads. The
wind directional dependency of quantities |v′w′/u′w′ | and σw/u∗ are robust indicators
of flow distortion (Figure 2.3). An additional limitation of data from sonic anemometers
is the presence of large spikes, which are present during either blowing snow condi-
tions, fog, or rain events. A limited amount of spikes can be filtered out using a moving
median filter (Mauder et al., 2013). Periods with too much noise can be identified by
using thresholds on measured u∗ and σT quantities.

Transducer shadowing and the presence of spikes greatly reduce the percentage of data
that can be used for further interpretation. Furthermore, a sonic anemometer or a fast
hygrometer operating in remote polar regions can sometimes be switched off for part
of the time when the temperatures are very low e.g. to save battery capacity. These
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Figure 2.3: Ratio of measured wind speed with a CSAT3 sonic anemometer and a Young
anemometer (black) and the standard deviation of vertical wind speed normalised with
the friction velocity (orange) as a function of wind direction for eddy covariance systems
at three different sites in the ablation zone of the Greenland ice sheet. The vertical line
denotes the orientation of the transducers heads, and the horizontal lines denote the
expected value under neutral conditions.

limitations are not present when using vertical and horizontal propellers and thermo-
couples to measure fluxes instead. The drawback of such a vertical propeller eddy
covariance (VPEC) system is the larger attenuation due to the higher response-time of
these instruments. This will be investigated in chapter 3.
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2.4 Measuring the surface energy balance and ablation

This section describes the measurements that are required for estimating surface melt,
either by closing the SEB or by directly measuring the lowering of the surface. The
four components of net radiation at the surface are measured with a net radiometer.
This instrument incorporates a pair of pyranometers to measure incoming and reflected
shortwave radiation, and a pair of pyrgeometers to measure incoming and outgoing
longwave radiation. For IMAU stations, a CNR1 was used before 2016 and a CNR4
after (both from Kipp & Zonen, Delft, the Netherlands). A detailed description of the
IMAU AWS measurements can be found in Smeets et al. (2018) and Kuipers Munneke
et al. (2018b), while the PROMICE stations are described by Fausto et al. (2021). The
corrections applied to the radiometer are the following:

• Correction of the calibration coefficients (or sensitivity) of the sensors, possibly
including a sensitivity dependence on temperature

• Excess window heating offset of the pyrgeometer due to absorbed shortwave ra-
diation (Smeets et al., 2018)

• Correction of zero-offset in pyranometer caused by cooling of the dome due to
infrared radiation (so called Zero offset A, Behrens (2021))

• Tilt correction after Van den Broeke et al. (2004), or similar to Fausto et al. (2021)
when inclinometer data are available

Overall, the reported accuracy by the manufacturer of daily averaged radiation com-
ponents measured by a CNR4 is < 10% for the pyrgenometer and < 5% for the pyra-
nometer. The zero-offset can cause a bias of up to 10 W m−2 in both shortwave com-
ponents (Behrens, 2021). The average tilt correction for PROMICE data can reach up
to 8 W m−2 (Fausto et al., 2021). The measured tilt angles for stations S5 and S6 are
shown in Figure 2.4. The tilt angle and direction were converted from the measured
pitch, roll and yaw angle (Box 4). The tilt angle of the mast shows a random behaviour
during the melting season, due to heterogeneous ice ablation under the feet of the mast.
On rare occasions this angle can become as large as 10◦, as was the case at S5 during
the summer of 2020 (Figure 2.4). The tilt angle determines the amplitude of the correc-
tion, and the tilt direction determines the sign and the phase shift of the correction. A
radiometer, in the Northern hemisphere, that is tilted towards South overestimates the
downward radiation over a planar surface. And if it is tilted to the West, the maximum
observed downward shortwave radiation with respect to the local solar maximum will
be delayed.
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Algorithm 2 Eddy covariance data processing flowchart

Level L0: Raw high frequency data

Merge files, gap-filling
Raw data unit conversion

Level L1A: Raw formatted data

Quality control
Spike removal
Coordinate rotation

Level L1B: Raw processed data

Bloc-averaging, detrending
Computation of spectra

Level L2: Uncorrected fluxes & spectra

Corrections for: frequency attenuation
sonic temperature & sensible heat flux for humidity influences
open path gas analyzer for density fluctuations

Level L3: Corrected fluxes & roughness lengths
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Figure 2.4: Measured tilt angles of AWS S5 and S6 in the period 2016-2022. Black
crosses denotes the orientation after each yearly visit.

Box 4: Conversion of measured inclinometer angles
The mast tilt azimuth orientation (aw,clockwise with respect to true North), and the
mast tilt angle (b) are defined by:

b = π/2− tan−1

 Y2√
Y 2
0 +Y 2

1

 (2.61)

aw = tan−1
(
Y1
Y0

)
+γ (2.62)

where γ is the yaw angle, i.e. the azimuth angle of the horizontal boom on which the
inclinometer is installed, and Y = [Y0,Y1,Y2] is the true mast position vector in the
local (x,y,z) cartesian reference frame. This position is obtained after applying a pitch
and roll rotation to a perfectly vertical mast :

Y = AαAβX (2.63)

where X = [0,0,1] is the position vector of a perfectly vertical mast. The roll and pitch
rotation matrices are defined as:

Aβ =

1 0 0
0 cosβ sinβ
0 −sinβ cosβ

 (2.64)

Aα =

cosα 0 −sinα
0 1 0

sinα 0 cosα

 (2.65)

with α the pitch angle and β the roll angle measured by the inclinometer.

37



22

2. Turbulent heat fluxes

The computation of turbulent heat fluxes from automatic weather station data is often
performed using the bulk method. This requires knowledge of the air potential temper-
ature (θ), surface potential temperature (θs), wind speed (u), air specific humidity (q)
and surface specific humidity (qs). When an unventilated temperature sensor is used, as
is the case for IMAU stations, the air temperature must be corrected for excess heating
of the sensor body due to shortwave radiation (Smeets et al., 2018). The surface tem-
perature is computed using the Stefan-Boltzmann equation, excluding the reflection of
incoming longwave radiation at the surface:

Ts =
(
LWu − (1− ϵ)LWd

σϵ

)1/4
(2.66)

with σ = 5.67×10−8 W m−2 K−4 the Stefan-Boltzmann constant and ϵ the emissivity of
the surface. For snow and ice, ϵ ranges between 0.95 and 1.00 (Hori et al., 2006). Hor-
izontal wind speed is measured by a propeller vane, with an accuracy of ±0.3 m s−1.
Specific humidity is converted from air pressure and relative humidity (Box 2), which
is measured with a typical uncertainty of 2% with respect to the saturation humidity
of liquid water. Therefore a correction is required for temperature below the freezing
point in order to estimate the humidity relative to the saturation of ice. The surface is
always assumed to be at saturation, i.e. qs = qsat(Ts).

The surface lowering is measured in-situ using four different methods: (1) manual an-
nual stake observations, (2) ablation draw wire (ADW), (3) pressure transducer assembly
(PTA) and (4) sonic height ranger on a stake (SR). The manual stake observations are
considered as the reference, yet they only provide one measurement per visit (typi-
cally annually) at one very specific location, and suffer from random sampling errors
of around 5 mm w.e. (Braithwaite et al., 1998). The ADW and PTA measurements
provide sub-daily measurement of surface lowering, and are well-suited for areas with
large ablation rates (> 3 m/year), or for monitoring over longer periods without the
need of annual maintenance. The drawback of the PTA is the unknown variability in
the output due to either an imperfect sealing of the hose containing the liquid, causing
changes in fluid pressure (Fausto et al., 2012), or the horizontal movement of the station
with respect to the borehole. The ADW eliminates the practical complication of using
a liquid (Hulth, 2010), nevertheless it also needs to be corrected for lateral movement
with respect to the borehole. The SR is the only measurement capable of detecting both
snow accumulation, snow melt and ice ablation, but it is contaminated by large spikes
caused by secondary reflections, or drifts due to the bending of the stake over areas
with large ablation. Apart from the instrumental limitations, the spatial variability in
surface lowering also causes differences between adjacent measurements. Furthermore,
the depth of the anchor point (the point on which the instruments are fixed) of the
PTA and ADW instruments (tripod feet) determines how much the measurement will be
delayed in capturing the melt that occurs directly at the surface. A photograph of site
QAS_L in South Greenland where these four techniques have been employed is shown
in Figure 2.5.

A typical workflow for processing AWS data is shown in Algorithm 3. Most of these
steps can be programmed, which facilitates an almost real-time and consistent treat-
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ment of a large network of AWS. These processing steps are used to process AWS data
used in all the following chapters.

Figure 2.5: Site QAS_L after maintenance on 29 August 2020. (1) Ablation draw wire
(ADW), (2) pressure transducer assembly (PTA), (3) PROMICE automatic weather station
(AWS), (4) sonic height ranger on a stake (SR) and (5) eddy covariance station.
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Algorithm 3 Automatic weather station (AWS) data processing flowchart

Level L0: Raw logger data

Gap-filling
Raw data unit conversion

Level L1A: Uncorrected formatted data

Import metadata
Quality control
T & RH corrections
Radiometer corrections
Filtering sonic ranger data
Compute derived variables:
(qv , θ, Ts , Tv , θs ,qs , ρa, albedo, solar angles)
Compute cumulative change in surface level

Level L1B: Corrected data

Compute SHF & LHF using the bulk method

Level L2: Corrected AWS data & turbulent heat fluxes

Merge with level L3 eddy covariance data

Level L3B: Corrected AWS data & eddy covariance data

SEB model forcing
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Chapter 3

Measuring turbulent fluxes with the Vertical Pro-
peller Eddy-Covariance Method

Summary

On the Greenland ice sheet, the sensible heat flux is the second largest source of en-
ergy for surface melt. Yet in atmospheric models, the surface turbulent heat fluxes are
always indirectly estimated using a bulk turbulence parametrization, which needs to be
constrained by long-term and continuous observations. Unfortunately, such observa-
tions are challenging to obtain in remote polar environments, especially over ablating
ice surfaces. We therefore test a classical eddy-covariance method, based on propeller
anemometers and thermocouple measurements, to estimate the momentum and sensible
heat fluxes on the Greenland ice sheet. To correct for the high-frequency attenuation,
we experimentally derive the sensor frequency-response characteristics and evaluate the
universal turbulence spectra on the ice sheet. We show that the corrected fluxes are ac-
curate and that the sampling interval can be reduced to 4 s to increase the system’s
autonomy. To illustrate its potential, we apply the correction to one year of vertical
propeller eddy-covariance measurements in the western ablation area of the ice sheet,
and quantify the seasonal variability of the sensible heat flux and of the aerodynamic
roughness length.

3.1 Introduction

The total mass balance of the Greenland ice sheet, defined as the integrated surface
mass balance minus the calving of ice at marine-terminating glaciers, is a primary
component of the global sea-level budget. Between 2012 and 2016, the ice sheet lost on
average 247 Gt yr−1 of mass (≈ 0.7 mm yr−1 sea-level equivalent), which accounts for
37% of all the land-ice contribution to global sea-level rise (Bamber et al., 2018). This
recent strong mass imbalance of the ice sheet has been linked to a significant increase in

This chapter is published as: Van Tiggelen M, Smeets C.J.P.P, Reijmer C.H, Van den Broeke M.R (2020) A
Vertical Propeller Eddy-Covariance Method and Its Application to Long-term Monitoring of Surface Turbulent
Fluxes on the Greenland Ice Sheet. Boundary-Layer Meteorology. https://doi.org/10.1007/s10546-020-00536-7

43



333

3. Measuring turbulent fluxes with the Vertical Propeller Eddy-Covariance Method

surface melt (Van den Broeke et al., 2016), which is either measured in-situ or calculated
by closing the surface energy balance1,

M = Rnet −H −LE +G, (3.1)

where M is the surface melt, Rnet is the net absorbed radiation by the surface, H is the
sensible heat flux, LE the latent heat flux, and G the ground heat flux. Here we define
H , LE, and G positive upwards and express them inW m−2. On the ice sheet, a positive
Rnet drives most of the surface melt, while LE and G are an order of magnitude smaller
(Kuipers Munneke et al., 2018b). The sensible heat flux H , however, is an important
source of energy for the melt of seasonal snow in mountain regions (Mott et al., 2011)
and in the Arctic tundra (Pohl et al., 2006), but also for the melt of Arctic sea ice
(Tjernström et al., 2015) and at the surface of Antarctic ice shelves (Kuipers Munneke
et al., 2018a).

Despite efforts to measure the various components of the surface energy balance on the
ice sheet (Steffen and Box, 2001; Van As et al., 2011; Kuipers Munneke et al., 2018b),
direct measurements of turbulent heat fluxes are still limited. Instead, an indirect bulk
method is typically used to estimate the turbulent surface fluxes from measurements
made by single-level automatic weather stations. This has revealed that the sensible
heat flux is also an important source of energy for surface melt on the ice sheet, both in
the western ablation area (Kuipers Munneke et al., 2018b) and the southern ablation area
(Fausto et al., 2016a). However, the modelled sensible heat flux using these methods can
be highly uncertain, either due to underlying assumptions (Radić et al., 2017) or due
to physical parameters that are not well constrained in time and space, such as the
aerodynamic roughness length (Smeets and Van den Broeke, 2008a).

One way to directly measure the turbulent surface fluxes uses the sonic eddy-covariance
(SEC) method, based on fast measurements of the three-dimensional wind vector and
temperature acquired with sonic anemometers. Such instruments are costly, require a
continuous and significant power supply, and do not function under drifting snow con-
ditions or precipitation. This makes them less than practical for long-term experiments
in remote polar areas. Yet several experimental campaigns have successfully measured
the turbulent surface fluxes with sonic anemometers on the ice sheet (Henneken et al.,
1994; Forrer and Rotach, 1997; Box and Steffen, 2001; Smeets and Van den Broeke,
2008a; Miller et al., 2017; Madsen et al., 2019). Unfortunately these datasets rarely span
more than several weeks, and are not always representative of areas with the highest
surface melt rates.

A more feasible alternative to measuring turbulent fluxes on the ice sheet is the vertical
propeller eddy-covariance (VPEC) method, which relies on propeller anemometers and
thermocouples (Blanford and Gay, 1992). One then faces two practical obstacles: the ic-
ing of the instruments, and their limited frequency response (Horst, 1997). Conveniently,
icing is not a frequently occurring problem in the katabatic wind zone, where the air is
usually undersaturated (Smeets et al., 2018). This paper aims to provide a solution to
the second challenge: the high-frequency attenuation of the measured fluxes due to the
limited frequency response of the propeller anemometers and thermocouples.

1Note that this notation and sign convention differs from the other chapters in this thesis to comply with
the journal requirements

44



333

3.2 | Methods: Description of the Datasets

Figure 3.1: Experimental set-up used during Experiments 1 and 2 (a), and during Exper-
iment 4 (b). The set-up of Experiment 3 is not shown here but can be found in Lenaerts
et al. (2014). The numbers indicate different instruments: (1) Fine-wire thermocouples
(also indicated by arrows), (2) Gill vertical propeller anemometer, (3) Young horizontal
propeller anemometer, (4) CSAT3 sonic anemometer, (5) Intelligent weather station and
logger, (6) CNR4 net radiation sensor, (7) Ablation draw-wire sensor, (8) CR1000 data-
logger.

Although the high-frequency attenuation of the measured fluxes has received quite some
attention, the latest developments mainly focus on experimental set-ups that use a slow-
response sensor in combination with a fast sensor to measure fluxes of atmospheric
gases, such as carbon dioxide and water vapour (Ibrom et al., 2007), or methane (Peltola
et al., 2013). We focus on the high-frequency attenuation of momentum and sensible
heat fluxes caused by applying a combination of two slow-response sensors. Our aim is
to accurately model this attenuation, in particular under the stable conditions commonly
observed in the atmospheric boundary layer over the ice sheet.

The paper is organized as follows: in Sect. 3.2 we give an overview of the field exper-
iments and the instruments, in Sect. 3.3 we give a detailed description of the model
that is used to correct for the high-frequency attenuation of the fluxes. In Sect. 3.4
we then evaluate the model and the corrected VPEC fluxes against SEC fluxes, and we
quantify the influence of a reduced sampling rate. Finally, we apply the high-frequency
correction to one year of VPEC measurements made in the western ablation area of the
ice sheet in Sect. 3.5, and quantify the temporal variability of the fluxes.
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3.2 Methods: Description of the Datasets

3.2.1 Instrumental Set-up

In the following experiments, we test the vertical propeller eddy-covariance (VPEC)
method. For the horizontal wind measurement we use a Young wind vane anemometer
(model 05103-L, R.M. Young Company, Traverse City, Michigan, USA) fitted either with
polypropylene or carbon fiber thermoplastic blades. For the measurement of the vertical
wind speed we use a Gill vertical propeller fitted with expanded polystyrene blades
(model 27106, R.M. Young Company, Traverse City, Michigan, USA). An alternative
instrument for the VPEC method is the K-Gill propeller vane (Ataktürk and Katsaros,
1989), which has a higher sensitivity to wind fluctuations. Unfortunately, this sensor
requires sensitive material for both the propellers, which makes it unsuitable for long-
term studies in polar conditions. Besides, it is more convenient to install a vertical Gill
propeller next to the Young wind vanes that are already used on many existing weather
stations.

The temperature is measured by a 76.2 µm diameter, type E, fine-wire thermocouple
(model FW3, Campbell Scientific, Logan, USA). The propellers are positioned at the
same height above the surface, and the centres of the blades are separated by 0.50 m.
The fine-wire thermocouple referred to hereafter is fitted just below the blades of the
vertical propeller.

As a reference, we apply the sonic eddy-covariance (SEC) method with a non-orthogonal
sonic anemometer (CSAT3, Campbell Scientific, Logan, USA) sampling at a rate of 10
Hz. The sonic anemometer is positioned at 0.50 m distance from the Young wind vane
anemometer and at the same height as the centre of the propeller blades.

When mentioned, net absorbed radiation by the surface is measured by a net radiometer
(model CNR4, Kipp & Zonen, Delft, the Netherlands) and ice ablation is measured by
a draw-wire (model FD115 – 15000, Althen, Leidschendam, the Netherlands). For the
measurements presented below, the draw-wire sensor is positioned on the same mast as
the other instruments, at a height of 3.08 m (see Fig. 3.1). A weight is attached to the
tip of the draw-wire, which is drilled 10 m into the ice. The cumulative ablation of the
ice surface causes the wire to roll around a spring-loaded spool, and the wire’s linear
extension is then measured every 30 min with a potentiometer (Hulth, 2010).

3.2.2 Description of the Experiments

We use measurements from four separate field experiments, two of which were per-
formed on the Greenland ice sheet. The characteristics of each experiment are summa-
rized in Table 3.1 and are further detailed below.

Experiments 1 and 2: CESAR Site in 2011 and 2019

The full set-up consisting of both the VPEC and SEC instruments was tested twice at the
Cabauw experimental site for atmospheric research (CESAR, e.g. Monna and Bosveld,
2013), located on a flat grassland in the Netherlands (51.970◦N, 4.927◦W,−0.8 m a.s.l).
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Table 3.1: Instrumental set-up during the four different field experiments, performed
at the Cabauw Experimental Site for Atmospheric Research (CESAR) located in the
Netherlands (NL), and at two sites on the Greenland ice sheet (GrIS). zm denotes the
measurement height above the local surface, d is the displacement height and H is
the height of the local surface above the surrounding average topography, Lu is the
response length of the horizontal anemometer, Aw is the calibration constant of the
vertical anemometer, and τT is the response time of the fine-wire thermocouple, which
were used to correct for high-frequency attenuation and are defined in the body of
the paper. Their measurement uncertainty is given in the brackets. Propeller types
used are identified as follows: PP: polypropylene, CFT: carbon fiber thermoplastic, EPS:
expanded polystyrene.

Experiment 1 2 3 4
Location CESAR NL CESAR NL S10 GrIS S5 GrIS
zm (m) 4.45 3.9 [4.2;4.9] [3.7;4.0]
d (m) 0 0 0 0.5
H (m) 0 0 0 1.5
Fs,V PEC (Hz) 10 2 1 (not used) 0.25
Fs,SEC (Hz) 10 5 10 none
Unobstructed

Wind directions
[200;250] [130;220] [70;130] [40;180]

Lu (∆Lu ) (m) 1.78 (0.2) 3.15 (0.2) not used 3.15 (0.2)
Aw(∆Aw) (m) 0.45 (0.1) 0.45 (0.1) not used 0.45 (0.1)
τT (∆τT ) (s) 0.13 (0.04) 0.13 (0.04) not used 0.13 (0.04)
Horizontal (Vertical)
propeller material

CFT (EPS) PP (EPS) not used PP (EPS)

Sonic orientation 209◦ 195◦ 165◦ none
Selected fluxes 577 279 not used 11300
Selected variance spectra 283 137 not used not used
Selected cospectra not used not used 30 not used
Total 30-min data 1967 (41 days) 674 (14 days) 661 (14 days) 16889 (352 days)
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The first experiment took place during August and September 2011, while the second
experiment took place during February 2019.

In the first experiment, all the time series were sampled at 10 Hz. In the second
experiment, however, the sampling rate of the VPEC system was reduced to 2 Hz in
order to test a different sampling of the horizontal wind speed. Differences between the
two experiments also comprise the height and the orientation of the sensors, as well as
the material of the horizontal propeller. All information can be found in Table 3.1.

Experiment 3: Site S10 in 2012

This experiment took place at site S10 of the K-transect (67.00◦N,47.02◦W, 1850 m
a.s.l), which is a transect of automatic weather stations and mass balance observations
located in the ablation area of the western Greenland ice sheet. It spans from the ice
edge up to 1850 m elevation and has been operated by the Institute for Marine and
Atmospheric research Utrecht since 1993. Further details about the K-transect can be
found in Smeets et al. (2018) and Kuipers Munneke et al. (2018b). The measurements
for this specific experiment are documented by Lenaerts et al. (2014) and are used to
test the validity of the Kaimal et al. (1972) turbulence spectra on the ice sheet. We use
the raw SEC time series, which were recorded four hours per day between August and
October 2012. The comparison between SEC and VPEC fluxes cannot be done with this
experiment, as there was no Young anemometer adjacent to the Gill vertical propeller.
Furthermore the sensible heat fluxes are small, with an average of 20 W m−2, and the
frequency of both riming and blowing-snow events reduces the amount of valid data for
comparison.

The snow surface at this site is very homogeneous, and slopes downward from east to
west with a slope angle of about 0.4 degrees. This gives rise to south-easterly katabatic
flow more than 70 percent of the time (Smeets et al., 2018). The height of the SEC
instruments was recorded every 30 min by a sonic height ranger, and decreased from
4.9 m in August to 4.2 m in the end of October due to snowfall.

Experiment 4: Site S5 in 2016–2017

To illustrate the potential of the method, the VPEC instruments without a sonic anemome-
ter have also been operated on the K-transect for a longer period of time. The measure-
ments were made at site S5 of the K-transect (67.09◦N, 50.06◦W, 540 m a.s.l) between
September 2016 and August 2017. All the instruments are connected to a low power
logger which continuously records the time series at an interval of 4 s.

The local ice surface is composed of rough hummocks and domes, interlaced by melt-
water streams. The station is located on the top of an ice dome, and the dome itself
is located approximately 1.5 m above the average surrounding topography, denoted H .
The effective measurement height is thus:

z = zm +H − d, (3.2)

where zm is the height of the sensors above the local surface, which was recorded every
30 min by a sonic height ranger and ranges between 3.7 m and 4.0 m during the
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measurement period. The displacement height d, and the height of the local surface
above the average surrounding topography H are assumed constant and equal to 0.5 m
and 1.5 m, respectively, after Smeets and Van den Broeke (2008a).

3.2.3 Notations

We work with the measured time series of the horizontal wind speed vector U = (u,v),
vertical wind speed w, and air temperature T , where u and v are the along-wind and
cross-wind components of U, respectively, and w is the wind component normal to
the local surface slope. The 30-min average of x is written as x, while the 30-min
covariance between the fluctuations of x and y is written as x′y′ . The temperature
flux is thus w′T ′ , and the along-wind momentum flux is u′w′ . Hereafter we write the
30-min average of ∥U∥ as U .

3.2.4 Preliminary Corrections

The raw time series of each experiment are first screened for non-physical values, and
the measured vertical wind speed from the vertical propeller anemometer is multiplied
by a factor 1.25, in order to account for the non-cosine response of propeller anemome-
ters at high angles of attack (Gill, 1975). Then multiple iterations of a median absolute
difference threshold filter (Mauder et al., 2013) are performed to remove individual
spikes in the raw time series. The latter filter proved unnecessary for the propeller
and thermocouple measurements, due to the very small amount of spikes in these time
series. The raw time series are block-averaged in 30-min windows, linearly de-trended,
and windows with more than 5% missing data are flagged. Furthermore, block-averaged
time windows with wind directions that are suspected to contain flow distortion are also
flagged.

For both the VPEC and the SEC instruments, a yaw rotation followed by a pitch rotation,
or double rotation (Kaimal and Finnigan, 1994), is used to rotate the raw measured wind
vector in the local horizontal reference frame, thereby correcting for the flux biases
induced by tilted sensors. This rotation method was chosen over the planar fit method
(Wilczak et al., 2001), as the tilt angles of the weather station in the ablation area of
the ice sheet change over time due to melt. Besides, only a narrow band of downslope
wind directions are available for analysis in the katabatic zone of the ice sheet. The
final step of the preliminary processing involves the calculation of the raw turbulence
(co)spectra, which are smoothed with an averaging window that exponentially expands
with frequency (Kaimal and Finnigan, 1994).

During Experiments 1 and 2, the buoyancy flux measured by the sonic anemometer
is corrected for humidity influences according to Schotanus et al. (1983), using the
latent heat flux measured at a nearby location by the Royal Netherlands Meteorological
Institute (KNMI) at the CESAR observatory. Finally the SEC fluxes are corrected for
path averaging after Moore (1986), using a path length of 0.12 m.

The downward shortwave radiation measured during Experiment 4 is corrected for the
pitch and roll of the net radiometer. For this we use the tilt angles measured by the
inclinometer located in the station logger, and the geometrical equations found in, e.g.,
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Wang et al. (2016). The tilt angle of the weather station varied between 4◦ and 6◦

towards the west over one year. This tilt orientation means that the correction mostly
shifts the phase of the measured shortwave incoming radiation, which affects the daily
averaged radiation by less than 2 W m−2. The ablation draw wire measurement is
not corrected for the movement of the station, as the horizontal displacement of the
station with respect to the borehole was less than 0.5 m after one year. This offset
results in an error in yearly ice ablation of less than 0.04 m, which is also the difference
with the manual ablation measurement at a nearby stake and ≈ 1% of the total yearly
ablation. The ice ablation is converted to an energy flux using a latent heat of melting
of 334 × 103 J kg−1 and a constant ice density of 916 kg m−3.

3.2.5 Data Selection Strategy

Fluxes

When analyzing the fluxes measured during all four experiments, we minimize the
influence of flow obstruction and propeller stalling at low wind velocities by applying
the following data selection criteria:

(i) WD ∈ Unobstructed wind directions,

(ii) U > 3 m s−1,

(iii) Flag = 0,

where WD is the wind direction of the 30 min-averaged wind vector and ‘Flag’ is the
quality flag of the preliminary flux corrections. The interval of unobstructed wind
directions is determined a priori by the design of the mast and the relative location of
each instrument. It is then adjusted iteratively until an optimal trade-off between VPEC
and SEC flux agreement and data quantity is found. The final chosen intervals for each
experiment are given in Table 3.1. We do not include any filter related to the error in
the cross-momentum flux v′w′ , as we assume that the same error is present in both the
SEC and the VPEC fluxes.

Variance Spectra

For the analysis of the variance spectra measured at the CESAR site during Experiments
1 and 2, we remove the ill-defined spectra in terms of signal-to-noise ratio, and thus
extend the previous data selection with the following criteria:

(iv)
z
LO

< 0.2,

(v) w′2 > 0.01 m2 s−2,

(vi) u′2 > 0.01 m2 s−2,

(vii) T ′2 > 0.04 K2 ,

where LO ≈ −
u3
∗ T

κgw′T ′
is the Obukhov length, u∗ =

(
u′w′

2
+ v′w′

2
)1/4

is the friction
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velocity, κ = 0.4 is the von Kármán constant, and g = 9.81 m s−2 is the acceleration
due to gravity.

Covariance Spectra

Finally, when analyzing the turbulence cospectra measured at site S10 on the ice sheet
during Experiment 3, we limit the influence of drifting snow and apply a very strict
near-neutral stability range:

(viii) 0 <
z
LO

< 0.2,

(ix) 0.1 < u∗ < 0.5 m s−1,

(x) w′T ′ > 0.005 K m s−1.

The resulting selected fluxes and spectra for each experiment are summarized in Table
3.1.

3.3 Methods: High-frequency Attenuation Correction

When used to measure turbulent fluxes, propeller anemometers have the following lim-
itations : (1) a limited frequency response, (2) a non-linear directional sensitivity, and (3)
a threshold starting wind speed (Wyngaard, 1981). In this section we provide a spectral
correction for the limited frequency response. The data selection criteria are used to
mitigate for limitations (2) and (3).

The measured (co)variance between atmospheric quantities x and y, denoted x′y′ , is a
fraction Axy of the true (co)variance. We calculate the attenuation coefficient Axy after
Moore (1986),

Axy ≡
x′y′m
x′y′

=

+∞∫
0

Sxy(f )Txy(f ) df

+∞∫
0

Sxy(f ) df

, x,y ∈ {u,w,T }, (3.3)

where x′y′m is the measured (attenuated) (co)variance between atmospheric variables x
and y, and f is the frequency (Hz). With this definition, the attenuation of the flux is
equal to 1−Axy . This method thus requires an expression for the reference turbulence
(co)spectrum Sxy and the total transfer function of the system Txy .
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3.3.1 Sensor Transfer Function

Model

The sensor transfer functions Txy are the product of both the low-pass and the high-pass
filters,

Txx(f ) = TDTp(px)G
2
x(f ), (3.4a)

Txy(f ) = TD

√
Tp(px)Tp(py)Ts(f , sxy)Gxy(f ), (3.4b)

where TD denotes the high-pass filter caused by the block-averaging procedure, Tp is
the low-pass filter associated to the averaging of the x measurement along a path length
px . The latter filter is not used for the VPEC system. In the above, Gx is the frequency
response function of the x sensor, Ts denotes the low-pass filter caused by the spatial
separation of the x and y sensors by a distance sxy , and Gxy is the frequency response

of the covariance x′y′ . For Ts and Tp we use the exponential expressions from Moore
(1986). For TD we use the analytical expression from Moncrieff et al. (2005).

The frequency response of a propeller anemometer or a thermocouple is approximated
as a first-order gain function, with a response time of τx (Wyngaard, 1981),

Gx(f ) =

√
1

1+ (2πf τx)
2 . (3.5)

With this definition of τx, the cut-off frequency is fc = 1/(2πτx), such that G2
x(fc) = 1/2.

The a priori response time of a sensor is not known, but we will assume that the
response time of a horizontal propeller anemometer is inversely proportional to the
horizontal wind speed (MacCready Jr. and Jex, 1964),

τu =
Lu
U

, (3.6)

where we define Lu as a response length (or distance constant), which only depends on
the physical sensor characteristics.

We assume that the response time of the vertical propeller also depends on the angle of
attack, which is defined as the angle of the instantaneous wind vector with the plane of
rotation of the propeller (Fichtl and Kumar, 1974),

τw =
Aw

U

(σw
U

)−2/3
, (3.7)

where Aw is an empirical calibration constant depending on the propeller type, and σw
is the standard deviation of the vertical wind speed. Assuming that the phase difference
between x and y is small and independent of frequency, the transfer function of the
covariance is then written as (Horst, 1997),

Gxy(f ) =

(
1+ (2πf )2τxτy

)(
1+ (2πf )2τ2x

)(
1+ (2πf )2τ2y

) . (3.8)
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Figure 3.2: Top panels: experimental transfer functions measured during Experiment
1 (grey dots) and Experiment 2 (black dots) of the vertical propeller anemometer (a),
of the horizontal propeller anemometer (b) and the fine-wire thermocouple (c). The
horizontal lines mark the cut-off frequency, where T

exp
xx (1/(2πτx)) = 0.5. The red and

blue lines denote the whole range of fitted first-order functions. The ‘- 4’ (‘+ 4’ ) dashed
lines denote the 6 dB per octave decrease (increase) with increasing frequency related to
first-order roll-off and instrumental noise, respectively. Bottom panels: Corresponding
estimated response times of the vertical propeller anemometer (d), the horizontal pro-
peller anemometer (e) and the fine-wire thermocouple (f). The linear regression of the
response time characteristics is denoted by the solid line, and the chosen uncertainty
interval by the dashed lines.
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Experimental Derivation of Sensor Response Times

We derive the response times of the propeller anemometers and the thermocouples
using the measurements acquired at the CESAR site during Experiments 1 and 2. This
is done by fitting the square of a first-order gain function, G2

x(f ), to the experimental
transfer functions using the non-linear least-squares Levenberg–Marquardt algorithm.
The experimental transfer functions are defined as,

T
exp
xx (f ) =N

SVPEC
xx (f )

SSEC
xx (f )

, (3.9a)

with N =

f ′∫
0

SSEC
xx (f ) df

f ′∫
0

SVPEC
xx (f ) df

, (3.9b)

where SVPEC
xx is the variance spectrum measured by the slower instruments and SSEC

xx
is the simultaneous spectrum measured by the sonic anemometer. We include a nor-
malization coefficient N to force the lower-frequency part of the transfer function to be
equal to one. The limit frequency f ′ is chosen such that the normalization coefficient is
not affected by high-frequency attenuation (Aubinet et al., 2000). To reduce the influ-
ence of noise and aliasing, we only fit T

exp
xx (f ) to G2

x(f ) in the [0.01;0.5] (Hz) frequency
range. Finally, we reject half the estimated response times that yield the poorest fit
residuals, with the aim of rejecting spectra with poor signal-to-noise ratios that result in
non-physical response times. The resulting estimated response times are shown in Fig.
3.2. The associated error bar is taken differently for each instrument. For the vertical
propeller the error bar is taken as the interval containing 80% of the estimated response
times, while for the horizontal propeller it is taken as the interval containing 80% of the
estimated values for wind speeds below 5 m s−1. The thermocouple response time is
assumed constant and taken as the average estimated response time after three weeks
of operation in the field.

The heavier material of the propeller blades increases the response length of the hor-
izontal anemometer from Lu = 1.78 ± 0.2 m for carbon fiber thermoplastic to Lu =
3.15 ± 0.2 m for polypropylene. These values differ significantly from the values re-
ported by the manufacturer (2.2 m and 2.7 m, respectively). During Experiment 1, the
horizontal wind speed was sampled at 10 Hz by counting the amount of revolutions of
the horizontal propeller every 100 ms. This sampling method results in violet noise in
the Suu spectrum, or noise increasing as f 2, which is visible in Fig. 3.2b at frequencies
above 1 Hz. During Experiment 2, the horizontal wind speed was sampled differently
from Experiment 1 by averaging the time between all the propeller revolutions every
200 ms. This removes the noise and results in more well-defined first-order spectra.
However, with the latter method, wind speeds less than one propeller revolution within
a 200-ms interval cannot be measured. For the type of propellers used in this study this
corresponds to wind speeds of less than 2 m s−1.
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For the vertical anemometer, only expanded polystyrene blades were tested, and the
average response constant is equal to Aw = 0.45 ± 0.1 m. In the surface layer, σw/U
typically ranges between 0.02 and 0.2, depending on stability and surface roughness.
This means that the effective response distance of the vertical anemometer Lw ≡ τwU
can range from 1.3 m to 6.1 m (see Eq. 3.7), depending on the average angle of attack.
This is a known result (Fichtl and Kumar, 1974; Garratt, 1975), and partly explains
why different wind-tunnel (McBean, 1972; Hicks, 1972; Gill, 1975) and field experiments
(Horst, 1973) find a different value for Lw. The drawback of applying Eq. 3.7 to estimate
the τw in time is that it requires a priori knowledge of σw, which is underestimated
by a propeller anemometer. As such, we simply assume that σw = 2 × σw,VPEC in Eq.
3.7, where σw,VPEC is the uncorrected standard deviation of the vertical wind speed,
measured by the vertical propeller anemometer. Conveniently, the spectra of the vertical
anemometer do not contain high-frequency noise, as the vertical wind speed is sampled
by measuring a voltage that is directly proportional to the propeller revolution speed.

The fine-wire thermocouple response could only be estimated during the first exper-
iment because of the higher sampling rate. The response time does not show any
significant variation with wind speed. It does however show an increase in time, from
0.08 s to 0.14 s after 6 weeks of operation in the field, which we attribute to accretion of
material on the fine wires due to air pollution and rain. In the remainder of the paper
we will assume τT to be constant and equal to 0.13± 0.04 s.

3.3.2 Reference Turbulence Cospectra

Model

We assume that the normalized turbulence spectra follow the functions experimentally
derived by Kaimal et al. (1972). Under stable stratification, i.e., z/LO > 0, these functions
are written as,

f Swx(f )

w′x′
=

n

Awx +Bwxn2.1
, (3.10a)

Auw = 0.124
(
1+7.9

z
LO

)0.75
AwT = 0.284

(
1+6.4

z
LO

)0.75
Bwx = 2.34 A−1.1wx ,

(3.10b)

where n = f z/U is the normalized frequency. A more general relation is given by Horst
et al. (2004) and by Massman and Clement (2005),

f Sxy(f ) = A0
f /fm(

1+m (f /fm)
2µ

) 1
2µ

m+1
m


, (3.11)

where A0 is a normalization coefficient, µ a broadness parameter and m = 3/4 for
the cospectra. The spectral peak frequency fm is then parametrized as an increasing
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Figure 3.3: Observed normalized turbulence (co)spectra during Experiment 3 (grey
dots) at site S10 on the Greenland ice sheet (a): Vertical wind speed variance spectra, (b)
Sensible heat flux cospectra, (c) Momentum flux cospectra, and (d) estimated normalized
spectral peak frequency as function of stability. The dashed lines in (a)-(b)-(c) are the
turbulence spectra from Kaimal et al. (1972) and the solid lines are the optimal fit of
Eq. 3.11 on the average spectra. The solid (resp. dashed) lines in (d) denote the linear
regression of the measured (resp. Kaimal) spectra. The red dashed line is the simplified
function given by Horst (1997).

function of the atmospheric stability z/L0. Equation 3.11 is used to experimentally
estimate an expression for f Sxy(f ), which we then compare to the Kaimal et al. (1972)
spectra (Eq. 3.10).

Experimental Verification of Turbulence Cospectra Models

Virtually all high-frequency attenuation corrections are based on Moore (1986), Horst
(1997), or Massman (2000), which assume that the Kaimal et al. (1972) spectra are
valid (Eq. 3.10). This assumption does not have a notable effect on the high-frequency
correction, as long as the response time of the sensors falls within the well-defined
inertial subrange. For a VPEC system, the response time is of the order of ≈ 1 s. This
means that the system also misses a small fraction of the flux in the lower frequency
part of the turbulence spectrum, which is not necessarily well defined, as demonstrated
by Smeets et al. (1998) for katabatic flow due to the influence of large-scale flow. As
such, we test the validity of the Kaimal et al. (1972) spectra in a katabatic flow regime
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with measurements from Experiment 3.

We first estimate a fixed shape parameter µ by fitting the average turbulence (co)spectra
to Eq. 3.11. We then estimate the spectral peak frequency fm by fitting each individual
(co)spectrum. The results are plotted as function of atmospheric stability in Fig. 3.3.
The observed peak frequency shows significant scatter, but its increase with stability
is well visible and roughly follows the relation derived by Kaimal et al. (1972). Fur-
thermore, the observed averaged spectra appear wider than the Kaimal et al. (1972)
spectra. Finally, our data suggest that the vertical wind speed spectra are slightly shifted
to lower frequencies, although the limited sampling rate makes it difficult to fit these
spectra due to aliasing. It must also be noted that the relation by Horst (1997) is a rea-
sonable approximation for the momentum cospectra under near-neutral circumstances,
i.e., z/L0 < 0.1 (see Fig. 3.3).

3.3.3 Analytical Model

Several analytical models of Eq. 3.3 have been derived (Horst, 1997; Massman, 2000).
These present an analytical function for both the normalized turbulence cospectra Sxy
and the sensor transfer functions Txy such that the attenuation coefficient in Eq. 3.3 can
be integrated analytically. In the general case of two slow-response sensors, and assum-
ing that the phase difference between x and y is small and independent of frequency,
Horst (1997) writes the attenuation coefficient of the covariance x′y′ as,

Axy =
2πfmτx +2πfmτy +2(2πfm)2τxτy

(1 + 2πfmτx)(1 + 2πfmτy)(2πfmτx +2πfmτy)
, (3.12)

where the following model for the cospectral peak frequency is used,

fm =
U
z

2.0− 1.915

1+0.5
z
L0

 . (3.13)

However, both our measured cospectra during Experiment 3 and the peak frequency of
the spectra derived by Kaimal et al. (1972) suggest that the following models are more
accurate in the z/L0 ∈ [0;0.2] range,

momentum flux f Suw :

fm =
U
z

(
0.08+0.41

z
L0

)
,

(3.14a)

sensible heat flux f SwT :

fm =
U
z

(
0.19+0.8

z
L0

)
.

(3.14b)

The modelled attenuation coefficient based on Eq. 3.12 and Eq. 3.3 using the experi-
mentally derived expressions for τx, τy and fm agree within 1%. This difference is mostly
due to the high-pass filter TD that is not taken into account in Eq. 3.12. Hereafter we
will numerically calculate the integral in Eq. 3.3 to estimate the attenuation factor.

57



333

3. Measuring turbulent fluxes with the Vertical Propeller Eddy-Covariance Method

3.3.4 Summary: Model Parameters

The model described in the previous section used to estimate the attenuation of the
(co)variance x′y′ is thus entirely described by the following parameters:

• Lu : response length (or distance constant) of the horizontal propeller anemome-
ter (m)

• Aw : calibration constant of the vertical propeller anemometer (m)

• τT : response time of the thermocouple (s)

• px : path averaging length of the x sensor, set to zero for a VPEC system (m)

• sxy : spatial separation between the two sensors (m)

• U : average horizontal wind speed (m s−1)

• σw: standard deviation of the vertical wind speed (m s−1)

• z: measurement height (m)

• LO : Obukhov length (m)

3.4 Results: Evaluation of the Correction for the High-
Frequency Attenuation (Experiments 1 and 2)

We apply the correction for the high-frequency attenuation to the measured vertical
propeller eddy covariance (VPEC) fluxes. We then compare these corrected fluxes to the
simultaneously measured sonic eddy covariance (SEC) fluxes during Experiments 1 and
2. The sensible heat flux is converted to an energy flux according to H = ρaCpw′T ′ ,
where the air density ρa and air heat capacity Cp are calculated using the 2 m air
temperature, the 2 m air specific humidity and the surface pressure measured by the
KNMI at the CESAR tower.

3.4.1 Accuracy of the High-Frequency Correction

The comparison of VPEC and SEC fluxes is shown in Fig. 3.4, where we have used the
response times derived in Sect. 3.3 and written in Table 3.1. Both the corrected VPEC
momentum and sensible heat fluxes show a small bias and root-mean-square error
(RMSE) when compared to the SEC fluxes. The bias, which we define as the average of
the difference between the two time series, is for the friction velocity equal or smaller
than 0.01 m s−1 for both experiments. The RMSE value is 0.03 m s−1 and 0.05 m s−1

for Experiments 1 and 2, respectively. The sensible heat flux is slightly overestimated
by the VPEC system compared to the SEC system: 6.3 W m−2 during Experiment 1
and 4.4 W m−2 during Experiment 2. This small bias is also present when comparing
the sensible heat fluxes obtained with the sonic temperature and with the thermocouple
attached to the SEC system. Hence the bias is not related to the vertical propeller but
to the sensitivity of the thermocouples.
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The RMSE value of the sensible heat flux is 12.4 W m−2 and 11.9 W m−2 during the
two experiments. The difference between the VPEC fluxes and SEC fluxes is of similar
magnitude as the difference obtained when measuring fluxes with two adjacent sonic
anemometers (Mauder and Zeeman, 2018).

The only adjustable parameters in the correction for the high-frequency attenuation are
the response times of the instruments. In order to quantify the sensitivity of the correc-
tion to these input parameters, the same comparison as presented above is done using
perturbed response times. The optimal response parameters of the vertical anemome-
ter, horizontal anemometer, and thermocouple are perturbed by ± ∆Aw, ± ∆Lu and
± ∆τT respectively. These error bars are derived from the calibration procedure (see
Fig. 3.2 and Table 3.2), and result in three combinations of sensor response times that

we denote τ−x , τ
ref
x , and τ+x . The bias and RMSE value of the corrected fluxes for each

parameter set are presented in Table 3.2. The comparison with the SEC fluxes shows
that changing the input parameters within the defined range does not affect the RMSE
value of the fluxes, neither does it significantly affect the bias of the correct friction
velocity. It does, however, slightly (< 1 W m−2) affect the bias of the corrected sensible
heat flux.

3.4.2 Influence of the Sampling Rate

The power supply and memory usage are the most important limiting factors when
considering the sampling rate of an automatic weather station, denoted Fs , deployed in
remote polar areas. As such we test whether the sampling rate can be decreased without
significantly increasing the bias and RMSE value of the measured fluxes, as presented
by Bosveld and Beljaars (2001). For this purpose, the measured VPEC time series from
Experiments 1 and 2 are artificially downsampled from the initial sampling interval
to sampling intervals of 1 s and 4 s. This is done by taking the first sample in each
sampling interval. We then apply the processing steps and high-frequency correction
from Sect. 3.3 to the downsampled time series, and compare the corrected and VPEC
fluxes to the SEC fluxes. The resulting bias and RMSE value of the fluxes calculated
with the downsampled time series are shown in Table 3.2.

Increasing the sampling interval from 0.1 s to 4 s increases the RMSE value of the sen-
sible heat flux and the friction velocity by ≈ 1 W m−2 and ≈ 0.01 m s−1, respectively.
This is of the same order of magnitude as the uncertainty related to the response time
of the sensors shown in the previous paragraph. Furthermore, the downsampling does
not significantly affect the bias, as expected from Bosveld and Beljaars (2001).

We conclude from these comparisons that the overall precision and accuracy of the
corrected VPEC fluxes are neither dominated by the high-frequency correction, nor
by the sampling rate. After correcting for their limited dynamical response, VPEC
instruments sampling at an interval of 4 s are able to measure the sensible heat flux
during the first two experiments with a typical bias of 6.3 W m−2 and a RMSE value
of 13.4 W m−2 (Table 3.2). For the friction velocity the bias is less than 0.01 m s−1,
and the RMSE value of the order of 0.05 m s−1. Overall, this means that a corrected
VPEC system measures the turbulent surface fluxes with an accuracy similar to the
deviation between two adjacent sonic anemometers (Frank et al., 2015; Mauder and
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Figure 3.4: Comparison of the friction velocity (a), (b) and sensible heat flux (c), (d)
measured by sonic anemometer eddy-covariance (SEC) and by vertical propeller eddy-
covariance (VPEC) at the CESAR site. The left panels (a) and (c) are during Experiment
1, while the right panels (b) and (d) are during Experiment 2
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Table 3.2: Bias and root mean square error (RMSE) of corrected vertical propeller
eddy-covariance (VPEC) fluxes compared to sonic eddy-covariance (SEC) fluxes during
Experiments 1 and 2. The experiments are described in detail in Sect. 3.2 and in Table
3.1. The bias is written in bold and the RMSE value is given in the brackets. Three
different sampling rates Fs of the VPEC system are compared. For each experiment,
three different parameter sets used to model the instrument response times τx have
been applied, based on the uncertainty when deriving these parameters experimentally.

The values for the optimal set τ
ref
x and the two perturbed sets τ−x and τ+x are given in

Table 3.1.

Bias Fs 10 Hz 1 Hz 0.25 Hz

(RMSE) τ−x τ
ref
x τ+x τ−x τ

ref
x τ+x τ−x τ

ref
x τ+x

H
(W m−2)

Exp.1
5.9
(12.6)

6.3
(12.4)

6.6
(12.4)

6.1
(13.3)

6.4
(13.1)

6.8
(13.1)

5.9
(13.5)

6.3
(13.4)

6.6
(13.6)

Exp.2 - - -
5.7
(12.3)

4.4
(11.9)

3.1
(11.8)

5.5
(12.7)

4.1
(12.4)

2.7
(12.4)

u∗
(m s−1)

Exp.1
-0.01
(0.02)

0.00
(0.02)

0.00
(0.02)

-0.01
(0.02)

0.00
(0.02)

0.00
(0.02)

0.00
(0.03)

0.00
(0.03)

0.01
(0.03)

Exp.2 - - -
-0.01
(0.04)

0.00
(0.04)

0.01
(0.04)

0.00
(0.05)

0.00
(0.05)

0.01
(0.05)

Zeeman, 2018). Yet the main advantage of the VPEC system is its simplicity, which
allows for longer periods of unattended operation in remote polar areas.

3.5 Results: One Year of Turbulent Fluxes in the Western
Ablation Area of the Greenland Ice Sheet (Experi-
ment 4)

To demonstrate its potential, we apply the correction for the high-frequency attenuation
of the fluxes to one year of VPEC measurements at site S5 on the Greenland ice sheet
(Experiment 4). The values for Aw, Lu , and τT are found in Table 3.1 and are based on
the calibration of identical sensors during the first two experiments.

3.5.1 Corrected Turbulent Fluxes

The time series of both the corrected turbulent fluxes and of the modelled attenuation
coefficients are presented in Fig. 3.5. Over the course of one year, the attenuation
factor Axy of both fluxes remains in the [0.6 − 0.8] range, which is the same interval
of modelled corrections during the first two experiments. At this location, katabatic
winds continuously generate turbulent mixing despite the stable stratification. This
means that near-neutral conditions are nearly always observed close to the surface (i.e.,
z/L0 < 0.2), thereby keeping the spectral peak to lower frequencies (Fig. 3.3). On the
other hand, the high wind speeds shift the spectral peak to higher frequencies, but this
effect is compensated by the simultaneous decrease in the response time of the propeller
anemometers (see Eqs. 3.6 and 3.7 and Fig. 3.2). The highest flux attenuation factor
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of 0.5 is modelled in winter, during short periods with low wind speeds and increasing
stability (Fig. 3.5). During such periods, the propeller anemometers become slower
while the most energetic turbulent fluctuations become smaller, which results in high
flux attenuation. Only one period with probable propeller freezing was identified in
January (Fig. 3.5c1), which results in a gap of several days in the measurements. The
smallest attenuation factor of 0.8 is modelled in summer, during periods with high wind
speed and near-neutral stability. These are also the periods when the highest fluxes are
measured: sensible heat fluxes up to −300 W m−2 and friction velocities up to 1 m s−1.

3.5.2 Error Caused by the Uncertainty in Response Times

For the first two experiments, the uncertainty in the response times propagates in an
uncertainty of ± 0.4 W m−2 in the corrected VPEC sensible heat flux and less than
0.01 m s−1 for the corrected friction velocity (Table 3.2). However, the measured fluxes
during the first two experiments were smaller, so these error intervals are not represen-
tative of the fluxes measured during Experiment 4. As such, the same response time
perturbation exercise as in Sect. 3.4 is performed for Experiment 4.

The different corrected fluxes show a maximal deviation of ± 10% for the sensible heat
flux and ± 1.5% for the friction velocity (not shown in Fig. 3.5). The uncertainty of
the corrected flux depends on the flux, and reaches up to 30 W m−2 for measured
sensible heat fluxes of −300 W m−2. These intervals must be interpreted as the widest
interval of all possible corrected fluxes, using the response times derived in Fig. 3.2.
It is often smaller, for instance for higher wind speeds and more neutral conditions.
This maximum difference interval can only be reduced further if the response times are
known with greater accuracy.

3.5.3 Contribution of the Sensible Heat Flux to Surface Ablation

In Fig. 3.5 we compare the measured sensible heat flux with the other measured com-
ponents of the surface energy balance. During winter, the surface cools due to net
emission of longwave radiation, which is on average compensated by the downwards
sensible heat flux. The net imbalance between the two fluxes then contributes to either
warming or cooling of the surface, which rarely exceeds the melting point during winter.
During summer, both a net absorbed radiation by the surface and a downward sensible
heat flux warm the surface. The excess energy supplied when the surface is already at
the melting point results in enhanced melt.

During the first half of the melting season (May–June), the measured ice ablation closely
follows Rnet . Then, after several consecutive warm events in July, the daily ice ablation
is on average 100 W m−2 larger than Rnet (Fig. 3.5d1). This additional energy flux can
for the most part be explained by the measured sensible heat flux (Fig. 3.5a1, d1). It
must be noted that we did not measure the latent heat flux and the ground heat flux,
which are also an important part of the surface energy balance. In fact during winter,
important temperature gradients in the ice will compensate for the difference between
the emitted radiation and the sensible heat flux. During summer, the ice is mostly
at the constant melting temperature, which makes the ground heat flux negligible, but
will enhance latent heat fluxes due to important vertical gradients in specific humidity.
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Figure 3.5: Time series of selected measurements from the vertical propeller eddy-
covariance (VPEC) system during Experiment 4 at site S5, located in the western abla-
tion area of the Greenland ice sheet. From top to bottom: (a1) friction velocity (u∗) and
sensible heat flux (H ), (b1) modelled attenuation coefficients Axy , (c1) standard deviation
of the vertical wind speed σw divided by the horizontal wind wind speed (U ), (d1) daily
averaged ice ablation, net absorbed radiation by the surface (Rnet ) and sensible heat
flux (H ). The panels on the right are the probability histograms for each variable calcu-
lated for the whole measurement period. Three notable periods are shaded as follows:
(I) A period with a rimed or stalling vertical propeller, (II) a period in the middle of
the melting season without observed ablation, and (III) an extreme warm summer event
when the strongest ablation is observed. A daily average of 100 W m−2 in panel (d1)
corresponds to a cumulative daily ice ablation of 2.82 cm, assuming a latent heat of
melting of 334 × 103 J kg−1 and a constant ice density of 916 kg m−3.

63



333

3. Measuring turbulent fluxes with the Vertical Propeller Eddy-Covariance Method

Furthermore, small snowfall events during summer (as is the case during event (II) in
Fig. 3.5) will also absorb a large part of the total melt energy during the consecutive
days. Finally, the footprint of the sensible heat flux is not necessarily representative of
the area in direct vicinity of the weather station. Especially after several warm events,
the melt water will accumulate in the surrounding narrow channels and melt ponds,
which remain invisible to the ablation and radiation sensors as they are located on top
of an ice hummock.

3.5.4 Variability of the Aerodynamic Roughness Length

When the sensible heat flux and the friction velocity are calculated using a bulk turbu-
lence model, the aerodynamic roughness length (z0m) is often unknown and becomes an
adjustable parameter. Assuming Monin–Obukhov similarity, the aerodynamic rough-
ness length is defined as the height where the logarithmic wind profile extrapolates to
zero. Here we evaluate the value of this parameter by extrapolating the measured wind
speed to the surface using the measured momentum flux at the same height, according
to:

κU
u∗

= ln
(

z
z0m

)
−Ψm

(
z
LO

)
+Ψm

(
z0m
LO

)
, (3.15)

where we use the expression of Holtslag and De Bruin (1988) for the integrated stability
functions for momentum Ψm. We only select the measurements when z/LO < 0.2, and
we assume that the last term on the right-hand side of Eq. 3.15 is negligible and thus
set it to zero. The estimated aerodynamic roughness length is then shown as function
of both time of year and wind direction in Fig. 3.6.

The aerodynamic roughness length z0m shows a very significant variability over the
course of one year, and ranges between 10−4 m in winter to nearly 10−1 m in summer,
which is consistent with the two-level wind profile and sonic anemometer measurements
by Smeets and Van den Broeke (2008a) at the same location. The reduction of z0m from
September to February (Fig. 3.6a) is mainly attributed to the accumulation of snow that
gradually reduces the size of the ice hummocks. Furthermore, winter time sublimation
smoothens the top of the hummocks, which explains that the smallest values of z0m are
observed in March and April. From May onwards, the melting of the snow increases
the amplitude of the ice hummocks. The resulting rapid increase of z0m from March to
August (Fig 3.6b) is further enhanced by the differential melting of the ice hummocks.

The roughness length z0m shows a remarkable dependency on the wind direction as
well, with minimal values found in summer at 95◦ and in winter at 115◦. The maximum
values of z0m are found for the most southerly wind directions, independently of the
season. We attribute this strong directional dependency to changes in the effective
obstacle area, which is most likely a direct consequence of the complex geometry and
spacing of the ice hummocks (Miles et al., 2017; Fitzpatrick et al., 2019). A detailed
topographical survey is required to property quantify this effect at this location.

Remarkably, the southerly wind directions are also the directions when the warmer and
more turbulent air masses generate the highest sensible heat fluxes (Fig. 3.6). The
southerly wind directions are most likely caused by the interaction between katabatic
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Figure 3.6: Averaged aerodynamic roughness length z0m (triangles, upper panels) and
sensible heat flux H (squares, bottom panels) as function of month and wind direction.
The measurements are from corrected vertical propeller eddy-covariance (VPEC) ob-
servations made during Experiment 4 at site S5 (see Sect. 3.2). The data have been
subjected to the z/LO < 0.2 filter and to the additional selection procedures described
in Sect. 3.3. The black lines in the upper panel are the moving average roughness
during winter (snow and exposed ice), October and May (transition) and summer (bare
ice).
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winds and barrier winds (Van den Broeke and Gallée, 1996), although this interaction
remains to be investigated in more detail.

The results from this experiment confirm even more that using a constant value for z0m
over snow and ice surfaces is not recommended, as shown by similar experiments at
other locations (e.g. Miles et al., 2017; Vignon et al., 2017; Fitzpatrick et al., 2019). This
is especially the case at this location on the western ablation area of the Greenland ice
sheet, where a shift in wind direction is often associated with fast changes in air mass
properties. This raises the question of the parametrization of turbulent heat fluxes in
climate models, and of the possible feedback between surface roughness and surface
ablation through turbulent heat exchange.

3.6 Conclusions

Motivated by the important contribution of turbulent heat fluxes to surface ablation
on the Greenland ice sheet, we tested a vertical propeller eddy-covariance (VPEC) sys-
tem, which is capable of continuously measuring the surface turbulent fluxes for longer
periods without regular maintenance. By comparing the VPEC system to a sonic eddy-
covariance (SEC) system, we found that the frequency responses of propeller anemome-
ters and thermocouples may accurately be approximated as first-order functions, with
typical response times of less than 1 s. We have shown that the resulting flux attenuation
can be accurately modelled, as long as the normalized turbulence cospectra are known.
Furthermore, the sampling interval can be reduced to 4 s to increase the system’s au-
tonomy even further in terms of power supply and data storage.

We presented one year of measured VPEC turbulent sensible heat and momentum fluxes
at site S5 of the K-transect, located in the western ablation area of the ice sheet. Near
the margins of the ice sheet, persistent density-driven katabatic winds are the main
source for near-surface turbulence. Such a forcing results in quasi-continuous stable but
near-neutral conditions. These are very favourable conditions for a VPEC system and
keeps the attenuation factor of the fluxes above 0.6 (e.g., the attenuation below 40%).

This long-term and continuous dataset of turbulent fluxes is invaluable for the evalu-
ation of atmospheric models, but also for the fundamental understanding of processes
and drivers of surface ablation. At this location, downward sensible heat fluxes as large
as 300 W m−2 have been measured, both during winter and during summer. Such
values are similar or even more important than the surface net absorbed radiation,
which makes them an essential part of the surface energy balance. Furthermore, we
have shown that the aerodynamic roughness length is very variable in time and space,
and that the highest roughness length of nearly 10−1 m is estimated when the sensible
heat fluxes are also at their maximum.
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Chapter 4

Mapping the aerodynamic roughness of the Green-
land Ice Sheet surface using ICESat-2: evaluation
over the K-transect

Summary

The aerodynamic roughness of heat, moisture and momentum of a natural surface is an
important parameter in atmospheric models, as it co-determines the intensity of turbu-
lent transfer between the atmosphere and the surface. Unfortunately, this parameter is
often poorly known, especially in remote areas where neither high-resolution elevation
models nor eddy-covariance measurements are available. In this study we adapt a bulk
drag partitioning model to estimate the aerodynamic roughness length (z0m) such that
it can be applied to 1D (i.e. unidirectional) elevation profiles, typically measured by
laser altimeters. We apply the model to a rough ice surface on the K-transect (west
Greenland Ice Sheet) using UAV photogrammetry, and evaluate the modelled roughness
against in situ eddy-covariance observations. We then present a method to estimate
the topography at 1 m horizontal resolution using the ICESat-2 satellite laser altime-
ter, and demonstrate the high precision of the satellite elevation profiles against UAV
photogrammetry. The currently available satellite profiles are used to map the aerody-
namic roughness during different time periods along the K-transect, that is compared
to an extensive dataset of in situ observations. We find a considerable spatio-temporal
variability in z0m, ranging between 10−4 m for a smooth snow surface over 10−1 m for
rough crevassed areas, which confirms the need to incorporate a variable aerodynamic
roughness in atmospheric models over ice sheets.

This chapter is published as: Van Tiggelen M., Smeets C.J.P.P., Reijmer C.H., Wouters B., Steiner J.F,
Nieuwstraten E.J., Immerzeel W.W., and Van den Broeke M.R. (2021) Mapping the aerodynamic roughness of
the Greenland ice sheet surface using ICESat-2: Evaluation over the K-transect. The Cryosphere 15:2601–2621.
https://doi.org/10.5194/tc-15-2601-2021. Note that any difference in notation with previous chapters is due to
the journal requirements.
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over the K-transect

4.1 Introduction

Between 1992 and 2018, the mass loss of the Greenland Ice Sheet (GrIS) contributed 10.8
± 0.9 mm to global mean sea-level rise (Shepherd et al., 2020). This mass loss is caused
in approximately equal parts by an increase in ice discharge (Mouginot et al., 2019;
King et al., 2020), and an increase in surface meltwater runoff (Noël et al., 2019). Runoff
occurs mostly in the low-lying ablation area of the GrIS, where bare ice is exposed to
on-average positive air temperatures throughout summer (Smeets et al., 2018; Fausto
et al., 2021). As a consequence, the downward turbulent mixing of warmer air towards
the bare ice, the sensible heat flux, is an important driver of GrIS mass loss next to
radiative fluxes (Fausto et al., 2016a; Kuipers Munneke et al., 2018b; Van Tiggelen et al.,
2020).

Although the strong vertical temperature gradient provides the required source of en-
ergy, it is the persistent katabatic winds that generate the turbulent mixing through
wind shear (Forrer and Rotach, 1997; Heinemann, 1999). Additionally, the surface of the
GrIS close to the ice edge is very rough (Yi et al., 2005; Smeets and Van den Broeke,
2008a). It is composed of closely spaced obstacles, such as ice hummocks, crevasses,
melt streams and moulins. Due to the effect of form drag (or pressure drag) τr , the
magnitude of the turbulent fluxes increases with surface roughness (e.g. Garratt, 1992),
thereby enhancing surface melt (Van den Broeke, 1996; Herzfeld et al., 2006). As of
today, the effect of form drag on the sensible heat flux over the GrIS, and therefore its
impact on surface runoff, remains poorly known.

The first challenge in modelling this turbulent mixing resides in accurately modelling
the surface shear stress, without the need to calculate the detailed air pressure dis-
tribution around each individual surface obstacle. Such bulk drag models have been
developed by e.g. Arya (1975) to estimate the drag caused by pressure ridges on Arctic
pack ice. This model was extended by Hanssen-Bauer and Gjessing (1988) for varying
sea-ice concentrations. A more general drag model was proposed by Raupach (1992),
that was extended by Andreas (1995) for sastrugi, by Smeets et al. (1999) for rough ice
and by Shao and Yang (2008) for surfaces with higher obstacle density, such as urban
areas. Lüpkes et al. (2012) and Lüpkes and Gryanik (2015) developed a bulk drag model
for sea-ice that is used in multiple atmospheric models. Over glaciers, semi-empirical
approaches based on Lettau (1969) are often used, such as by Munro (1989), Fitzpatrick
et al. (2019) and Chambers et al. (2019).

The second challenge is the application of such models in weather and climate models,
which requires mapping small-scale obstacles over large areas, e.g. an entire glacier or
ice sheet. Historically, the surveying of rough ice was spatially limited to areas accessible
for instrument deployment, possibly introducing a bias when it comes to quantifying
the overall roughness of a glacier. The recent development of airborne techniques, such
as uncrewed aerial vehicle (UAV) photogrammetry and airborne LiDAR, opened up new
possibilities for mapping surface roughness properties. While these techniques enable
the high resolution mapping of roughness obstacles, they often only cover portions of
a glacier or ice sheet. On the other hand, satellite altimetry provides the means to
cover entire ice sheets, though the horizontal resolution remains a limiting factor when
mapping all the obstacles that contribute to form drag. Depending on the type of
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surface, parameterizations using available satellite products are possible, as presented
for Arctic sea-ice by Lüpkes et al. (2013), Petty et al. (2017), and Nolin and Mar (2019).

The third and final challenge is the experimental validation of bulk drag models over
remote rough ice areas, which either requires in situ eddy-covariance or multi-level wind
and temperature measurements. Long-term and continuous datasets remain scarce on
the GrIS, although simplifying in situ methods can be applied for long-term monitoring
of turbulent fluxes T20 (Van Tiggelen et al., 2020).

In this paper, we address the first two challenges by applying the model of Raupach
(1992) to 1 m resolution elevation profiles measured over the western GrIS by the ICESat-
2 laser altimeter. We apply the bulk drag model to roughness information from UAV
photogrammetry, and address the third challenge by evaluating the modelled aerody-
namic roughness against in situ eddy-covariance measurements. We then evaluate the
ICESat-2 elevation profiles against UAV photogrammetry, and finally apply the bulk
drag model to the ICESat-2 profiles obtained over an extended area and during differ-
ent time periods.

This paper is organised as follows. In Sect. 4.2 we describe the modifications in the bulk
drag model, and in Sect. 4.3 we describe the elevation datasets used to force the model.
We then evaluate the bulk drag model for one site in Sect. 4.4.1, and the roughness
statistics derived from ICESat-2 at multiple sites in Sect. 4.4.3. In Sect. 4.4.4 we apply
the model to map the aerodynamic roughness length (z0m) along the K-transect, on the
western GrIS.

4.2 Model

4.2.1 Definition of the aerodynamic roughness length (z0m)

Atmospheric models assume that the lowest grid point above the surface is located in
the inertial sublayer (or surface layer). In this layer, the eddy diffusivity for momentum
increases linearly with height and decreases with atmospheric stability, which yields the
semi-logarithmic vertical profile of horizontal wind speed. Over a rough surface, the
pressure drag force on the obstacles acts as an additional sink of momentum, next
to skin friction. Furthermore, the turbulent wakes generated by the flow separation
enhance turbulent mixing. This may be approximated by an increase of the eddy diffu-
sivity in the roughness sublayer (Garratt, 1992; Raupach, 1992; Harman and Finnigan,
2007). As such, the vertical profile of horizontal wind speed (u(z)) over a rough surface
can be written as:

u(z) =
u∗
κ

[
ln

(
z − d
z0m

)
−Ψm

(
z − d
Lo

)
+Ψm

(
z0m
Lo

)
+ Ψ̂m (z)

]
, (4.1)

where z is the height above the surface, u∗ =
(
τ
ρ

)0.5
is the friction velocity, ρ the air

density, κ = 0.4 is the von Kármán constant, τ the total surface shear stress and z0m
is the roughness length for momentum. The average wind profile in Eq. (4.1) is shifted
upwards by a displacement height d, which is defined as the centroid of the drag force
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Figure 4.1: (a) Map of the K-transect, with the location of the automatic weather stations
and mass balance sites indicated by the pink diamonds. The black boxes A and B
delineate the areas mapped by UAV photogrammetry. The large orange box indicates
the area covered in Figs. 4.6 and 4.9. The background image was taken by the MSI
instrument (ESA, Sentinel-2) on 12-08-2019. Pixel intensity is manually adjusted over
the ice sheet for increased contrast. The green solid lines denote the ICESat-2 laser
tracks that are compared to the UAV surveys (Table 4.2). (b) Sites S5 (06 Sep 2019), S6
(06 Sep 2019) and S9 (03 Sep 2019) taken during the yearly maintenance. Note that no
data from the AWS shown at S9 are used in this study. (c) Location of the K-transect on
the Greenland Ice Sheet.
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profile on the roughness elements (Jackson, 1981). z0m is thus defined as the height
above d where u(z) = 0. The dependency of the eddy diffusivity for momentum on the

diabatic stability and on the turbulent wake diffusion are described as Ψm

(
z − d
Lo

)
and�Ψm(z), respectively, where Lo is the Obukhov length. The hat notation is used for the

roughness layer quantities, as in Harman and Finnigan (2007). Above the roughness
sublayer, �Ψm(z) = 0.

The problem we address is the estimation of z0m. Rewriting Eq. (4.1) and assuming
neutral conditions (i.e. Ψm = 0), yields :

z0m = (z − d)
[
exp

(
κ
u(z)
u∗
−�Ψm(z))

)]−1
. (4.2)

Hence, the process of finding z0m is equivalent to finding d,
u(z)
u∗

and �Ψm(z) simulta-

neously.

4.2.2 Bulk drag model of z0m

The main task is to model the total surface shear stress τ = ρu2
∗ , which for a rough

surface is the sum of both form drag τr and skin friction τs :

τ = τr + τs. (4.3)

Both τr and τs are parameters of the flow, but can be related to the geometry of
the roughness obstacles using a bulk drag model. Two important parameters of the
roughness obstacles are their height (H ) and their frontal area index (λ), defined as:

λ =
Af

Al
, (4.4)

with Af the frontal area of the roughness obstacles perpendicular to the flow, and Al
the total horizontal area.

At this point, we will differ from the model by Shao and Yang (2008), who add an extra
term in Eq.(4.3) in order to separate the skin friction at the roughness elements and the
underlying surface. We also differ from the models by Lüpkes et al. (2012) and Lüpkes
and Gryanik (2015), where skin friction over sea-ice is separated between a component
over open water, and a component over ice floes. In the case of a rough land ice
surface, there is no clear distinction between the obstacles and the underlying surface.
Therefore, we follow the model of R92 (Raupach, 1992), which is designed for surfaces
with a moderate frontal area index (λ < 0.2). As we will see in the next sections, the ice
surfaces considered here do not exceed λ = 0.2. As a comparison we will also consider
the models from L69 (Lettau, 1969) and M98 (Macdonald et al., 1998). The detailed
equations of the bulk drag models can be found in Appendix 1.
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Figure 4.2: (a) Measured elevation profiles for four different wind directions upwind of
AWS S5, (b) Filtered elevation profiles and (c) orthomosaic true-color image of AWS S5
and surroundings taken by UAV photogrammetry on 6 September 2019. The different
coloured rectangles in (c) indicate the profiles shown in panel (a). The profiles have
been vertically offset by 5 m in (a) and by 2 m in (b) for clarity. The black line in (a)
denotes the low-frequency contribution of the profiles for a cut-off wavelength Λ = 35
m. The pink arrow in (c) denotes the displacement vector of the AWS between the
ICESat-2 overpass on 14 March 2019 and the UAV imagery on 6 September 2019. The
estimated extent of the 50% and 80% fetch footprints for the data in September 2019 in
wind directions ∈ [179;181]◦ is shown by the black ovals.

4.2.3 Definition of the height (H) and frontal area index (λ) over a
rough ice surface

Here we introduce the type of surfaces that we are considering. Our aim is to model
the aerodynamic roughness of a rough ice surface, including its dependence on wind
direction (Van Tiggelen et al., 2020). We will consider rectangular elevation profiles of
length L = 200 m, measured upwind from a point of interest (e.g. an automatic weather
station, or AWS). This geometry is a strong simplification of the true fetch footprint,
which is calculated for a specific wind direction at S5 in Fig. 4.2, after Kljun et al.
(2015). Yet this simplification allows us to use 1D elevation datasets, such as profiles
from the ICESat-2 satellite laser altimeter. Besides, the true fetch footprint depends on
flow parameters such as the friction velocity (u∗) and the boundary-layer height (Kljun
et al., 2015), which are not known a priori.

Four measured elevation profiles, and a high-resolution orthomosaic image are shown
in Fig. 4.2. These were measured on 6 September 2019 at site S5 (67.094◦N, 50.069◦W,
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Figure 4.3: Steps in converting a measured digital elevation model to the modelled
topography, where L is the length of the profile, f the number of obstacles, H the
height of the obstacles and w the width of the elevation profile. The location and height
of AWS S5 is shown on top of the UAV elevation profile. The grey dots denote all
the ATL03 photons, while the black dots denote the selected photons for the kriging
procedure. The solid blue line denotes the 1 m resolution interpolated profile for ATL03
data, and the pink dots denote the 20 m resolution ATL06 signal.

560 m a.s.l.) in the locally prevailing wind directions, using UAV photogrammetry, of
which the details will be given in Sect. 4.3. At this site, pyramidal ice hummocks with
heights between 0.5 m to 1.5 m are superimposed on larger domes of more than 50 m in
diameter (see also Fig. 4.1b). The elevation profiles for different fetch directions illustrate
three important issues: (1) the zero-referencing of the surface, (2) the identification of
distinct roughness obstacles and (3) the important variability of the surrounding topog-
raphy, depending on the fetch direction. The obstacles being anisotropic, the surface
appears rougher in the southerly directions than in the easterly directions. Besides, the
ice ridges and troughs have variable heights and depths, which means that describing
this rough ice surface with a few length scales (e.g. H , λ) in order to estimate the
aerodynamic roughness will introduce some uncertainty. This is mainly because each
individual obstacle has a different contribution to the total drag. Unfortunately, these
individual drag contributions cannot be modelled, due to the unknown shape of the
wind profile between the roughness elements. Without a universal theory of drag over
complex surfaces, several simplifications need to be made.

We choose here to approximate the true surface as an array of f identical obstacles of
height H in the profile of length L (Munro, 1989; Smith et al., 2016) (Fig. 4.3). This
avoids the use of empirical formulas for the estimation of z0m, and allows us to apply
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the bulk drag models. The approach of approximating a natural surface by uniquely
shaped obstacles is formally justified by Kean and Smith (2006), as most of the form
drag is caused by the largest and steepest obstacles. On the other hand, large natural
obstacles also tend to be wide, so their relatively small frontal area index considerably
reduces their contribution to the total form drag (Fitzpatrick et al., 2019). To remove the
influence of the widest obstacles, the elevation profile of length L is linearly detrended
and the power spectral density of the detrended profile is computed in order to filter
out all the wavelengths larger than the cutoff wavelength Λ = 35 m. This value is
found to give optimal results, which is shown in Appendix 2. In order to avoid spectral
leakage when applying Fourier statistics on short and aperiodic signals, we extend each
input profile with the identical but mirrored profile before computing the power spectral
density. This yields a symmetrical thus periodic profile of length 2L, which is then high-
pass filtered. The final statistics are then computed using the first half of the filtered
profile of length L. Typical filtered profiles are shown in Fig. 4.2b and Fig. 4.3. These
profiles only contain the ice hummocks, as the high-pass filter removed the influence of
the large-scale domes.

The height of the roughness obstacles (H ) is taken as :

H = 2σ̃z, (4.5)

in which σ̃z is the standard deviation of the filtered elevation profile. This is an arbi-
trary but convenient choice, as the standard deviation of the topography captures all
the scales in the filtered profile but remains insensitive to the height of the small-scale
obstacles, which we assume to have a negligible influence on the overall drag. Unfor-
tunately, the variance is sensitive to the height of the largest obstacles, and thus to the
chosen value for Λ.

Next, we define an obstacle as a group of consecutive positive values of filtered heights,
after Munro (1989) (see also Smith et al. (2016)), which yields f , the number of obstacles.
The obstacle frontal area index (λ) in the direction of the elevation profile is then
computed as (Fig. 4.3),

λ = f
Hw
Lw

=
f H

L
, (4.6)

where w is the width of the profile, set to 15 m. This value was chosen to match the
approximate ICESat-2 footprint diameter, yet it is much smaller than the width of the
real fetch footprint (Fig. 4.2). We assume that the obstacles and the elevation profile have
the same width, which removes all information about the shape of the obstacles in the
direction perpendicular to the wind direction. This simplification avoids the additional
uncertainty regarding the aggregation of 2D datasets in the process of modelling z0m,
and allows us to apply the model to ICESat-2 profiles.

To summarize, a measured elevation profile is now completely defined by the height of
the obstacles (H ), and the frontal area index (λ), after high-pass filtering (see Fig. 4.3).
This now allows us to apply a bulk drag model to estimate one value for z0m per 200
m profile. The exact placement of the obstacles is resolved in the process (Fig. 4.3), but
does not serve as input for the drag models. Detailed equations of the bulk drag model
can be found in Appendix 1.
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4.3 Datasets

4.3.1 Eddy-covariance measurements

Vertical propeller eddy covariance (VPEC, see also T20) measurements are available at
sites S5 (67.094◦N, 50.069◦W, 560 m a.s.l.) and S6 (67.079◦N, 49.407◦W, 1010 m
a.s.l.) since 2016, while AWS observations are available since 1993 and 1995 for each
site (Smeets et al., 2018). For this study we use eddy-covariance measurements acquired
during September 2019 at site S5 and also site SHR (67.097◦N, 49.957◦W, 710 m
a.s.l.), and from September 2018 to August 2019 at site S6. All these sites are situated
in the lower ablation area of the K-transect, which is a 140 km transect of AWS and
mass balance observations on the western part of the GrIS (Van de Wal et al., 2012;
Smeets et al., 2018). It extends from the ice edge up to 1850 m elevation, and therefore
covers many contrasting types of surfaces, ranging from the rough crevassed bare ice
close to the ice edge, to the year-round firn-covered surface at the highest locations (see
Figs. 4.1 and 4.6). At the end of the melting season, the bare ice surface at S5 and
SHR is characterised by densely packed hummocks up to 1.5 m height, while at S6 it is
characterised by more sparsely packed hummocks of 0.6 m average height. The datasets
include 30-min observations of the friction velocity u∗(z), and wind speed u(z) at the
same height above the surface (z = 3.7 m). Two independent techniques were used at
S5 and SHR. The first technique is the sonic eddy-covariance (SEC) method, which uses
measurements from a sonic anemometer (CSAT3B, Campbell scientific, Logan, USA)
sampled at 10 Hz. The second technique is VPEC method, that relies on measurements
of a vertical propeller, horizontal propeller and fine-wire thermocouple sampled at 5
Hz. At S6, only the VPEC method was used with a sampling interval of 4 s. For both
methods, the roughness length (z0m) is calculated using Eq. (4.2).

We only select data taken during near-neutral conditions (z/Lo < 0.1), and we assume
that the measurements are taken above the roughness layer, i.e. �Ψm(z) = 0. The latter
is a reasonable assumption, given that the height of the obstacles (H ) at these sites is
less than 1.5 m, which means that the roughness layer unlikely exceeds 3 m (Smeets
et al., 1999; Harman and Finnigan, 2007). On the other hand, when applying the drag
model to estimate z0m (Appendix 1), the correction factor �Ψm(z) is taken into account.
The reason is that the obstacles are located in the roughness layer, where the vertical
wind profiles deviate from the inertial sublayer wind profiles, according to Eq. (4.1).
Details about the processing steps and further data selection strategies can be found in
T20. The data selection strategy removes all data points with wind directions outside
the [80◦;200◦] interval. In the following sections we average ln(z0m), which is of
interest for the determination of the vertical profile of horizontal wind speed (Eq. (4.1)).
Additional in situ averaged z0m measurements obtained during different time periods
and at several locations along the K-transect are taken from M97 (Meesters et al., 1997),
SB08 (Smeets and Van den Broeke, 2008a), L14 (Lenaerts et al., 2014) and T20 and are
summarized in Table 4.1.
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Table 4.2: Description of DEMs obtained by UAV photogrammetry, and of the corre-
sponding overlapping ICESat-2 laser beams.

Site
Center
coordinate

Dimensions (m)
Resol-
ution (m)

UAV
survey date)

ICESat-2
track-cycle-beam

ICESat-2
date

A
67.171 N
50.075 W

1500 x 1400 0.3 01-09-2019 1169-04 gt1r 12-09-2019

B
67.126 N
50.075 W

2300 x 1300 0.3 03-09-2019 1344-05-gt1r 23-12-2019

S5
67.093 N
50.065 W

450 x 375 0.025 06-09-2019 1169-02-gt1l 14-03-2019

4.3.2 UAV structure from motion

The high-resolution elevation maps are derived using a structure-from-motion workflow
using UAV imagery. Two crevassed areas close to the ice edge were mapped using an
eBee fixed-wing UAV from Sensefly, while the area surrounding S5 was mapped using
a Mavic Pro quadcopter UAV from DJI. Multiple overlapping true-color images of the
surface are processed in Agisoft Photoscan to produce 3D elevation maps. Detailed
information about this workflow can be found in Immerzeel et al. (2014), Kraaijenbrink
et al. (2016) and references therein. Briefly, the same surface features are identified on
different images and are used to reconstruct the 3D geometry between the surface and
the camera position. The resulting point cloud of the surface is then gridded and finally
geo-referenced using the information of the UAV GPS, which yields a digital elevation
model (DEM) of the surface. No additional ground-control points were used for the
elevation maps used in this study, which is of little relevance in this study, as we are not
interested in the exact absolute elevation but in relative obstacle heights. Details about
the UAV DEMs are provided in Table 4.2.

The elevation profiles are then extracted by projecting all the DEM points in a 200 m x
15 m rectangle on the center line, followed by averaging the projected points in 1 m bins
(see Fig. 4.3). The aim of this averaging method is to mimic ICESat-2 profiles.

4.3.3 ICESat-2 laser altimeter

Launched in September 2018 by the National Aeronautics and Space Administration
(NASA), the ICESat-2 (Ice, Cloud, and Elevation Satellite-2) satellite carries a laser
altimeter system in near-polar orbit (Markus et al., 2017). The altimeter relies on a
photon-counting system, which in combination with both the spacecraft’s position and
its pointing orientation, enables the retrieval of 3-D position of individual backscattered
photons (Neumann et al., 2019). Our hypothesis is that the small footprint diameter (≈
15 m) and short along-track spacing between these footprints (0.7 m) allows for an
accurate estimation of land ice aerodynamic roughness properties.

A typical geolocated photon measurement ATL03 (Neumann et al., 2019) can be seen
in Fig. 4.3 for site S5, and in Fig. 4.4a for area A. Details about which ICESat-2
measurements are compared against the UAV surveys are provided in Table 4.2. Not
more than one ICESat-2 measurement exactly overlaps each UAV survey. This is mainly
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due to the presence of clouds and due to changes in laser pointing orientations in other
ICESat-2 measurements, but also due to changes in the studied locations due to ice flow.
The global geolocated photon product ATL03 requires some processing steps before
the roughness statistics can be computed. These steps mainly involve the selection
of valid photons, aggregating the 3-D photon positions on a regular along-track grid,
and finally correcting for remaining biases. The standard algorithm used to derive
an accurate estimate of land ice height product from ATL03 to ATL06 is described
in detail by Smith et al. (2019). Unfortunately the 20 m along-track resolution of the
ATL06 land ice height product is too coarse for aerodynamic roughness calculations for
two reasons. First, in the ATL06 product there are only ten points in 200 m sections,
which is not enough to apply the high-pass filter. And second, on this scale the amount
of roughness obstacles (f ) would be greatly underestimated as can be seen in Figs. 4.3 &
4.4. Fortunately, information smaller than the footprint diameter can be extracted from
the ATL03 product, as shown by Herzfeld et al. (2020), in which a density-dimension
algorithm is used that facilitates surface-height determination at the 0.7 m nominal
along-tack resolution. In the following part we describe a method to produce a 1 m
resolution along-track surface height estimation from the ATL03 raw photons signal.

The first step involves selecting all the ATL03 photons that have been flagged as either
low, medium or high confidence by the ATL03 algorithm. All the selected photons are
projected on the along-track segment, and a median absolute difference filter is used to
remove all the photon heights which deviate too much from the local ensemble median,

⟨z⟩ −
qlow

0.6745
⟨|z − ⟨z⟩|⟩ ≤ z ≤ ⟨z⟩+

qhigh
0.6745

⟨|z − ⟨z⟩|⟩, (4.7)

where < z > denotes the median of z within a moving window. We choose qlow = 1 and
qhigh = 2, in order to filter more photons below than above the median. We assume
that the highest detected photons are more likely to be first surface reflections, while the
lower photons are more likely to be delayed by scattering. We set the window length to
50 m. The previous selection strategy could also be applied for retrieving the surface in
the case of multiple reflections (e.g. shallow supraglacial lakes), but this was not tested.

The second step involves interpolating the irregular photon locations on a regular,
1 m resolution, along-track grid. The overlap between the individual footprints means
that the geolocated photon heights in close vicinity must be correlated to each other,
with a correlation diameter similar to twice the footprint diameter (≈ 30 m). We take
advantage of this feature to interpolate the ATL03 photons using a k-nearest neighbour,
one dimensional, ordinary kriging algorithm, of which details can be found in e.g. Hengl
(2009). In essence, the interpolation weights depend on the covariance with the nearby
measurements, which is assumed to decrease over distance. A gaussian covariance
function with a radius of 15 m is found to fit the experimental semi-variograms best.
For computational efficiency, only the 100 closest geolocated photons within a quarter
footprint diameter (3.75 m) of each grid point are used for the interpolation. We only
choose the high confidence photons, but if there is less than 1 photon per 0.7 m, we
also select the medium confidence photons. If there are not enough medium confidence
photons, we increase the search radius to half the footprint diameter (7.5 m) or even up
to a footprint diameter (15 m). The low confidence photons are only used as a last resort.
If in a 15 m footprint diameter there are still not enough photons present, the height
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Figure 4.4: (a) Elevation profile at site A measured by the UAV and by ICESat-2 (solid
lines), selected ICESat-2 photons (black dots) and ICESat-2 ATL06 height (pink dashed
line). The UAV and ATL06 profiles have been vertically offset by 2 m for clarity.
(b) Filtered profiles (solid lines) and residual photons elevations after filtering per 200
m windows (black dots), where the UAV and ATL03 filtered profiles have also been
vertically offset. (c) Probability density function of the filtered ICEsat-2 profile (blue
dashed line), UAV profile (orange solid line) and residual photons elevations (black line).

on that grid point is not estimated, which results in a gap. A sensitivity experiment
using different photon selection strategies and different kriging parameters is found in
Appendix 2.

The last step involves grouping the interpolated elevation measurements in 200 m
along-track windows, and the high-pass filtering using a cut-off wavelength of Λ = 35 m
(Sect. 4.2). The height of the obstacles (H ) is defined as twice the standard deviation of
the filtered signal (Eq. (4.5)).

Although 1 m resolution is still too coarse to capture all the small-scale obstacles that
contribute to form drag, we expect that most of the form drag over rough ice is caused
by the larger obstacles that are resolved by the ICESat-2 altimeter. Furthermore, the
small-scale information is still indirectly present in the scatter of the surrounding pho-
tons to the closest grid point, which is a measure of both the instrumental error and the
surface slope, but also of the surface roughness (Gardner, 1982).

An alternative approach that does not require gridding the ATL03 product to 1 m
resolution would be to use the standard deviation of the raw photon signal detrended
for the resolved 20-m resolution ATL06 data, as in Yi et al. (2005) and Kurtz et al.
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(2008). However, as we will see in the following sections, this would overestimate the
height of the roughness obstacles. Besides, the frontal area index (λ) would remain
unknown.

When working with the 1-m interpolation profile, we model the standard deviation of
the unresolved topography (σsub) according to,

σsub =
(
σ2
ph,res −σ

2
i

)0.5
/2, (4.8)

where σph,res is the standard deviation of the photon residual elevations, defined as the
signal of the selected photons minus the interpolated 1 m resolution profile (Fig. 4.4),
σi = 0.13 m is the standard deviation due to the instrumental precision (Brunt et al.,
2019). We calculate σsub for each 200 m profile. The total variance of the surface
elevation measured by the laser altimeter in 200 m intervals is the sum of both the
resolved and unresolved variance:

σtot =
√
σ̃res

2 +σ2
sub (4.9)

in which σ̃res is the resolved standard deviation of the filtered 1 m resolution profile.
The height of the roughness obstacles, corrected for the unresolved topography is then
estimated according to:

Hcorr = 2σtot (4.10)

The obstacle frontal area index (λ) is finally computed using Eq. (4.6), where the number
of obstacles (f ) is estimated from the filtered profiles. Both H and λ are then used as
input for the bulk drag model (Appendix 1), which results in one value for z0m per
200 m profile.

The filtered ICESat-2 signal and residual photon elevations at site A are shown in Fig.
4.4b, and their probability density functions in Fig. 4.4c. At this site, the filtered ICESat-
2 signal at 1 m resolution captures most of the information present in the UAV signal.
On the other hand, the residual photon elevations, defined as the selected photons
detrended for the interpolated profile under Eq. (4.9) still contain much larger scatter
than the UAV elevation profile. This demonstrates that roughness is not the only factor
explaining the scatter in the raw altimeter signal. Therefore using the residual scatter
(Eq. (4.9)) will overestimate the height of the roughness obstacles. In the next sections,
we will analyse the uncorrected height of the obstacles (H ), unless stated otherwise.

4.4 Results

4.4.1 Evaluation of the bulk drag model forced with a UAV DEM

Bulk drag models are often used as a convenient way to estimate the aerodynamic
properties of natural surfaces. Nevertheless, the number of quantitative evaluations of
these models for rough snow and ice surfaces is very limited. Brock et al. (2006) found
that z0m modelled using the method by L69 (Eq.(4.23)) agrees well with observations
over melting ice on a mountain glacier, although they used shorter profiles, up to 15
m in length, and sampled in the orientation perpendicular to the wind direction. On
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the other hand, Van den Broeke (1996) found that L69 overestimates z0m at site S4 at
the K-transect (lowest site in Fig. 4.6). The same overestimation was found by Smeets
et al. (1999), Fitzpatrick et al. (2019) and Chambers et al. (2019) for rough glacier ice,
but also by Miles et al. (2017) for a debris-covered glacier. These studies all use different
methods at different sites to estimate H and λ, which illustrates the limited suitability
of the model by L69 for realistic snow and ice surfaces.

To verify the suitability of several drag models (see Appendix 1), we use the eddy-
covariance observations at site S5 as independent validation (Sect. 4.3). Different values
of z0m are calculated for different fetch directions as depicted in Fig. 4.2. Figure 4.5
compares both the estimated z0m from in situ observations and the modelled z0m at
the end of the ablation season, as a function of the measured obstacle frontal area
index λ. The L69 model (Eq.(4.23)) overestimates z0m for λ < 0.04 at this location
(Fig. 4.5, blue line). In accord with L69, the drag coefficient of an individual obstacle
Cd = 0.25 is likely too high for naturally streamlined obstacles. Furthermore, L69 does
not consider the displacement height, which means that the height of the obstacles
(H ) relevant for form drag is overestimated. Nevertheless, L69 still yields a reasonable
estimate of z0m for λ > 0.04, which can be explained by the neglect of the displacement
that is compensated by too small Cd for these fetch directions. The method by M98
(Eq. (4.24)) does account for the displacement height and, while using the same drag
coefficient Cd = 0.25, it gives improved results for λ < 0.04 compared to L69 (Fig. 4.5,
green line). The same holds for the model by R92 (Fig. 4.5, red line). M98 is expected
to fail for very small λ, due to the absence of skin friction. Using Cd = 0.1, all three
models perform better for λ < 0.05 but perform poorly for λ > 0.04 (Fig. 4.5, dashed
lines). This is a strong indication that Cd is not constant, but varies with the wind
direction, depending on the exact placement and shape of the obstacles. In Sect. 4.4.3
we estimate the values for Cd required to fit the model to the observations; these values
vary between 0.1 and 0.3, and show a weak relationship with H . The parametrization
for Cd from Garbrecht et al. (1999) (Eq. (4.12)), for which Cd increases with H , yields
the most acceptable results when used in combination with the R92 model (Fig. 4.5).
Note that Lüpkes et al. (2012) use a constant value for Cd .

The R92 model with the parametrization for Cd allows for some variability in modelled
z0m for the same λ, but is still not able to reproduce the eddy-covariance observations
(Fig. 4.5). We attribute this to the parametrization of Cd , that was derived for sea-ice
pressure ridges and therefore likely less suitable for rough ice hummocks. Nevertheless,
the overall error between model and observation is acceptable, given the simplicity
of the bulk drag models that were designed for idealized roughness geometries. As
pointed out by L69, realistic modelling of total drag over a complex natural surface
should intuitively require a complete variance spectrum of the topography. Linking
variance spectra to the total drag has been investigated recently through numerical
simulations (Yang et al., 2016; Zhu and Anderson, 2019; Li et al., 2020), but a universal
and physically based relationship for complex surfaces is still lacking. In the next
sections, we therefore use the model of R92 with a parametrized Cd for mapping z0m
using either UAV or ICESat-2 profiles.
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Figure 4.5: Modelled z0m at site S5 using three different bulk drag models: (L69, blue
lines Lettau, 1969), (M98, green lines Macdonald et al., 1998), (R92, red lines Raupach,
1992) and using two different values for the drag coefficient for form drag: Cd = 0.25
(solid lines) and Cd = 0.1 (dashed lines). Solid grey symbols are measurements from
sonic eddy-covariance (SEC) or vertical propeller eddy-covariance (VPEC). Additional
data are from T20 (Van Tiggelen et al., 2020). Pink circles are the model results forced
with H and λ from UAV photogrammetry, using the R92 model and Cd parameterized
using Eq. (4.12).
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Figure 4.6: Estimated height of the roughness obstacles (H ) from ICESat-2 between 16
October 2018 and 06 September 2020 in the lower part of the K-transect, West Green-
land. The location of the automatic weather stations are given by the pink diamonds.
The black boxes A and B delineate the areas mapped by UAV photogrammetry. A
hillshade of ArcticDEM (Porter et al., 2018) is shown as background over the ice sheet.

4.4.2 Height of the roughness obstacles (H) estimated from ICESat-2

The estimated height of the obstacles (H ) using two years of ICESat-2 measurements
(16 October 2018 – 06 September 2020) crossing the lower part of the K-transect is
shown in Fig. 4.6. H ranges between less then 0.1 m at the higher locations, to more
than 3 m in rough crevassed areas near the ice edge. At first glance a clear pattern
of roughness emerges, in which ice dynamics and elevation seem to be the controlling
factors. Low-lying bare ice areas are rougher, while the higher, firn covered areas are
smooth. Nevertheless, the roughness is very variable locally due to isolated crevasses
and melt channels. Besides, we expect a seasonal variability that is not yet captured in
this analysis.

4.4.3 Evaluation of ICESat-2 roughness statistics against UAV DEMs

Climate models and satellite altimeter corrections require information about the larger-
scale spatial variability of surface (aerodynamic) roughness. This motivated us to com-
pare the roughness statistics acquired with high-resolution UAV photogrammetry to the
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statistics estimated from the ICESat-2 laser altimeter.

The elevation profile from the UAV survey in box A (Fig. 4.6) was already compared to
the overlapping ICESat-2 profiles in Fig. 4.4a, while H , λ and z0m are compared in Fig.
4.7. In box A, the UAV and ICESat-2 profiles were taken 11 days apart at the end of the
ablation season. The height (H ) and frontal area index (λ) of the roughness obstacles is
estimated for 200 m intervals, with each interval center separated by 50 m. Overall, the
uncorrected 1 m profile from ICESat-2 (Fig. 4.7, solid black line) clearly captures all the
largest obstacles and the large-scale variability, but still slightly underestimates both the
height (H ) and the frontal area index (λ) of the obstacles, compared to the UAV surveys
(Fig. 4.7, orange line). This is expected, given the size of the laser footprint and the
low-pass filtering properties of the kriging procedure. On the other hand, the correc-
tion using the standard deviation of the photons distribution (Eq. (4.9)) overestimates H
(Fig. 4.7, dashed black line). This can be explained by additional processes that affect
the local photon distribution but that we did not consider, such as the forward scatter-
ing in the atmosphere (Kurtz et al., 2008), the penetration of photons in the ice layer
(Cooper et al., 2021), or simply the presence of outliers that passed the median absolute
difference filter (Eq. (4.7)). Furthermore, the obstacle frontal area index (λ) is underesti-
mated by the ICESat-2 altimeter, since we do not account for unresolved obstacles when
counting the number of obstacles (f ). In addition, using the standard deviations of the
ATL03 product detrended for the 20 m resolution ATL06 signal, results in an even
greater overestimation of H (Fig. 4.7, purple line). This is due to the fact that besides
the additional processes broadening the altimeter signal, the scatter of this signal also
contains the large scale variability at wavelengths larger than Λ = 35 m. We assumed
that such large wavelengths can be neglected in the drag calculations, therefore they are
removed in the filtered UAV and ICESat-2 profiles.

Two more UAV surveys were performed in September 2019 in area B and around S5,
but the overlapping ICESat-2 profiles were measured during winter (see Table 4.2). The
comparison of H , λ and modelled z0m is given in Fig. 4.7. In area B, crevassed and
slightly rougher than A, the elevation was measured in December, three months after the
UAV survey. The uncorrected ICESat-2 profiles show a slightly more pronounced un-
derestimation of H compared to area A, which we relate to snowfall reducing the height
of the roughness obstacles. On the other hand, the corrected ICESat-2 profiles over-
estimate H by 0.06 m, which translates in an overestimation of z0m by approximately
2.5×10−3 m (Fig. 4.7). On average, the uncorrected ICESat-2 values underestimate z0m
by 2.9×10−3 m for area A and 9×10−3 m for area B, which corresponds to ≈ 40% and
≈ 36% of the average z0m estimated by the UAV at these two sites, respectively.

At site S5, UAV elevation profiles and eddy-covariance measurements are available in
September 2019, while the ICESat-2 elevation profile was measured in March (Table 4.2).
Both the satellite and the UAV profiles are shown in Fig. 4.3. Although the UAV profile
is too short to statistically compare H and λ to the ICESat-2 altimeter, the qualitative
comparison between the two confirms that the satellite altimeter is very well capable of
detecting most of the obstacles that are smaller than 20 m in width. Interestingly, some
depressions in the UAV DEM are not captured by ICESat-2, most likely as a result of
snow filling them in March. Furthermore, the bending (or ’doming’) of the UAV profile
is well visible near the edges, which is a consequence of the lack of reference ground
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Figure 4.7: (a1) and (a2), estimated height of the roughness obstacles (H ). (b1) and (b2),
estimated frontal area index. (c1) and (c2), estimated aerodynamic roughness length
(z0m). Left panels: area A. Right panels: area B. The black lines denote the roughness
statistics estimated from the ATL03 filtered profile, with or without accounting for
the residual photons elevations (dashed and solid line, respectively). The orange line
denotes estimates using UAV elevation profiles, and the pink line denotes the height of
obstacles estimated using the scatter of ATL03 photons detrended for the ATL06 signal.
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Figure 4.8: (a) Drag model evaluation at site S5. (b): Drag coefficient for form drag
(Cd ) used in the bulk drag model (black line) or required to fit the observations. The
orange solid line is the modelled z0m using the R92 model and UAV photogrammetry
on 6 September 2019, while the dashed orange line is the orange line shifted down by a
factor 10. Solid symbols are measurements from sonic eddy-covariance (SEC) or vertical
propeller eddy-covariance (VPEC). Additional data is from van Tiggelen et al. (2020,
T20). The vertical dashed line denotes the direction sampled by the ICESat-2 laser
beam on 14 March 2019. The error bar denotes the range between the uncorrected and
corrected ICESat-2 measurements.

control points in the UAV data processing, which is a common issue with UAV data
processing (James and Robson, 2014). Both H and λ are smaller in the satellite profile
than in the UAV profile, but the modelled z0m agrees qualitatively with that estimated
using observations from the AWS S5 during March-April. During this time period, z0m
is approximately a factor 10 smaller than during the end of the ablation season (Fig. 4.8,
dashed orange line). Unfortunately, the track direction of the satellite altimeter rarely
coincides with the wind direction measured by the anemometers at this location, due
to the katabatic forcing. This prevents a direct comparison of ICESat-2 roughness to in
situ observations, as the aerodynamic roughness strongly depends on the wind direction
(Van Tiggelen et al., 2020). The z0m value estimated from ICESat-2 profiles must thus
be interpreted as the aerodynamic roughness in the wind direction along the direction
of the ground laser track.

Only a high-resolution, two-dimensional DEM, e.g. obtained using a UAV, allows for an
accurate description of the aerodynamic roughness around a point of interest in multi-
ple directions. An example of such an analysis is shown for site S5 in Fig. 4.8. The R92
model applied to the UAV elevation profiles reproduces the considerable variability of
the estimated z0m using in situ observations. Across all the wind directions available
in the measurements, z0m using the UAV profiles is underestimated by 7.6×10−3 m, or
28% of the average value estimated by the SEC method in September 2019 (2.65×10−2
m). The comparison improves when comparing the modelled z0m to VPEC measure-
ments from September 2016 and August 2017 (T20), the model now overestimates the
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estimated z0m by in situ observations by 1.1 × 10−3 m, or 9% of the observed value
(1.25×10−2 m). As these data contain more wind directions, the overestimation of z0m
in the southerly fetch directions is compensated by an underestimation in the easterly
directions (Fig. 4.8). The difference between different in situ data highlights the variabil-
ity in z0m in time, but also the uncertainty in the field measurements. The difference in
averaged estimated z0m using in situ observations during the overlapping period across
all wind directions is 12% between the VPEC and the SEC methods.

The ice hummocks seen in the easterly directions have smaller H and λ, which results
in a smaller z0m than in the southerly directions. This is due to the anisotropic nature of
the ice hummocks, and is confirmed by the eddy-covariance observations, regardless of
the season. The extent of the UAV survey allows the application of the drag model for
wind directions that rarely occur during the measurement period. This is particularly
useful for the development of z0m parametrizations in atmospheric models. Interest-
ingly, the topography at site S5 translates in a wavy pattern of z0m as function of wind
direction, with two local minima at fetch directions of 90 and 180 degrees (Fig. 4.8).

To summarize, three independent but co-located methods, namely UAV photogramme-
try, ICESat-2 laser altimetry and in situ eddy-covariance measurements, allow us to
estimate the aerodynamic roughness of a rough ice surface at a specific site. The com-
parison confirms our two initial hypotheses: (1) the variability of estimated z0m using in
situ observations as function of wind direction found by T20 is indeed a consequence
of the anisotropic topography, and (2) the ICESat-2 data are very well suited to estimate
z0m of a rough ice surface in both space and time. Without correcting for the residual
scatter in photon elevations, the 1 m resolution ICESat-2 profiles most likely provide a
lower bound of roughness, as they underestimate z0m by almost a factor 2 at the two
rough ice locations in areas A and B. On the other hand, an attempt to account for
this residual scatter may lead to an overestimated z0m, by a factor that depends on the
noise in the raw altimeter data. Nevertheless, given the fact that z0m varies over several
orders of magnitude, we deem this method useful to understand the spatio-temporal
variability of the aerodynamic roughness length over the GrIS.

4.4.4 Results: Mapping the roughness length z0m using ICESat-2

In this section we apply the elevation profile filtering described in Section 4.3 and the
R92 model with parameterized Cd (see Appendix 1) to ICESat-2 ATL03 data to model
and map the aerodynamic roughness (z0m) over the K-transect. We process nearly
two years of ICESat-2 ATL03 measurements, taken between 16 October 2018 and 06
September 2020. The results, without accounting for the unresolved photon scatter,
are presented in Fig. 4.9. Within a distance of 10 km from the ice margin, z0m ranges
between 10−3 m and 10−1 m. There is a clear transition of z0m values that separates the
rough (S4, S5, KAN_L, SHR) and smooth (S6 and higher) surface in the ablation zone.
Within a distance of several km, z0m can vary by more than one order of magnitude,
e.g. north of locations S5 and KAN_L (Fig. 4.9). In order to quantify the variability
in time, we group the z0m values from ICESat-2 in two groups, July – September and
October – June, which corresponds to ICESat-2 cycles 1-3 & 5-8, and 4 & 8 respectively.
The average z0m value for the two groups in each 200 m elevation bin is presented in
Fig. 4.10. During summer, the average z0m value is 1× 10−2 m below 600 m asl, while
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Figure 4.9: Estimated aerodynamic roughness length (z0m), without accounting for the
residual photon backscatter, from ICESat-2 between 16 October 2018 and 06 September
2020 in the lower part of the K-transect, West Greenland. The location of the automatic
weather stations are given by the pink diamonds. The black boxes A and B delineate
the areas mapped by UAV photogrammetry. A hillshade of ArcticDEM (Porter et al.,
2018) is shown as background over the ice sheet.

it is around 6 × 10−3 m during the other months. The average roughness approaches
its minimum value of 10−4 m above 1000 m asl, regardless of the season. When the
ICESat-2 altimeter does not detect any obstacle, the bulk drag model only accounts for
skin friction, which is prescribed as a constant in the model. Interestingly, z0m decreases
very near the ice margin, which might be explained by the decreasing ice velocity at the
margin, as most of the glaciers in this area are land-terminating.

The measurements described in Table 4.1 are also included in Fig. 4.10. The comparison
indicates that the satellite product captures the overall variability along the K-transect
(Fig. 4.10). Especially at lower elevations, the modelled z0m is within the range of in
situ observations. The in situ roughness z0m can vary due to changing wind direction,
but also due to instrumental uncertainty. Especially the smooth sites where the profile
method has been used can exhibit large variability, such as at site S9 (see Table 4.1).

Unfortunately, the ICESat-2 altimeter is not able to detect obstacles that contribute
to form drag at sites S6 (1010 m asl) and higher. At S6, the surface is flat during
winter, but becomes rough during summer with ice hummocks with 0.6 m average
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Figure 4.10: Estimated aerodynamic roughness length (z0m) from ICESat-2 between 16
October 2018 until 06 September 2020 along the K-transect. The data were averaged
over 200 m elevation bins and two time periods: summer ( July – September, red) and
winter (October – June, blue). The variability range denotes the two-sided standard
deviation within one elevation class. The in situ observations are described in Table 4.1.

height (SB08). Unfortunately the horizontal extent of these obstacles is smaller than
the ICESat-2 footprint diameter (≈ 15 m). Higher up, the ice hummocks become even
smaller and the surface eventually becomes snow-covered year-round. Nevertheless,
snow sastrugi, known to reach up to 0.5 m height at site S10 from photographic evidence,
still contribute to form drag. This results in a maximum observed value of z0m =
7× 10−4 m at sites S9 and S10 (Fig. 4.10). Using a rough estimate for both H and λ at
S6 and S10, based on photographs taken during the end of the ablation season, yields
more realistic values for z0m (Fig. 4.11) than using H and λ from the ICESat-2 elevation
profiles. Therefore we conclude that the roughness obstacles are not properly resolved
at these locations in the ATL03 data using the algorithm presented in this study, even
when the correction using the residual photons scatter is applied. This is mainly due
to the limited footprint of the ICESat-2 measurements, but also due to the orientation
of the surface features, which limits the detectability of highly anisotropic features from
1D profile measurements. These limitations in the ICESat-2 measurements result in
a uniform prescribed value of z0m = 1 × 10−4 m for elevations above ≈ 1000 m asl.
The algorithm described in Sect. 4.3 could be adapted to extract these features from
the ATL03 data. For instance, smaller-scale obstacles could be retrieved in multiple
directions at cross-over points, using the information from multiple ICESat-2 tracks.
However, this is beyond the scope of this study, which is to map the aerodynamic
roughness of rough ice at large scales. For now, the implications of these findings for
the sensible heat flux, and thus surface ablation, remain to be investigated. The areas
with high z0m are in the low-lying ablation zone close to the ice edge, where the highest
melt rates are observed. Accounting for the variable roughness might shed light on the
drivers of these high melt rates.
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4.5 Conclusion

The aerodynamic roughness of a surface (z0m) in part defines the magnitude of the
surface turbulent energy fluxes, yet is often poorly known for glaciers and ice sheets. We
adapt the bulk drag partitioning model from Raupach (1992) such that it can be applied
to 1D elevation profiles. Forcing this model with 1 m resolution elevation profiles taken
from the ICESat-2 satellite laser altimeter, z0m becomes a quantifiable and mappable
quantity. The model assumes that the surface is composed of regularly spaced, identical
obstacles, which all have the same drag coefficient. Despite the fact that the drag
coefficient for each individual obstacle remains poorly known, the evaluation in this
study against different in situ observations, using different techniques and for different
locations and time periods, demonstrates the validity of this model. On the other hand,
the use of the model of Lettau (1969) is not recommended over a rough ice surface, as
it does not separate the form drag and the skin friction, and neglects both the effects of
the displacement height and of inter-obstacle sheltering.

Mapping surface obstacles at 1 m resolution using the ICESat-2 altimeter data proves
possible, as long as the roughness obstacles are large enough (e.g. crevasses, ice hum-
mocks). Obstacles that are small compared to the ICESat-2 footprint diameter of
≈ 15 m, such as ice hummocks found above 1000 m elevation in summer, or snow sas-
trugi expected year-round at even higher locations on the ice sheet from photographic
evidence, are not resolved by the ICESat-2 measurements when used in combination
with the methods presented in this study. This translates in a lower bound of z0m ≈ 10−3

m that can realistically be mapped using this method. Furthermore, accounting for the
scatter in the unresolved altimeter signal leads to overestimates of the aerodynamic
roughness, as this scatter is a consequence of many different processes that must indi-
vidually be modelled.

The methods presented in this paper can effectively be used to map z0m at ice sheet
elevations below 1000 m. This lower ablation area is also where the contribution of
turbulent heat fluxes to surface ablation, and thus runoff, is the largest. As a conse-
quence of the orientation of the ICESat-2 orbit, the modelled z0m must be interpreted
as the roughness that would be felt by air flowing in the direction parallel to each laser
track. Surfaces of glaciers are often anisotropic, and z0m can vary by over one order of
magnitude depending on the local wind direction.

The implications of the highly variable aerodynamic roughness for turbulent heat fluxes,
and thus surface ablation, remains to be investigated. As current regional climate
models typically use constant values for z0m, these implications can be significant,
especially in the lower ablation area where most of the surface runoff is generated. This
analysis revealed for instance that highly crevassed areas have aerodynamic roughness
values over 10−1 m, two orders of magnitude larger than typically used in regional
climate models over bare ice.
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Appendix 1: Bulk drag model

For a single roughness element of height H and frontal area Af , placed on a horizontal
area Al , R92 (Raupach, 1992) models the form drag as :

lim
λ→0

τr =
FD
Al

= ρCd
Af

Al
u(H)2 = ρCdλu(H)2, (4.11)

where Fd is the pressure drag force exerted on the obstacle, H is the obstacle height,
λ the frontal area index and Cd the drag coefficient of the obstacle. An important
uncertainty resides in choosing an accurate value for Cd , due to its dependence on the
shape of the obstacles, on the Reynolds number, and on the surface texture. Based
on the analysis by Garbrecht et al. (2002) for sea-ice pressure ridges, we choose the
following parameterization,

Cd =


0.5(0.185+0.147H) if H ≤ 2.5 m

0.5
(
0.22log(

H
0.2

)
)

if H > 2.5 m
(4.12)

Note that the factor 0.5 is a consequence of a different definition for Cd in Garbrecht
et al. (2002) than Eq. (4.11).

Similarly, R92 models the skin friction for an unobstructed flat surface as:

lim
λ→0

τs = ρCs(z)u(z)
2 (4.13)

where Cs(z) is the drag coefficient of the flat surface, referenced at a height z. Following
Andreas (1995), Cs(z) is estimated from the 10-m drag coefficient Cs(10) measured over
a flat surface, according to:

Cs(z) =
[
Cs(10)

−0.5 − 1
κ

(
ln

(
10− d
z − d

)
− Ψ̂m (z)

)]−2
, (4.14)

with Cs(10) = 1.2071× 10−3, which yields z0m = 10−4 m for a perfectly flat surface in
this model. This value was chosen as it is the minimum value estimated using in situ
observations by Smeets and Van den Broeke (2008a) during winter over different snow
surfaces.

In reality, the total surface shear stress is the sum of both the form drag on each
individual obstacle (τr ), and the skin friction on the underlying surface (τs) (Eq. (4.3)).
Furthermore, an additional complexity arises at increasing obstacle frontal area index
(λ), as the obstacles may effectively shelter a part of the surface and each other, thereby
reducing both the skin friction and the form drag. Based on the previous work of Arya
(1975), and on scaling arguments of the effective shelter volume, R92 includes sheltering
and models the total surface shear stress over multiple obstacles as:

τ(λ) = τs(λ) + τr (λ) (4.15)

= ρu(H)2
[
Cs(H)exp

(
−cλu(H)

u∗

)
+λCdexp

(
−cλu(H)

u∗

)]
, (4.16)
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where c = 0.25 is an empirical constant that determines the sheltering efficiency. The
latter equation may be written in the form:

Xe−X = a, (4.17)

with:

X =
cλ
2

u(H)
u∗

, (4.18)

a =
cλ
2

(Cs +λCd )
−0.5 , (4.19)

which is solved iteratively using Xi+1 = eXi and X0 = a, after R92. The solution yields
u(H)
u∗

.

The conversion of
u(H)
u∗

to z0m,R92 is finally possible using the semi-logarithmic wind

profile Eq. (4.2) and referencing the wind speed at z = H . However, an expression
for the displacement height d and the roughness sublayer profile function �Ψm(z) is still
required. For the displacement height, the simplified expression by Raupach (1994) is
used:

d =H

[
1− 1− exp(−

√
cd1λ)√

cd1λ

]
(4.20)

with cd1 = 7.5, which is then used to derive the value for Ψr at height z = H using the
following expression: �Ψm(H) = log(cw)− 1+ cw (4.21)

where,

cw =
z∗ − d
H − d

, (4.22)

in which z∗ is the upper height of the roughness layer. Raupach (1994) empirically
determined that cw = 2, which yields �Ψm(H) = 0.193.

To summarize, the aerodynamic roughness length z0m of an elevation profile of length
L is modelled according to the following steps:

• The elevation profile is high-pass filtered using a cut-off wavelength Λ = 35 m.

• The obstacle height (H ) is set to twice the standard deviation of the filtered profile.

• Each group of consecutive positive heights is defined as a single obstacle, which
yields the amount of obstacles (f ) per profile length (L).

• The frontal area index (λ) is calculated using Eq. (4.6).

• The displacement height d is estimated with Eq. (4.20).

• Cs(z) is evaluated at z = H using Eq. (4.14), while Cd is parameterized using Eq.
(4.12).
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Figure 4.11: Estimated z0m using the R92 model with parameterized Cd (Appendix 1),
as function of obstacle height H and frontal area index λ. The solid squares denote the
estimated H and λ at three sites using UAV surveys. The dashed squares are estimates
based on photographs taken at the end of the ablation season. See Fig. 4.1 for the
location of each site.

•
u(H)
u∗

is estimated from Eqs. (4.17) - (4.19).

• z0m/H is estimated by evaluating the logarithmic wind profile at a height z = H ,
using Eq. (4.2)

Following the steps above, z0m can be estimated for any H and λ, which is done in Fig.
4.11. At areas A, B and site S5, H and λ are estimated from the UAV surveys and from
ICESat-2 data. At site S6, we assume that H = 0.6 ± 0.1 m and λ = 0.045 ± 0.015,
based on photographs taken during the end of the ablation season. At the highest site
S10, we assume that H = 0.3± 0.2 m and λ = 0.02± 0.01, which are typical values for
sastrugi (Andreas, 1995).

Other attempts have been made to relate z0m to the geometry of multiple surface rough-
ness elements. For instance L69 (Lettau, 1969) empirically relate z0m to the average
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frontal area index of the roughness obstacles, which has been adapted by Munro (1989)
for the surface of a glacier:

z0m,L69 = 2CdH
Af

Al
= 2CdHλ. (4.23)

Note that Eq. (4.12) was adapted in order to be consistent with the definition of Cd in
Eq. (4.11). In fact, M98 (Macdonald et al., 1998) have shown that Eq. (4.23) can be
obtained by assuming that there is only form drag, and by setting d = 0, �Ψm(z) = 0
and Cd = 0.25. By including the displacement height d, M98 is able to reproduce the

non-linear feature of the
z0m
H

= f (λ) curve:

z0m,M98 = (H − d)exp
−[Cd

κ2 λ

(
1− d

H

)]−0.5 . (4.24)

Appendix 2: Sensitivity experiments

Cutoff wavelength Λ

We find that the optimal value of the cutoff wavelength for the high-pass filter is Λ =
35 m. This may be explained by the fact that the resulting filtered topography using
Λ = 35 m still contains most (≈ 80%) of the total variance of the slope spectrum. The
latter is defined as the power spectral density of the first derivative of the elevation
profile. A sensitivity experiment using different values for Λ at S5 can be found in Fig.
4.12. Changing the value for Λ strongly impacts the estimated H (Fig. 4.12c), as the
elevation profiles considered here contain information at all wavelengths (Fig. 4.12a).
On the other hand, increasing the value for Λ above 35 m does not significantly affect
the estimate frontal area index λ (Fig. 4.12b). Overall, increasing Λ from 10 m to 50 m
increases the modelled z0m from 7.6 × 10−4 m to 2.8 × 10−2 m at S5, in the direction
184◦ that matches the ICESat-2 track (Fig. 4.12d).

ATL03 kriging parameters

In order to interpolate the geolocated photons product ATL03 in a regular 1-m resolu-
tion elevation profile, a fixed set of interpolation parameters was used, referred to as the
default set. These are the median filter coefficients in Eq. (4.7) qlow = 1 and qhigh = 2,
the median filter window length of 50 m, the choice of a gaussian covariance function
with a radius of 15 m in the kriging equations, and the maximum distance of photon
distance to each regular grid point of 15 m.

This default parameter set was found to give robust results, even when only medium
or low confidence photons are present in the ATL03 data. A sensitivity experiment by
varying each parameter separately in a 200-m portion of areas A and B is given in Fig.
4.13. While the interpolated ATL03 elevation still misses small-scale features present in
the UAV data, varying each parameter does not give improved results (Fig 4.13).
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Figure 4.12: (a) Filtered elevation profile in direction 186◦, (b) estimated obstacle frontal
area index, (c) estimated obstacle height and (d) modelled aerodynamic roughness length
at site S5 for different high-pass cutoff wavelengths Λ. See Figure 4.8 in main text for
the labels in panel d).
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Figure 4.13: Elevation profiles in a 200-m portion of area A (left) and area B (right). The
top panels contain the ATL03 data sorted in confidence levels (dots), the ATL06 data
(pink triangles), the profiles measured by UAV photogrammetry (orange line) and the
1-m interpolated ATL03 data using the default settings used in the main text (blue line).
The bottom panels contain the 1-m interpolated AT03 data using different origins and
photon filtering settings.
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Chapter 5

Observed and parameterised roughness lengths for
momentum and heat over rough ice surfaces

Summary

Turbulent heat fluxes, i.e the sensible heat flux and latent heat flux, are important
sources/sinks of energy for surface melt over glaciers and ice sheets. Therefore, credible
simulations of e.g. future Greenland Ice Sheet mass loss need an accurate description of
these fluxes. However, the parameterisation of surface turbulent heat fluxes in climate
models requires knowledge about the surface roughness lengths for momentum, heat
and moisture, which are currently either unknown or tuned to indirect observations.
In this study we take advantage of a large dataset of eddy covariance observations ac-
quired during multiple years and at multiple sites over the Greenland Ice Sheet. These
in-situ observations are used to develop an improved parameterisation for the rough-
ness length for momentum, and update the parameterisation for the roughness lengths
for heat and moisture over rough ice surfaces. The newly derived parameterisations
are implemented in a surface energy balance model that is used to compute surface
melt. Sensitivity experiments confirm the high sensitivity of surface melt to the chosen
roughness length models. The new parameterisation models the sensible heat flux to
within 10 W m−2, and the cumulative ice ablation within 10% at three out of four sites.
Two case studies demonstrate the important contribution of the turbulent heat fluxes
to surface ablation. The presented roughness parameterisations can be implemented in
climate models to improve the physical representation of surface roughness over rough
snow and ice surfaces, which is expected to improve the modelled turbulent heat fluxes
and thus surface melt.

This chapter is published as: Van Tiggelen M., Smeets C.J.P.P., Reijmer C.H., Van den Broeke M.R.,
Van As D., Box J.E., Fausto R.S. (2023) Observed and parameterised roughness lengths for momentum
and heat over rough ice surfaces. Journal of Geophysical Research: Atmospheres, 128, e2022JD036970.
https://doi.org/10.1029/2022JD036970
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5.1 Introduction

The Greenland Ice Sheet (hereafter, the ice sheet) is a major contributor to contempo-
rary sea level-rise (Shepherd et al., 2020), and is expected to contribute further during
the next century (Goelzer et al., 2020). The recent increase in the ice sheet’s mass loss
is for an important part caused by a decrease in surface mass balance (SMB), which is
explained by an increase in surface melt and subsequent runoff (Van den Broeke et al.,
2016; Hanna et al., 2021; Mankoff et al., 2021). Surface melt is known to be correlated
to the large-scale atmospheric circulation (Huai et al., 2020; Mattingly et al., 2020). Yet,
state-of-the-art regional climate models (RCMs) still show considerable differences in
modelled melt in the ablation area (Fettweis et al., 2020), the area where the surface
mass balance is negative and bare ice is at the surface during the melting season. In
the ablation area, both the interdiurnal and interannual variability in surface melt are
strongly influenced by the turbulent exchange of sensible and latent heat at the surface,
i.e. the sensible heat flux (SHF) and latent heat flux (LHF) (Van den Broeke et al., 2011;
Wang et al., 2021).

Short-lived heat waves can cause anomalous surface melt through turbulent heat fluxes
(Fausto et al., 2016a). Such an extreme melt event is illustrated in Figure 5.1a showing
modelled SHF from the regional climate model RACMO2.3p2 on 28 July 2021 (Noël
et al., 2019). On this day, daily averaged SHF peaked with values up to 150 W m−2 over
many parts of the ablation area, including the K-transect, a transect of mass balance
observations and weather stations located on the western margin of the ice sheet. On
this day, the near-surface air temperature was above the melting point hence the SHF
was directed towards the surface and contributed to surface melt. A different situation
(Figure 5.1b) occurred on 11 September 2020. At this time, large scale conditions led to a
daily averaged SHF reaching 100 W m−2 over the Q-transect, which is a similar transect
of surface observations located on the southern part of the ice sheet. However, sub-
zero near-surface air temperatures that are typical for this time of year mean that the
SHF heated the surface, but did not contribute to melt, which was zero. Consequently,
accurate simulations of future Greenland Ice Sheet mass loss require an accurate rep-
resentation of the turbulent heat fluxes, during a variety of large scale atmospheric
conditions. Both these case studies will be investigated in more detail using in-situ
observations in Section 5.4.2.

The focus of this study is on contemporary Greenland Ice Sheet SHF, how it is observed
in-situ and calculated in surface energy balance (SEB) and RCM applications. In at-
mospheric models, the surface turbulent heat fluxes are virtually always parameterised
using a bulk turbulence model that relies on knowledge of the roughness lengths for
heat, moisture and momentum (Moene and van Dam, 2014). These roughness lengths
determine the vertical transport of heat, moisture and momentum at the surface through
turbulent diffusion, and as such influence the calculation of melt energy over the ice
sheet (Braithwaite, 1995; Herzfeld et al., 2006). The roughness lengths are not well
known over the ice sheet, therefore constant values for the roughness length for mo-
mentum (z0m) are used in most models. While it is known that z0m for ice and snow
can vary over two orders of magnitude in both time and space due to changing surface
conditions (Brock et al., 2006; Smeets and Van den Broeke, 2008a; Smith et al., 2016;
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Figure 5.1: Daily averaged modelled SHF on 28 July 2021 (a) and on 11 September 2020
(b) using the regional climate model RACMO2.3p2, with the 10-m wind vectors and 0◦C
isotherm of 2m air temperature. The locations of the K-transect and of the Q-transect
are shown. Site QAS_L is on the Q-transect, and sites S5, KAN_L/SHR and S6 are on
the K-transect. Both case studies are investigated further in Section 5.4.1.

Fitzpatrick et al., 2019; Van Tiggelen et al., 2021), a practical parameterisation of z0m
over the ice sheet is still lacking. The roughness length for heat (z0h) is commonly set
as a constant fraction of z0m. In reality, the fraction z0h/z0m for ice/snow is expected
to decrease with increasing roughness Reynolds number, i.e with the turbulent inten-
sity of the flow (Andreas, 1986; Smeets and Van den Broeke, 2008b; Guo et al., 2011;
Sicart et al., 2014; Elvidge et al., 2021). The common reason for these simplifications
is that direct observations of z0m, z0h and SHF, and therefore the verification of such
relationships, are scarce over the ice sheet.

In this study we present a unique dataset of eddy-covariance measurements collected in
the ablation area of the Greenland Ice Sheet at four different locations during different
time periods. We combine these new measurements with previously published eddy
covariance measurements taken over rough melting ice, in order to develop improved
parameterisations for both z0m and z0h. In Section 5.2 we describe the observations
and the SEB model used in this study. In Section 5.3, we further develop the work of
Smeets and Van den Broeke (2008a,b); Van Tiggelen et al. (2021), where we present
a new simple parameterisation for the variation in height of ice hummocks, and an
updated parameterisation for z0h. In Section 5.4.1 we perform sensitivity tests with
the SEB model over a 5 year period (2016-2021), and present the first evaluation of
modelled SHF over several rough, melting ice sites on the ice sheet using direct eddy
covariance observations. Finally we compare the new SEB model output to a data set
of observations, including melt, during two cases studies in Section 5.4.2.
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5.2 Methods

5.2.1 Theory

When a snow or ice surface is at the melting point, the energy available for melt (M ) is
determined by the surface energy balance:

M = Rnet + SHF +LHF +G, (5.1)

with Rnet the net absorbed radiation by the surface, SHF the turbulent sensible heat
flux, LHF the turbulent latent heat flux and G the subsurface conductive heat flux, all
expressed positive when directed towards the surface in W m−2. The SHF and LHF are
defined as the net turbulent transfer of sensible and latent heat from the atmosphere to
the surface:

SHF = −ρaCpw′T ′ ,

LHF = −ρaLe,sw′q′ ,
(5.2)

with ρa the air density, Cp = 1004 J kg−1 K−1 the dry air specific heat capacity, Lm,s
the latent heat for either evaporation (Le) or sublimation (Ls), w

′ the turbulent fluctua-
tions of vertical air velocity, T ′ the turbulent fluctuations of air temperature and q′ the
turbulent fluctuations of specific humidity. The overbar denotes time averaging. When
the sampling rate of the observations is not high enough to capture all near-surface
turbulence, or when near-surface turbulence is not explicitly captured in a model (e.g.
in RCMs), the surface turbulent heat fluxes are commonly approximated using the time
averaged vertical gradients by invoking Monin-Obukhov similarity theory:

w′T ′ = −
 κu(z)
ln( z

z0m
)−Ψm(

z
L ) +Ψm(

z0m
L )

 κ(T (z)−Ts)
ln( z

z0h
)−Ψh(

z
L ) +Ψh(

z0h
L )

 ,
w′q′ = −

 κu(z)
ln( z

z0m
)−Ψm(

z
L ) +Ψm(

z0m
L )


 κ(q(z)− qs)
ln( z

z0q
)−Ψq(

z
L ) +Ψq(

z0q
L )

 ,
(5.3)

in which u(z), T (z) and q(z) are the time averaged horizontal wind speed, air tempera-
ture and specific humidity at a height z above the surface, respectively, Ts is the surface
temperature and qs is the surface specific humidity which is assumed at saturation. Ψm,
Ψh and Ψq are the vertically integrated stability functions for momentum, heat and
moisture, that we take from Holtslag and De Bruin (1988), L is the Obukhov length
and κ = 0.4 the Von Kármán constant. z0m, z0h and z0q are the roughness lengths
for momentum, heat and moisture, which are defined as the heights above the surface
where the logarithmic vertical profile of wind speed, temperature and specific humidity
extrapolate to their surface values, respectively. The two terms Ψ( z0L ) are small com-
pared to Ψ( zL ) so we set them to 0. We assume that Ψq = Ψh and that z0q = z0h.
The validity of Monin-Obukov similarity over rough, melting ice has been challenged
over mountain glaciers by the eddy covariance observations of e.g. Conway and Cullen
(2013) and Radić et al. (2017). However, no direct evaluation of SHF has so far been per-
formed over the margin of the ice sheet. In this study we assume that Monin-Obukhov
similarity is valid, which allows us to estimate the roughness lengths using the measured
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fluxes and vertical gradients according to:

z0h ≃
z

exp
(
κ T (z)−T s

T∗
+Ψh(

z
L )

) (5.4)

z0m ≃
z

exp
(
κ u(z)

u∗
+Ψm(

z
L )

) (5.5)

where u∗ = (u′w′
2
+v′w′

2
)1/4 is the friction velocity and T∗ = −w′T ′/u∗ is the turbulent

temperature scale, with u′ and v′ the turbulent fluctuations of the two components of
horizontal wind speed.

5.2.2 Observations

Automatic weather stations (2016 - 2021)

Near-surface meteorological and turbulence observations were performed at four sites
(Figures 5.1 and 5.2). QAS_L is the lowest site of the Q-transect on the southern Green-
land Ice Sheet (Hermann et al., 2018), while S5, SHR/KAN_L, and S6 are located in the
lower ablation area along the K-transect on the western Greenland Ice Sheet (Smeets
et al., 2018). At each site, an automatic weather station (AWS) continuously records 30
min averages of wind speed, wind direction, the four broadband radiation components,
air temperature, air relative humidity, air pressure and surface height change during
the study period (September 2016 - August 2021). Additional details concerning the
AWS data and underlying corrections are given by Smeets et al. (2018) for sites S5 and
S6, which are part of the IMAU AWS network, and by Fausto et al. (2021) for sites
KAN_L and QAS_L, which are part of the PROMICE AWS network. The data include
the corrections for incoming direct shortwave radiation for station tilt, the heating of
the unventilated air temperature, humidity and longwave radiation sensors, but also the
correction of the longwave radiation sensors for the internal sensor temperature and
the calibration of the relative humidity sensors with respect to the ice saturation hu-
midity. Different instruments were used to measure the daily ice ablation in addition
to the yearly stake measurements: an ablation draw-wire (ADW), a pressure transducer
assembly (PTA) or a sonic height ranger mounted on fixed stakes (SR). Details of the ice
ablation instruments at each station are given in the Appendix, together with the exact
location of each site.
At sites S5 and SHR/KAN_L, the sensor’s height above the surface relevant for turbu-
lent flux calculations is not well defined due to the presence of ice hummocks (Figures
5.2b,c). The AWS are typically located on top of an ice hummock, therefore we convert
the height of the instruments above the local surface to the true height relevant for the
turbulent flux calculations (z in Equation 5.3) according to Van Tiggelen et al. (2020):

z = zm +H − d, (5.6)

with zm the height of the sensors above the local surface, H the a-priori assumed average
height of the hummocks above the surrounding topography and d the displacement
height, which is the reference height above the surface relevant for the flux calculations
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Figure 5.2: Eddy-covariance stations at (a) QAS_L (b) S5 (c) SHR and (d) S6. In (a), (b)
and (c), both a SEC and VPEC system were operated. In (d) only a VPEC system was
installed.

(Jackson, 1981). Both H and d have a seasonal variability over the ice sheet due to
changing surface conditions, but we assume that this seasonal variability in surface
conditions only has an influence on the turbulent flux calculations through changes in
z0m, as will be shown in Section 5.3.1. For S5 and SHR/KAN_L we assume H = 1 m
and d = 0.3 m to process the AWS and eddy covariance measurements.

Eddy covariance stations

At QAS_L, S5 and SHR, sonic eddy covariance (SEC) systems were installed in Septem-
ber 2019 on a separate mast with a CSAT3 instrument (Campbell Scientific) at 3.9 m
height at QAS_L and a CSAT3B instrument (Campbell Scientific) at 3.5 m above the
local surface at S5 and SHR (Figure 5.2). The instruments were installed such that
the transducer heads point towards the prevailing katabatic wind direction, in order
to mitigate for the flow distortion by the instruments as much as possible. The SEC
system samples all three wind speed components and air temperature at a rate of 10
Hz, and records the 30-min averages and covariances including w′T ′ , u′w′ and v′w′ .
At the same height, air temperature is sampled at 10 Hz with a fine-wire thermocouple
(FW3, Campbell scientific). All three masts were also equipped with a vertical propeller
eddy covariance (VPEC) system which records the same variables at a rate of 5 Hz
(Van Tiggelen et al., 2020). An additional VPEC system was also installed on the AWS
mast since September 2016 at sites S5 and S6 that samples at a rate of 0.25 Hz. In
addition, we use 2012 SEC data from site S10 (K-transect) from Lenaerts et al. (2014),
and 2004 SEC data from S6 and 1996 SEC data from the Vatnajökull icecap (Iceland,
Smeets and Van den Broeke (2008a)). These data are complemented with previously
unpublished CSAT3 data from site S5 collected during 2006 and 2008. At QAS_L,
the SEC system was complemented with an open path gas analyser (LI-7500, LI-COR)
in September 2020 that samples the H2O concentration at 10 Hz. Some SEC systems
were not sampling continuously in order to save power. In total, we use 12 different
SEC datasets and 2 different VPEC datasets recorded at 7 different locations between
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1996 and 2021. An overview of all the available eddy covariance data is given in the
Appendix.

The 30-min averages and covariances are rotated in the average flow direction and tilt
corrected using a pitch and a yaw rotation. In addition, we remove the influence of
humidity on the SHF as measured with a sonic anemometer using the method from
Schotanus et al. (1983) with AWS data. We correct for lateral sensor separation and
sampling time-lags using the method described in Moore (1986). The 1996 eddy covari-
ance data from Iceland are also corrected for cross-wind using the method described
by Schotanus et al. (1983), since an older type of sonic anemometer was used. Fi-
nally, for the VPEC data we apply the sensor response time corrections as described
by Van Tiggelen et al. (2020). For the CSAT3 data, we apply a transducer shadowing
correction on the 30-min averaged data based on Fig 6. in Horst et al. (2015). For the
LI-7500 data we correct for air density fluctuations in the measurement volume using
the correction from Webb et al. (1980).

The following data selection criteria are applied to the 30-min averaged eddy co-
variance data. First, we minimise the uncertainty in the stability corrections by se-
lecting near-neutral runs (0 < z/L < 0.2) and we remove data with a low signal-to-
noise ratio using the criteria u∗ > 0.1 m s−1, u > 3 m s−1 and |SHF | > 20 W m−2.
We remove non-stationary runs by requiring ∂T /∂t < 0.6 K hr−1 and ∂u/∂t < 2
m s−1 hr−1. We mitigate for possible flow distortion by requiring that |v′w′/u′w′ | < 0.5

and 1.1 <
√
w′2/u∗ < 1.5, and by only selecting wind directions that lie within ±45◦

of the orientation of the transducer heads. We remove runs affected by noise by re-
quiring that u∗ < 1.5m s−1. The latter value was found to be an optimal threshold to
remove runs affected by solid precipitation or blowing snow. For the VPEC data we
remove the short gaps due to stalling or freezing of the vertical propeller by selecting

runs that verify
√
w′2 > 0.5 m s−1. Finally, when computing z0h for all sites except for

S10, we remove the uncertainty in determining Ts by only selecting data taken above a
melting surface, i.e T (z) > 275.15 K, and set the surface temperature to Ts = 273.15
K. For the highest site S10 we require T (z) > 260 K and compute Ts from the outgoing
longwave radiation, otherwise too few data would remain. The amount of data after ap-
plying these criteria is significantly reduced (Appendix), but minimises the instrumental
uncertainties.

5.2.3 SEB model

The SEB model used in this study is a further developed version of the model used by
Reijmer et al. (1999), Kuipers Munneke et al. (2018b), Jakobs et al. (2019) and Huai et al.
(2020). The model calculates snow melt and ice ablation by closing the SEB (Equation
5.1). We force the model with 30-min average AWS observations, from 15 September
2016 until 9 August 2021. To compute the turbulent heat fluxes, Monin-Obukhov sim-
ilarity is assumed (Equation 5.3). The latter requires a value for the roughness lengths
z0m and z0h, which are either set as constants or parameterised using the new equations
derived in the following section. A 24 hour moving average albedo is used to compute
downward shortwave radiation based on the measured upward shortwave radiation (Van
den Broeke et al., 2004). Downward longwave radiation is prescribed from observations,
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while upward longwave radiation is computed using the calculated surface temperature
and assuming emissivity = 1. The latter was chosen to match the measured upward
longwave radiation over a melting surface. The surface temperature (Ts) is computed by
iteration, then the excess energy is defined as M , and is used for melting either snow
or ice.

The SEB model includes a subsurface routine to calculate the conductive heat flux G.
The model computes diffusive heat transfer up to a depth of 25 m, with a variable
amount of layers of 0.01 m thickness near the surface increasing to 2 m at the bottom.
At the bottom we assume that the temperature is unaffected by the air temperature
fluctuations in these 5 year simulations, thus we set a zero heat flux. The subsur-
face temperature is initialised on 15 September 2016 across the whole column with the
measured, multi-year average air temperature at each site. Subsurface penetration of
shortwave radiation in the ice/snow layers is not taken into account. The latter is known
to cause significant internal melt at these locations (Van den Broeke et al., 2008), yet
we assume that the total melt energy always interacts at the top layer. The snow has a
fixed density of 400 kg m−3, and the snow depth measured by a sonic height ranger is
prescribed in the model, and assumed to be zero as soon as ice ablation is recorded by
the AWS, in order to accurately represent the start of the ice ablation season.

5.3 Parameterisation of roughness lengths

5.3.1 Roughness length for momentum z0m
Figure 5.3 shows the daily averaged z0m at sites S5 and S6 between 2016 and 2021.
These values are calculated from VPEC observations using Equation 5.5, and selecting
only data within 20◦ of the prevailing katabatic wind direction. Outside these wind
directions, the time-averaged z0m can vary by one order of magnitude (Van Tiggelen
et al., 2020). At S5, the z0m values range between ≈ 6× 10−3 m before the start of the
ablation season to ≈ 2× 10−2 m at the end of the ablation season, which is consistent
with previous studies at this location (Smeets and Van den Broeke, 2008a; Van Tiggelen
et al., 2021). At the higher location S6, the same strong seasonal cycle is present but
z0m values are lower and do not exceed ≈ 5× 10−3 m.

Based on previous drag modelling work (Raupach, 1992; Van Tiggelen et al., 2021), z0m
is known to directly depend on both the average height of the roughness obstacles after
high-pass filtering of the topography (Hmod ), and on the obstacle frontal area index (λ).
If we consider the obstacles along a fixed wind fetch direction, and we assume that
all the obstacles have the same height, then λ = f Hmod /100, with f the number of
obstacles per 100 m profile length, and Hmod the modelled height of the ice obstacles.
As an approximation, we take f = 8 obstacles per 100 m, based on UAV surveys over
this rough ice area (Van Tiggelen et al., 2021). We then model the total obstacle height
as :

Hmod =Hice −Hsnow, (5.7)

where Hice is the height of the ice obstacles and Hsnow is the snow depth, either taken
from AWS observations or from RCM output. Note that although they represent the
same physical quantity, H , Hmod since the seasonal cycle in obstacle height is not
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Figure 5.3: Top panels: S5 (a) and S6 (b): daily averaged z0m estimated from obser-
vations in a fixed wind direction interval (black dots), modelled z0m using the new
parameterisation from this study (orange line), and measured daily averaged albedo
(blue dots). Bottom panels: S5 (c) and S6 (d): measured daily snow depth (black line),
seasonal ice ablation (blue line) and modelled ice roughness height Hice (orange line).
The shaded areas denote time periods when no ice ablation is recorded by the draw
wire. The green arrow in (c) denotes the modelled height of the obstacles (H).
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known a priori. Varying H at site S5 between 1 ± 1 m in Equation 5.6 translates
in at most a factor 2 difference in estimated z0m from observations, or one order of
magnitude less than the observed seasonal cycle in z0m (Figure 5.3). Snowfall is assumed
to fill in the depressions of the topography, which effectively reduces the apparent height
of the obstacles seen by the wind. The latter is confirmed when visiting the stations
during the accumulation season. Hice is bounded according to Hmax/2 < Hice < Hmax
where Hmax is the prescribed maximum height of the obstacles observed at the end of
the ablation season, for a particular wind direction. Hice increases during the ablation
season due to differential melting and decreases during the accumulation season due to
differential sublimation, only when the ice obstacles are not completely buried by snow,
i.e:

∆Hice =

∆Hmelt +∆Hsubl if Hsnow < Hice,

0 otherwise.
(5.8)

where ∆Hice is used to compute the new ice obstacle height in the next time-step
according to:

Hice,i+1 =Hice,i +∆Hice, (5.9)

where i is the current time-step iteration. We model the increase in ice obstacle height
during each time-step as:

∆Hmelt = KmMmelt , (5.10)

where Mmelt is the accumulated ice melt during the same time step in meters, either
taken from observations or from model output. The constant was set to Km = 0.1
in order to match the z0m observations during the ablation season. A more precise
calibration of Km would require several repeated surveys of the ice obstacles at a single
location using e.g. photogrammetry, as in Van Tiggelen et al. (2021). We assume a fixed
decrease in ice obstacle height due to sublimation only when there is no melt:

∆Hsubl =

Ks (mmday−1) if Mmelt = 0,
0 (mmday−1) otherwise.

(5.11)

The quantity Ks is fixed to Ks = 2 mmday−1, based on short-term height ranger
measurements and time-lapse imagery taken during the accumulation season over bare
ice at site S5.

The roughness length for momentum (z0m) is then computed using the simplified drag
partitioning model from Raupach (1994):

z0m = (H − d)exp(−κγ)exp(Ψ̂H ), (5.12)

with Ψ̂H = 0.193 the wind profile correction within the roughness sublayer and,

γ = (Cs +Cdλ)
−0.5, (5.13)

in which the form drag coefficient (Cd ) is adapted from Garbrecht et al. (2002) (see also
Van Tiggelen et al. (2021)) according to:

Cd =


0.5(0.185+0.147H) if H ≤ 2.5 m

0.5
(
0.22log(

H
0.2

)
)

if H > 2.5 m.
(5.14)
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The skin drag coefficient is modelled as:

Cs =
[
Cs,10

−0.5 − 1
κ

(
ln

(
10− d
H − d

)
− Ψ̂H

)]−2
, (5.15)

with Cs,10 = 1.2071×10−3 after Van Tiggelen et al. (2021). The displacement height (d)
is calculated as:

d =H

(
1− (1− exp(−(c1λ)0.5))

(c1λ)0.5

)
, (5.16)

with c1 = 7.5.

It must be noted at this point that the model from Raupach (1994) (Equation 5.12) is
only valid for moderate frontal area densities (λ ≤ 0.1), which corresponds to roughness
obstacles not higher than 1.25 m when assuming f = 8 obstacles per 100 m. For larger
obstacles, over-sheltering might become important, which may require more sophisti-
cated models (Shao and Yang, 2008). Furthermore, this model yields an unrealistic
value of z0m = 0 m when H = 0 m. This is overcome by setting a lower limit to H of
0.01 m, which then yields z0m ≈ 10−4 m.

In summary, the height of the roughness obstacles (H ) is determined using ice ablation
and snow depth, and by prescribing a constant value for Hmax for each location. Then
the corresponding z0m values are computed using the steps above. The model results
at S5 and S6 are shown in Figure 5.3, where the only varying parameter across sites
is Hmax . At S5 we set Hmax = 1.2 m and at S6 we set Hmax = 0.6 m, based on
photographic evidence. The resulting modelled z0m at S5 and S6 during 2016-2021 is
shown in Figure 5.3. The model is able to accurately simulate the yearly z0m cycle at
both stations, although differences persist. Interestingly, the logarithmic increase of z0m
during summer due to obstacle height increase is coincident with the decrease in albedo
due to surface impurities, which is consistent with remote sensing observations (Nolin
and Payne, 2007). As such, during a high melt year such as 2019, albedo is lower than
usual while z0m is larger than usual, since differential melting is greater. Furthermore,
winter z0m value are underestimated at S6 when all the ice obstacles are buried by snow.
In contrast, z0m values are overestimated during winter in 2018 and 2019 at S5. This
means that additional processes must be considered for a snow surface, such as the
development of sastrugi as parameterised by Agosta et al. (2019), or the influence of
blowing snow. For a melting snow surface, the development of ablation hollows may also
be an important process for z0m (Brock et al., 2006). Nevertheless, the newly developed
model better reproduces the seasonal z0m evolution than, e.g, using a constant value
for snow and ice (Brock et al., 2006).

5.3.2 Roughness length for heat z0h
The ratio of roughness length for heat (z0h) over z0m for all 12 datasets of SEC obser-
vations is shown in Figure 5.4 as function of the roughness Reynolds number Re∗ =
u∗z0m/ν, where ν = µ/ρ is the air kinematic viscosity, ρ the air density and µ the air
dynamic viscosity. Both z0m and z0h are estimated from 30-min sonic eddy covariance
observations using Equations 5.4 and 5.5, and the ratio z0h/z0m is bin-averaged per
dataset and per month for different logarithmically-spaced Re∗ classes.
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Figure 5.4: Observed z0h/z0m ratio as function of roughness Reynolds number Re∗ =
u∗z0m/ν for 12 sonic eddy covariance datasets acquired over melting snow/ice. Top
panels (a-f) separate the data in monthly intervals from May to October, while the
bottom panel (g) contains all the data averaged in logarithmically spaced bins. The
continuous and dashed lines denote the models from Andreas (1986); Brutsaert (1982);
Joffre (1988); Kanda et al. (2007); Smeets and Van den Broeke (2008b); Li et al. (2020),
and the updated parameterisation (Equation 5.17). Symbols denote the bin-averaged z0m
per dataset, and the shaded area in (g) denotes two times the standard deviation of all
the data per Re∗ bin. The black dots in (a-f) denote all the data used for bin-averaging.
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No clear seasonal relationship is visible (Figure 5.4a-f), yet all the datasets confirm
that the z0h/z0m ratio strongly decreases for increasing Re∗ (Figure 5.4g). This is a
consequence of form drag that increases turbulent momentum transfer at higher Re∗
values, whereas turbulent heat transfer is controlled by the much less efficient process
of molecular diffusion, which occurs in the very thin viscous layer in direct contact
with the surface. However, not all the datasets imply the same z0h/z0m relation versus
Re∗. At the smoother surface of sites S6, A4 and QAS_L, the observed z0h/z0m ratio
generally agrees with the parameterisation of Smeets and Van den Broeke (2008b). At
the rougher sites S5, A5 and SHR, the data lie between the model of Andreas (1986)
and the parameterisation of Smeets and Van den Broeke (2008b). This means that the
modelled sensible heat fluxes using the latter parameterisation will be larger than the
observed fluxes, at least when using the same gradients and z0m. The other models
(Brutsaert, 1982; Joffre, 1988; Kanda et al., 2007; Li et al., 2020) also fail to reproduce
the observed z0h/z0m for the whole range of Re∗.

When bin-averaging all the 12 datasets over all time periods, the following new rela-
tion best reproduces the observations, which is an adapted version of the model from
Andreas (1986):

ln
(
z0h
z0m

)
= b0 + b1 ln(Re∗) + b2(ln(Re∗))

2 (5.17)

with b0 = 1.5, b1 = −0.15 and b2 = −0.16. We propose to use this updated relation
for rough snow/ice, i.e z0m > 10−3 m. For smooth snow/ice , i.e z0m ≤ 10−3, the model
from Andreas (1986) should be used, as there are insufficient measurements to verify
the new relationship for smooth surfaces. Note that only for lower values of Re∗, the
updated relationship resembles the relation from Smeets and Van den Broeke (2008b),
which was developed using data from S6, A4 and A5 using a comparable data selection
strategy.
As demonstrated by Andreas (2002), plots of z0h/z0m versus Re∗ = u∗z0m/ν from em-
pirical data may suffer from self-correlation due to the shared variable z0m in both axes.
Using the equations in Andreas (2002) we computed the expected correlation between
z0h/z0m and Re∗ = u∗z0m/ν for all the different datasets used in Figure 5.4 (Table 5.2).
The largest expected correlation (−0.7183) is found in the S6_2004 data, which is a
dataset obtained higher up in the ablation area where the surface is relatively smooth
and temperature gradients are smaller, leading to a relatively smaller variability in z0m,
z0h and SHF. However, the average self-correlation for all datasets is much lower (-
0.3237) due to a large spread in z0h values (Table 5.2). The large spread in z0h values is
caused by a larger temporal variability in measured turbulent heat fluxes (T∗ in Equation
5.4), which is typical in the lower part of the ablation area of the ice sheet. Hence, using
longer datasets from various locations where large SHF values are observed reduces the
problem of artificial correlation (Andreas, 2002).
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5.4 Results

5.4.1 Sensitivity tests

In order to test the improved parameterisations for both z0m (Section 5.3.1, Equation
5.12) and for z0h (Section 5.3.2, Equation 5.17), we run the SEB model for the four
sites with two different settings for z0m, and three different settings for z0h, i.e. six
permutations. For z0m, we either use a constant value z0m = 1.3 × 10−3 m for all
sites, or use the parameterisation described in Section 5.3. The maximum height of ice
roughness obstacles (Hmax) is the only varying parameter across sites, and set to 0.5
m, 1.2 m, 1 m and 0.6 m for QAS_L, S5, KAN_L and S6, respectively. These values
are based on photographs taken during the yearly station maintenance at the end of
the ablation season. This value is site specific, and should be adapted to each area
of interest. An alternative is to estimate Hmax using ICESat-2 measurements, or using
UAV photogrammetry (Van Tiggelen et al., 2021). For z0h, we test the two different
parameterisations from Andreas (1986) and Smeets and Van den Broeke (2008b), in
addition to the adjusted parameterisation derived in Section 5.3.2 (Equation 5.17).

Impact on modelled SHF

Figure 5.5 compares daily averaged observed and modelled SHF using the parame-
terised z0m value. Panels (a) and (b) show the comparison at sites S5 with VPEC data
and at QAS_L with SEC data with the updated z0h parameterisation as an example.
Panel (c) shows the bias and root-mean-square error (RMS) for all the datasets and
modelled z0m. While the RMS is still considerable (20.5 W m−2 at S5 and 17.2 W
m−2 a QAS_L), the bias is close to zero and smaller than when the models from An-
dreas (1986) and Smeets and Van den Broeke (2008b) are used (figure 5.5c). The RMS
ranges between 7.8 and 25.3 W m−2, compared to a mean SHF during melting days of
42 W m−2 at S6 to 89 W m−2 at S5. When using the model from Andreas (1986), SHF
is underestimated by 10.6 W m−2 at SHR, and up to 28 W m−2 at S5. On average, the
model from Smeets and Van den Broeke (2008b) overestimates the SHF by 4.3 W m−2

at S5, to 15.2 W m−2 at SHR. The revised z0h model from Equation 5.17 yields improved
SHF for all stations, with a mean bias of 3.2 W m−2, -4.1 W m−2, -6.7 W m−2 and 4.2
W m−2 for QAS_L, S5 (VPEC data), S5 (SEC data) and SHR, respectively. At site S6, all
the models underestimate the SHF, with a bias between -12.2 W m−2 and -21.1 W m−2.

Figure 5.5c also compares average modelled z0m values to the values estimated from in
situ observations. At all sites, modelled z0m values are larger than the value (1.3×10−3
m) that is typically used over snow or ice, ranging from 7.4×10−3 m at S6 to 1.94×10−2
m at S5. This means that the modelled SHF using this fixed value for z0m will be smaller
than the modelled SHF using the newly parameterised z0m, when using the same model
for z0h. Furthermore, the values are also higher than the observations for all sites except
at S6. For instance at S5, the average z0m value over the 268 days of selected VPEC
data during melting conditions is 4.18×10−2 m, versus the observed averaged value of
1.94 × 10−2 m. An optimal set for model parameters (f ,Km,Ks ,Cd ,Cs ,Hmax) could be
used to match the observed z0m at a single site, but this would limit the applicability
of the model to sites with eddy covariance observations. Interestingly, using a higher
z0h value also results in a larger modelled z0m, since a larger SHF promotes ablation,
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Figure 5.5: Modelled daily averaged sensible heat flux (SHF) versus sonic eddy covari-
ance (SEC) and vertical propeller eddy covariance (VPEC) observations at four sites.
Two different datasets are shown for site S5. Panels (a) and (b) compare the modelled
SHF using a parameterised z0m and z0h from Equation 5.17 to the observed SHF from
eddy covariance observations. Panel (c) contains in each cell from top to bottom: the
bias (b), room-mean-square error (RMS), number of observations (N), observed z0m,
and modelled z0m. The simulations use a parameterised z0m, and use a parameterised
z0h from either Andreas (1986), Equation 5.17 or Smeets and Van den Broeke (2008b)
(different rows). The color in (c) indicates the bias. All z0m values are rounded to 10−4

m.
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therefore a faster growth of roughness obstacles during the ablation season (Equation
5.10). Yet, this effect remains small compared to the difference with the observed values:
i.e. a modelled z0m value ranging from 4.11 × 10−2 m to 4.22 × 10−2 m at S5 (VPEC
data) depending on the chosen model for z0h (panel c).

Impact on modelled ice ablation

The total 2016-2021 cumulative ice ablation from the SEB model using six combinations
for z0m and z0h for all four AWS sites (QAS_L, S5, KAN_L/SHR, S6) are compared to
manual stake observations in Figure 5.6. We also compare the differences in modelled
ablation to the uncertainty in the AWS forcing by perturbing the optimal model run (z0m
modelled, z0h from equation 5.17, red line) with a broadband albedo change of ±0.02.
This uncertainty was quantified as follows. Besides suffering from tilt and window-
heating, an unventilated net radiometer reading may contain a so called ’zero offset’
bias in the shortwave components due to cooling of the instrument body by infrared
radiation. For the pyranometer in the CNR4 instrument, the SWup and SWdown biases
are reported to be less than 15 W m−2 by the manufacturer, and linearly depend on the
net infrared radiation (Behrens, 2021). The estimated albedo using AWS data is defined:

α =
SWup + b

SWdown + b
, (5.18)

with SWdown and SWup the true downward and upward shortwave radiation, respec-
tively, and b the bias. Using the maximal reported value for b = 15 W m−2, and SWdown
= 300 W m−2, SWup = 150 W m−2, which are representative for bare ice during summer
over the ice sheet, we find α = 0.524. The latter is 0.024 higher than the true surface
albedo SWup/SWdown of 0.500. Therefore a bias of ± 0.020 in measured albedo was
deemed realistic to quantify the propagating error in the SEB model due to radiometer
errors.

Overall, the optimal run (red line) agrees best with the independent stake observations
(within 10%), except at site S6 where ablation is overestimated (+ 20%). Since the con-
tribution of turbulent heat fluxes to total ablation is smallest at S6 (≈ 20%, Kuipers
Munneke et al. (2018b)), using different z0m and z0h models does not explain this bias.
Further, SHF and LHF partly compensate each other at this higher elevation near equi-
librium line altitude, as demonstrated by Steffen (1995). At the lower sites, different z0m
and z0h models considerably affect modelled ablation; e.g. up to 1.13 m ice per year at
S5, or 29% of the yearly ablation. The modelled z0m and the z0h from Smeets and Van
den Broeke (2008b) yields the largest ablation (green line), while a fixed z0m = 1.3×10−3
m and the z0h from Andreas (1986) yields the lowest ablation (brown line). The sensitiv-
ity of the modelled ablation to the chosen z0h model is largest at S5, which is a low-lying
site (520 m) with ice hummocks higher than 1 m, and where the contribution of SHF to
melt energy is large. QAS_L is situated at an even lower elevation (280 m), yet the sen-
sitivity to the choice of z0h is less pronounced than at S5 since the average z0m value is
smaller. Also, differences between the modelled ablation using a fixed z0m = 1.3×10−3
m are smaller; e.g. 0.28 m of ice per year at S5, or 7% of the yearly ablation; since all
z0h parameterisations are similar at lower roughness Reynolds numbers (Figure 5.4).
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Figure 5.6: Modelled cumulative ice ablation at four sites on the Greenland Ice Sheet
with the surface energy balance (SEB) model using 6 possible settings for z0m and z0h.
The black squares denote the manual, yearly stake observations. The shaded area
denotes the range of modelled ice ablation by perturbing the prescribed albedo to the
SEB model by a change of ±0.02, for the run with a parameterised z0m, and z0h from
Equation 5.17.
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To summarize, the parameterisation for z0h should be carefully chosen over areas that
are both rough and situated at lower elevations. In these areas, the contribution of SHF
to ice ablation is the largest, and z0h models differ most. Both an accurate z0m and
z0h model are required to correctly model the SHF, although an underestimated z0h can
still partly be compensated by an overestimated z0m. Yet the z0m values also affects
the momentum fluxes, thereby impacting the wind field in coupled models. Finally,
radiation measurement errors lead to a considerable spread in modelled ablation (25% at
S6), especially at higher elevation or darker surface sites where the relative contribution
of turbulent fluxes to ablation is smaller. We recommend the use of the newly developed
z0m model developed in this study with well chosen values for parameters including
Hmax, in combination with the updated parameterisation for z0h (Equation 5.17). The
parameters of both the z0m and z0h parameterizations were calibrated with a greatly
reduced amount of measurements, due to the strict selection procedure (see Appendix).
Yet, the updated parameterizations give the most accurate results when applied in the
SEB model forced with 4 years of continuous, meteorological forcing.

5.4.2 Case studies: strong melt events

To demonstrate the important short-term variability of SHF and its impact on melt, we
selected two cases with important contributions of the SHF to the melt energy. This
enables us to evaluate the SEB model with optimal roughness length settings, but also
to highlight the impact of instrumental uncertainties in observing ice ablation during
extreme melt episodes (Figures 5.7 & 5.8). The modelled ground heat flux (G) is not
shown, since its contribution to the SEB during melting events is usually negligibly small
compared to the other fluxes (Van den Broeke et al., 2008).

S5: 25 July - 3 August 2021

At site S5, we analyse the period between 25 July and 3 August 2021, during which an
important peak in SHF was observed at S5 and SHR (Figure 5.7b, dots). This peak is
explained by a high (≈ 10 m s−1) wind speed (Figure 5.7c), and a large (8 ◦C) surface to
air temperature gradient (Figure 5.7e). This peak is realistically modelled (orange line,
Figure 5.7b), with accurate representations of both z0m (panel d) and z0h (not shown). In
combination with a large net absorbed radiation, the modelled surface lowering during
this period is substantial (6.7 cm per day, 60 cm total, panel a). The latter modelled
surface lowering agrees well (within 15%) with both the SR and PTA observations from
KAN_L (≈ 5 km upslope, 160 m higher), but does not agree with the two ADW mea-
surements at S5. The mismatch is evidence of the considerable spatial variability in
ice ablation during short time periods. We expect the net absorbed radiation and the
turbulent heat fluxes to be heterogeneous in the rough area surrounding these weather
stations. Besides, the ADW masts at S5 are anchored several cm into the ice surface,
making them more sensitive to subsurface melt caused by solar insolation, but not to
surface melt caused by turbulent heat fluxes. This is visible in the night between 26
and 27 July in Figure 5.7a, during which the SEB model and the observations at KAN_L
suggest ablation, but both draw wires at S5 do not. Over longer periods, the ADW
masts still record the same cumulative ablation since they sink back in the ice during
daytime. At this site, the VPEC and SEC observations of SHF and z0m also do not per-

118



55555

5.4 | Results

Figure 5.7: Case study at S5. Top panel (a) includes the modelled height change using
the surface energy balance model with a parameterised z0m and z0h from Equation
5.17, in addition to the surface height change recorded by an ablation draw wire (ADW),
sonic height ranger (SR) and pressure transducer assembly (PTA). Panel (b) illustrates
the sensible heat flux (SHF) and latent heat flux (LHF) from both model, sonic eddy
covariance (SEC) and vertical propeller eddy covariance (VPEC) observations. Panel
(c) contains the observed net surface absorbed fluxes of shortwave (SWnet ), longwave
radiation (LWnet ), and the 10-m wind speeds. Panel (d) contains estimated z0m values
from both SEC and VPEC observations, as well as the modelled z0m value and the
observed wind from direction. Bottom panel (e) illustrates the 2m air temperature and
specific humidity, and both modelled surface temperature and surface specific humidity.
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Figure 5.8: Same as Fig 5.7 for QAS_L

fectly match. This is likely explained by the different placement of the masts on the ice
hummock (10 m apart), in combination with the uncertainty related to the slow-response
correction of the VPEC sensors (Van Tiggelen et al., 2020).

QAS_L: 7 September - 16 September 2020

At QAS_L, we analyse the data between 7 and 16 September 2020, during which both
SHF and LHF, and all three types of independent ablation measurements are available.
We only consider the nighttime data of the ADW, since daytime internal heating of the
logger caused nonphysical values, which was not yet corrected for in this instrument.
Overall, the SEB model captures within 3% the 28 cm of ablation that was recorded by
all three sensors during this time period (Figure 5.8a). However, day-to-day differences
between the ablation measurements also suggest some spatial variability in melt. The
SHF is accurately represented by the SEB model (within 10%), although the upward
LHF appears to be underestimated (Figure 5.8b). Few LHF measurements are available
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when LHF > 0 (downward), since these are often conditions when the air is warm
and close to saturation, which negatively affects the measurements with an open path
gas analyser. Furthermore, the thick cloud cover during such conditions (Figure 5.8c)
reduces the power input from the solar panels, which means that the gas analyser was
often switched off to safeguard the batteries. Interestingly, on 10-11 September, the large
peak in SHF (Figure 5.8b), explained by a high (≈ 15 m s−1) wind speed (Figure 5.8c),
is fully compensated by a negative LHF caused by dry conditions (Figure 5.8e), which
prevents nighttime melt (Figure 5.8a). On the other hand, on 9 and 16 September, both
a positive SHF and LHF enhance nighttime melt. This is confirmed by the PTA and SR
measurements, and to a lesser extent by the ADW (Figure 5.8a). The average z0m during
this time period is realistically captured (Figure 5.8d), although sub-daily changes in z0m
linked to changing wind directions are not. For instance, wind directions deviating from
the prevailing, southerly katabatic wind direction have slightly larger z0m values, which
are not represented in the current z0m model formulation. The latter also holds for the
westerly (katabatic) wind direction at S5 (panel d).

5.5 Conclusions/Summary

Turbulent heat fluxes, i.e the sensible heat flux (SHF) and the latent heat flux (LHF), are
important sources/sinks of energy for the Greenland Ice Sheet. Any atmospheric model,
ranging from large eddy simulations to earth system models must therefore accurately
represent these turbulent fluxes, which demands accurate estimates of the aerodynamic
roughness lengths for momentum (z0m) and heat (z0h), provided that similarity theory
is applied between the lowest model level and the surface.

In this study we applied a bulk turbulent drag model to model z0m variations in time
using information on ice melt and snow depth. We tested this model at four contrasting
sites on the ice sheet for which eddy covariance data are available. The model is able
to reproduce the observed seasonal cycle in z0m (Figure 5.3). The z0m values increase
during the start of the melting season when the seasonal snow melts, uncovering the
rough underlying ice. When the snow is gone, ice hummocks are modelled to gradually
increase in height due to differential ablation, which further increases z0m during the
ablation season. At the start of the accumulation season, z0m decreases again when the
topographic depressions between the ice obstacles are assumed to be gradually filled
with fresh snow. The remaining exposed top of the ice hummocks are also modelled to
decrease in height due to differential sublimation, which reduces the z0m values further.

Twelve eddy covariance datasets, acquired since 1996 over rough ice and snow surfaces
in both Greenland and Iceland, are used to compute z0h. Although the spread between
the in situ observations remains large, all data confirm that the z0h/z0m ratio decreases
with increasing roughness Reynolds number (Re∗ = u∗z0m/ν, Figure 5.4). A new empiri-
cal relationship was fitted (Equation 5.17), which improves modelled SHF over rough ice
(Figure 5.5), which in turn improves the modelled ice ablation (Figure 5.6).

The methods described in this study can be used to improve the representation of
turbulent heat fluxes over rough ice in either SEB models using AWS data as input, or
coupled surface-atmosphere models. The impact of the revised parameterisations for
both z0m and z0h was found to be particularly large in the lower part of the ablation
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area, where the largest vertical gradients of wind speed and temperature are found
together with large ice hummocks or crevasses, and where a negative LHF less frequently
offsets the SHF. An important uncertainty remains in the representation of the spatial
patterns of ice ablation at the scale of the roughness obstacles themselves. Differences
between in situ ablation measurements in the same area strongly confirm a spatial
variability in surface ablation (Figures 5.7 & 5.8). Yet, neither of the current state-of-the-
art SEB models nor regional climate models are able to resolve melt at the meter-scale,
complicating the direct comparison of point in situ observations with large scale models
over such complex surfaces.

Data description and acronyms

The metadata of all the eddy covariance datasets used in this study are given in Table
5.1. The acronyms used in this study are summarised in Table 5.2.

122



55555

5.5 | Conclusions/Summary

Ta
bl
e
5.
1:
D
es
cr
ip
ti
on

of
ed
dy

co
va
ri
an

ce
da

ta
se
ts

si
te

lo
ca
ti
on

ti
m
e
pe
ri
od

In
st
ru
m
en
t
(m

et
ho

d)

va
lid

ru
ns

w
he
n

Ta
ir
>2
C

/
va
lid

30
m
in

ru
ns

/
to
ta
lr
un

s

z
(m

)

z0
m

(m
)

10
%-
90

%
qu

an
ti
le

(T
ai
r
>2
C
)

SH
F
(W

m
−2

)
10
%-
90

%
qu

an
ti
le

(T
ai
r
>2
C
)

A
lb
ed
o
ra
ng
e

A
bl
at
io
n

se
ns
or

Q
A
S_
L

61
.0
30

5
-4
6.
84

97
25
0
m

29
A
ug

20
19

15
Fe
b
20

20
C
SA

T
3
(S
E
C
)

25
0
/
78

6
/
51
09

3.
75

6
10
-4

-
3.
0
10
-3

51
.9

-
17
2.
7

0.
16

-
0.
81

A
D
W
,P

TA
,

SR
,s
ta
ke

21
A
ug

20
20

08
Fe
b
20

21
C
SA

T
3
+

L
I-
75
00

(S
E
C
)

10
3
/
59

6
/
78

69
3.
75

9
10
-4

-
1.1
1
10
-2

53
.0

-
19
3.
6

0.
20

-
0.
92

A
D
W
,P

TA
,

SR
,s
ta
ke

S5
67
.0
94

31
-5
0.
07
20

8
52
0
m

01
Se
p
20

05
09

M
ar

20
06

C
SA

T
3
(S
E
C
)

90
/
57
4
/
44
55

4.
52

2.
5
10
-3

-
2.
32

10
-2

46
.3

-
16
6.
2

0.
54

-
0.
91

SR
,s
ta
ke

04
A
pr

20
08

31
A
ug

20
08

C
SA

T
3
(S
E
C
)

18
93

/
23

29
/
68

52
4.
45

5.
6
10
-3

-
4.
28

10
-2

37
.7
-
14
3.
9

0.
48

-
0.
95

SR
,s
ta
ke

05
Se
p
20

19
31

O
ct

20
19

C
SA

T
3B

(S
E
C
)

31
3
/
10
20

/
25
15

4.
45

2.
45

10
-2

-
1.1
02

10
-1

42
.2

-
13
7.
9

0.
50

-
0.
95

A
D
W
,s
ta
ke

11
Se
p
20

20
09

A
ug

20
21

C
SA

T
3B

(S
E
C
)

24
18

/
57
59

/
11
26

8
4.
45

9.
6
10
-3

-
5.
96

10
-2

44
.1
-
16
2.
9

0.
47

-
0.
95

A
D
W
,s
ta
ke

15
Se
p
20

16
31

A
ug

20
21

Pr
op

el
le
rs

&
th
er
m
oc
ou

pl
e
(V
PE

C
)

17
61

/
48

21
/
67
23

5
4.
45

6.
3
10
-3

-
5.
98

10
-2

45
.1
-
18
2.
8

0.
45

-
0.
95

A
D
W
,s
ta
ke

SH
R
/

K
A
N
_L

67
.0
96

74
-4
9.
96

08
2

64
0
m

04
Se
p
20

19
02

D
ec

20
19

C
SA

T
3B

(S
E
C
)

27
3
/
14
93

/
37
79

4.
45

1.2
9
10
-2

-
6.
91

10
-2

39
.6

-
12
2.
1

0.
43

-
0.
90

PT
A
,S

R
,

st
ak
e

10
Se
p
20

20
09

A
ug

20
21

C
SA

T
3B

(S
E
C
)

17
60

/
29

73
/
93

75
4.
45

3.
9
10
-3

-
5.
04

10
-2

33
.7
-
11
3.
4

0.
41

-
0.
92

PT
A
,S

R
,

st
ak
e

S6
67
.0
79
41

-4
9.
40

98
1

10
10

m

01
Se
p
20

03
18

A
ug

20
04

C
SA

T
3
(S
E
C
)

87
3
/
45
78

/
15
65

6
2.
75

5
10
-4

-
1.0

5
10
-2

23
.6

-
73
.2

0.
45

-
0.
95

SR
,s
ta
ke

15
Se
p
20

16
08

Se
p
20

20
Pr
op

el
le
rs

&
th
er
m
oc
ou

pl
e
(V
PE

C
)

85
/
11
02

/
69

31
1

2.
8
-

3.
7

1.3
10
-3

-
7.
6
10
-3

37
.1
-
12
4.
8

0.
24

-
0.
95

A
D
W
,s
ta
ke

S1
0

66
.9
99

9
-4
7.
01
99

18
80

m

13
A
ug

20
12

24
O
ct

20
12

C
SA

T
3
(S
E
C
)

4
/
30

/
16
03

3.
7

-
4.
2

3
10
-5

-
1
10
-4

11
.7
-
20

.5
0.
58

-
0.
95

SR
,s
ta
ke

A
4

64
.0
90

83
-1
6.
32

88
9

27
9
m

17
M
ay

19
96

01
Se
p
19
96

So
le
nt

10
12

R
2
(S
E
C
)

84
4
/
87

3
/
43
79

3 -
3.
65

8
10
-4

-
1.1
4
10
-2

34
.4
-
23

4.
8

-
SR

,s
ta
ke

A
5

64
.12

27
8

16
.3
68

89
38

1
m

19
M
ay

19
96

31
A
ug

19
96

So
le
nt

10
12

R
2
(S
E
C
)

67
9
/
67
9
/4
84

4
3 -
4.
65

5
10
-3

-1
.2
21

10
-1

30
.2

-
16
3.
1

-
SR

,s
ta
ke

123



55555

5. Observed and parameterised roughness lengths for momentum and heat over rough ice surfaces

Table 5.2: Standard deviation (σ ) of observed ln(z0m), ln(z0m) ln(u∗) and estimated
expected (or fictitious) correlation (ρ) after Andreas (2002) for all sonic eddy covariance
measurements during melting conditions

Dataset σln(z0m) σln(z0h) σln(u∗) ρ
S6 2004 1.1424 1.0421 0.2751 -0.7183
S5 2006 0.8024 2.0670 0.2531 -0.3451
S5 2008 0.8113 1.5715 0.2945 -0.4312
S5 2020 0.5590 2.7403 0.3471 -0.1698
S5 2021 0.7623 2.7702 0.3696 -0.2388
SHR 2020 0.6268 2.3241 0.3435 -0.2284
SHR 2021 0.9701 2.4093 0.3325 -0.3533
QAS_L 2020 0.8165 2.0782 0.2981 -0.3435
QAS_L 2021 0.9621 3.6270 0.4199 -0.2350
S10 2012 0.8277 9.6676 0.3942 -0.0770
A4 1996 1.0868 2.5179 0.4907 -0.3612
A5 1996 1.2087 2.6684 0.4811 -0.3834

Table 5.3: Acronyms

Acronym Definition
ADW Ablation draw wire
AWS Automatic weather stations
IMAU Institute for Marine and Atmospheric research Utrecht
LHF Latent heat flux
LW Longwave radiation
PROMICE Programme for monitoring of the Greenland Ice Sheet
PTA Pressure transducer assembly
RCM Regional climate model
RMS Centred root-mean-square error
SEB Surface energy balance
SEC Sonic eddy covariance
SHF Sensible heat flux
SMB Surface mass balance
SR Sonic height ranger
SW Shortwave radiation
UAV Uncrewed aerial vehicle
VPEC Vertical propeller eddy covariance
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Chapter 6

Impact of an improved Greenland ice sheet surface
roughness description on modelled surface melt in
RACMO2.3p2

6.1 Introduction

Between 1992 and 2018, the Greenland ice sheet (hereafter, the ice sheet) contributed
10.8±0.9 mm to the global mean sea-level rise (Shepherd et al., 2020). Approximately
half of this cumulative mass loss is attributed to a decrease in surface mass balance
(SMB), which is in turn attributed to an increase in surface melt and resulting runoff
(Van den Broeke et al., 2016). While regional climate models (RCMs) are used for both
the past reconstruction and the future projection of the ice sheet SMB, they are known
to underestimate surface melt in the low-lying ablation area of the ice sheet (Fausto
et al., 2016a; Noël et al., 2016; Fettweis et al., 2020). A possible explanation is an
underestimation of the modelled turbulent heat fluxes (sensible heat flux or SHF, and
latent heat flux or LHF), but a proper evaluation across the entire ice sheet is lacking.
In this chapter we present a comprehensive database of SEB fluxes using observations
from all available IMAU and PROMICE automatic weather stations, 25 in total. We
then evaluate the near surface meteorology and SEB fluxes modelled by RACMO2.3p2
to identify model biases. We finally perform sensitivity experiments with RACMO2.3p2
by varying the snow and ice surface aerodynamic roughness parametrisation schemes
in order to quantify the associated uncertainties in modelled near-surface temperature,
wind speed, but also turbulent heat fluxes and surface melt.

6.2 Methods

6.2.1 Regional climate model RACMO2.3p2

We use the polar version of the Regional Atmospheric Climate Model (RACMO) version
2.3p2, which is described in more detail by Noël et al. (2016). The model combines the

This chapter is based on: Van Tiggelen and others (in preparation): Impact of an improved Greenland
ice sheet surface roughness description on modelled surface melt in RACMO2.3p2
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RACMO2.3p2

dynamical core of the High Resolution Limited Area Model (HIRLAM) with the physics
from the European Centre for Medium-Range Weather Forecasts–Integrated Forecast
System (ECMWF-IFS cycle CY33r1). In addition, a multi-level subsurface snow/ice rou-
tine is used over the grounded ice sheet (Ettema et al., 2010) that includes snow drift
(Lenaerts et al., 2012), prognostic snow albedo (Kuipers Munneke et al., 2011) and a
prescribed albedo for bare ice based on MODIS data. Surface turbulent heat fluxes are
parameterized using Monin-Obukhov similarity theory (MOST), in which the correction
functions of Holtslag and De Bruin (1988) are used for stable stratification. In the de-
fault version of RACMO2.3p2, the roughness length for momentum (z0m) is fixed to 1
mm for snow and 5 mm for ice. For the roughness length for heat (z0h) and moisture
(z0q), the parameterization of Andreas (1986) is used for snow, while the parameteriza-
tion of Smeets and Van den Broeke (2006) is used for bare ice. These parameterizations
have the following form:

ln
(
z0h
z0m

)
= b0 + b1 ln(Re∗) + b2(ln(Re∗))

2 (6.1)

with b0, b1 and b2 empirically derived parameters.

We initialise the model on 01 September 2016 using the simulation output of Noël
et al. (2019), and run it until 31 December 2021 with a 5.5 km horizontal resolution.
The model is forced at its lateral boundaries with ERA5 reanalysis every 6 hours.
In addition to the default run (run ’DEF’) using the aforementioned settings, seven
sensitivity experiments are performed using different surface roughness settings. The
different combinations of z0m and z0h parameterizations are listed in Table 6.1.

To obtain the roughness length (z0m) associated with bare ice, we test three different
parameterizations:

1. A fixed z0m = 5 mm for bare ice, and z0m = 1 mm for snow, as mentioned above.

2. An empirical relationship for bare ice:

z0m,bare ice(elev) = (z0m,max − z0m,min)
(
1− 1

1+ ea(elev−b)

)
+ z0m,min (6.2)

with elev the surface elevation of the ice sheet, z0m,max = 2× 10−2 m, z0m,min =
10−3 m, a = −0.01 m−1 and b = 900 m which are empirically derived parameters
to match the retrieved z0m using summer ICESat-2 data from chapter 4] (Van
Tiggelen et al., 2021).

3. A prognostic z0m based on the method described in chapter 5, which is the
relationship proposed by Raupach (1994):

z0m = (H − d)exp(−κγ)exp(Ψ̂H ), (6.3)

with H the height of the roughness obstacles, κ = 0.4 the Von Kármán constant,
Ψ̂H = 0.193 the wind profile correction within the roughness sublayer Raupach
(1994) and,

γ = (Cs +Cdλ)
−0.5, (6.4)
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with Cs the skin friction coefficient, Cd the form drag coefficient and λ the frontal
area density of the roughness obstacles. In this parameterization, the height of
the roughness elements (H ) is a prognostic quantity in RACMO, and is modelled
using snow depth and ice ablation. The quantities d, Cs , Cd and λ are then pa-
rameterized as function of H as was done in chapter 5. An important parameter
is the maximum height of the ice obstacles (Hmax), which is regressed as function
of elevation as:

Hmax(elev) = (H2 −H1)e
−(elev−b)/a +H1. (6.5)

Here, H2 = 3.2 m, H1 = 0.2 m, b = 100 m and a = 400 m, which are parameters
that are empirically derived from ICESat-2 data.

For the roughness lengths for heat and moisture (z0h & z0q) we test four different pa-
rameterizations. For snow we always use the model of Andreas (1986), while for bare
ice we test the following:

1. Equation 6.1 with b0 = 0.317 b1 = -0.565, b2 = -0.183 (based on A86, Andreas
(1986))

2. Equation 6.1 with b0 = 3.5, b1 = 0.7, b2 = -0.15 (SB06, Smeets and Van den Broeke,
2006)

3. Equation 6.1 with b0 = 1.5, b1 = 0.15, b2 = -0.16 (chapter 5)

4. An imposed fixed ratio z0h = 0.1× z0m.

We choose eight relevant combinations of z0m and z0h, which are summarized in Table
6.1. The combination of z0m modelled with a prognostic ice obstacle height and z0h
from chapter 5 is referred to as the new version (’NEW’).

Table 6.1: Different RACMO2.3p2 settings for z0m and z0h over bare ice. The acronyms
are defined in the text.

Experiment number z0h A86 z0h CH5 z0h SvdB08 z0h = 0.1z0m
z0m fixed 10 20 30 (DEF) -
z0m prescribed by Equation 6.1 11 21 31 41
z0m parameterised based on chapter 5 - 22 (NEW) - -

6.2.2 AWS data and SEB model for evaluation

AWS data

We use the observations from 25 automatic weather stations (AWS) located on the
ice sheet. Five stations (S5, S6, S9, S22, S23) are part of the IMAU network, while
20 stations are from the PROMICE network. The name, location and elevation of
each station is shown in Figure 6.1 and Table 6.2. All the stations were continuously
operational for more than one year, with the exception of TAS_L (Table 6.2). Twelve out
of the 25 stations are located below 700 m elevation, distributed across the ice sheet
(Figure 1.1). This enables a widespread comparison of meteorological quantities with
RACMO in the low-lying ablation area.
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Table 6.2: Information about all AWS used for the RACMO evaluation and as forcing
for the SEB model. Note that both elevation and coordinates might vary due to melt
and glacier flow.

AWS Elevation (m) latitude; longitude Hmax (m) Network Time period used
EGP 2661 75.6247;-35.9748 0.2 PROMICE 01 Sep 2016 - 31 Aug 2021
GITS 1886 77.1378;-61.0411 0.2 PROMICE 25 Jul 2017 - 11 Aug 2021
KAN_U 1840 67.0003;-47.0253 0.3 PROMICE 01 Sep 2016 - 31 Aug 2021
S9 1520 67.0532;-48.2675 0.3 IMAU 01 Sep 2016 - 17 Aug 2021
KAN_M 1270 67.0670;-48.8355 0.5 PROMICE 01 Sep 2016 - 31 Aug 2021
NUK_U 1120 64.5108;-49.2692 0.5 PROMICE 01 Sep 2016 - 01 Jul 2021
S6 1120 67.0793;-49.4069 0.6 IMAU 13 Sep 2016 - 09 Aug 2021
SCO_U 970 72.3933;-27.2333 0.5 PROMICE 01 Sep 2016 - 31 Aug 2021
UPE_U 940 72.8878;-53.5783 0.2 PROMICE 01 Sep 2016 - 31 Aug 2018
QAS_U 900 61.1753;-46.8195 0.3 PROMICE 01 Sep 2016 - 31 Aug 2021
TAS_A 890 65.7790;-38.8995 0.8 PROMICE 01 Sep 2016 - 31 Aug 2021
KPC_U 870 79.8347;-25.1662 0.3 PROMICE 01 Sep 2016 - 31 Aug 2020
THU_U 760 76.4197;-68.1463 0.2 PROMICE 01 Sep 2016 - 31 Jan 2021
KAN_L 670 67.0955;-49.95133 1.0 PROMICE 01 Sep 2016 - 31 Aug 2020
QAS_M 630 61.0998;-46.8330 0.5 PROMICE 01 Sep 2017 - 31 Aug 2020
THU_L 570 76.3998;-68.2665 0.4 PROMICE 01 Sep 2016 - 09 Aug 2021
S5 550 67.0942;-50.0691 1.2 IMAU 13 Sep 2016 - 20 Aug 2021
S22 535 78.9000;-22.3800 0.5 IMAU 01 Sep 2017 - 31 Aug 2020
NUK_L 530 64.4822;-49.5358 1.0 PROMICE 01 Sep 2016 - 09 Aug 2021
SCO_L 460 72.2230;-26.8182 0.6 PROMICE 01 Sep 2016 - 31 Aug 2021
KPC_L 370 79.9108;-24.0828 0.4 PROMICE 01 Sep 2016 - 31 Aug 2021
QAS_L 280 61,0308;-46,8493 0.5 PROMICE 01 Sep 2016 - 09 Aug 2021
TAS_L 250 65.6402;-38.8987 0.8 PROMICE 19 Aug 2020 - 09 Sep 2021
UPE_L 220 72.8932;-54.2955 0.6 PROMICE 01 Sep 2016 - 31 Aug 2021
S23 145 78.9200;-21.4500 1.0 IMAU 01 Sep 2016 - 31 Aug 2019

SEB model

The surface energy balance (SEB) model computes the sensible heat flux, latent heat
flux and the subsurface heat flux by imposing energy conservation at the surface. It is
described in further detail in chapter 5. The turbulent heat fluxes are computed assum-
ing Monin-Obukhov similarity theory (MOST). The roughness length for momentum
is modelled using the parameterization from chapter 5, with a site-specific maximum
height of the ice obstacles (Hmax) based on observations in the field. The value of
Hmax for each station is shown in Table 6.2. For z0h and z0q the updated parameter-
ization also from chapter 5 is used. The model is forced with 30-min AWS data from
September 2016 until the latest available AWS data in August 2021. We prescribe both
the 24-hourly moving average albedo and the snow height to the model as measured
with the sonic height ranger. In case of malfunction of the sonic ranger, the surface is
assumed to be bare ice if the albedo is lower than 0.6.
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6.3 Evaluation of RACMO with default settings

In this section we compare the output of the default RACMO run (’DEF’) with the out-
put of the SEB model at the locations and time periods listed in Table 6.2. For all the
variables we extract the value from the RACMO ice sheet pixel that is the closest to
each AWS. The comparison of air temperature, wind speed, specific humidity, radiative
fluxes, SHF, LHF and surface melt is shown in Figure 6.1, and for the summer months
( June-July-August, JJA in Figure 6.2. On average, the default RACMO simulation cap-
tures the near surface temperature within 10% (see Figure 6.2 for the definition of the
evaluation metric) for 15 out of 25 stations, with an average bias of 0.85 K. The 10
m wind speed is underestimated by on average 0.98 m s−1, with a more pronounced
underestimation at the lower stations. The yearly SHF is modelled within ±20 W m−2,
which is the same order of magnitude as the average error in SWnet and LWnet , and
nearly an order of magnitude larger than the errors in LHF and GHF (Figure 6.1). Over-
all, RACMO underestimates the energy for surface melt by 4.3 W m−2. The largest
underestimation in surface melt coincides with either an underestimation in both SHF
and SWnet (e.g. at QAS_L, NUK_L, THU_L), or an underestimation in SWnet and LWnet
(e.g. at QAS_M, S23). Compensating errors can still lead to an accurate melt, as for
instance at SCO_L, UPE_L and S5 where the underestimation in SHF is compensated
by a similar overestimation in SWnet .

During the summer months ( JJA), all the SEB fluxes peak, which may help in identifying
the biases in RACMO. The JJA comparison is given in Figure 6.2. At the 7 stations lo-
cated above 1000 m elevation, the SHF is on average overestimated by 4.9 W m−2, while
for the lower stations it is underestimated by on average 10.8 W m−2. In combination
with SWnet errors ranging from −75.8 W m−2 (QAS_L) to 43.3 W m−2 (UPE_L), the
errors in surface melt range from −115.7 W m−2 (QAS_L) to 30.4 W m−2 (KAN_L).
To summarise, RACMO with the default settings underestimates the summer ( JJA) sur-
face melt energy by 14.7 W m−2, or 17.7% of the averaged observed melt from the SEB
model (83 W m−2).

The underestimation of surface melt in RACMO was known (Noël et al., 2018), yet
this comprehensive comparison reveals that it is for a large part due to a systematic
underestimation of the SHF at stations below 1000 m a.s.l. Figure 6.3 presents the
same results as function of station elevation. The bias in RACMO surface melt shows
a significant (p = 0.0582) linear relationship with surface elevations below 1000 m,
ranging from an overestimation of 6.5 W m−2 at 1000 m a.s.l up to an underestimation
of 53.9 W m−2 at sea-level. The bias in SHF (p=0.0576) and LHF (p=0.0394) also
demonstrates a significant linear relationship with elevation. The underestimations of
both melt, SHF and LHF coincide with a systematic underestimation in both 10 m wind
speed of 0.7 m s−1, and surface temperature of 0.19 K for all stations below 1000 m
elevation. Above 1000 m elevation, the melt bias is negligibly small due to small errors
in SEB components (Figure 6.3).
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Figure 6.2: Same as Figure 6.1 but for June-July-August ( JJA) data only in 2017-2021.

133



666666
6. Impact of an improved Greenland ice sheet surface roughness description on modelled surface melt in

RACMO2.3p2

Figure 6.3: June-July-August ( JJA) 2017-2021 bias of: top: 2m temperature, surface
temperature, 10m wind speed, 2m specific humidity and bottom: SEB components in
RACMO DEF run compared to observed and SEB modelled quantities.
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6.4 Impact of improved surface roughness

The sensitivity of modelled SHF in RACMO on the surface roughness parameterization
is investigated in this section. We compare the modelled quantities for all eight simu-
lations (Table 6.1) against the twelve stations located below 700 m elevation. We select
two time periods: (1) all the available data and (2) only JJA data. The bias for each
run for each variable and time period is shown in Table 6.3. The difference in JJA bias
between the NEW and DEF runs is shown in Figure 6.4.

When considering all the data, the smallest bias in surface melt (−6.5 W m−2) is for
run 41, which uses a prescribed z0m and fixed ratio for z0h/z0m. The difference in bias
between all the runs is limited, since the largest bias in M is −7.2 W m−2 for run 10,
which used a constant z0m and z0h parameterised from A86. However, run 41 has the
largest bias in SHF (5.0 W m−2). All runs overestimate T2m between [0.26 − 0.38] K,
overestimate U10m between [0.14−0.38] m s−1 and underestimate q2m between [0.12−
0.14] g kg−1.

When considering JJA data only, we find that the SHF is slightly improved for most
stations in the NEW run compared to the DEF run (≈ 5-15%, Figure 6.4). However, the
existing bias in M in the DEF run is only marginally corrected for, since all runs still un-
derestimate M between [19.2−21.9] W m−2 and the SHF between [6.4−2.5] W m−2.
Only increasing the z0m values causes a larger underestimation of U10m, ranging from
−0.02 m s−1 for run 20 with a fixed z0m to −0.30 m s−1 for the NEW run with param-
eterised z0m. The latter has only a marginal effect on modelled SHF and melt. Only
increasing z0h values does not affect U10m but improves T2m, with a bias decreasing
from 0.53 K to 0.24 K from runs 11 to 41.

To summarise, changing the z0h values improves surface melt, but only if a parameter-
ized z0m is used (runs 11-21-31-41). Furthermore, improving the z0m values over bare ice
increases the bias of the modelled JJA values of wind speed in RACMO, since it was
already underestimated in the DEF run (Figure 6.1), and the more realistic rougher sur-
face extracts even more momentum from the flow. The lower modelled U10m therefore
explains part of the SHF underestimation, which in turn explains the underestimation
in surface melt.

6.5 Case study: large melt events

The importance of accurately modelling the SHF is investigated in further detail using a
case study from the K-transect for the summer of 2019. Large melt events were observed
during this summer and we focus on the entire JJA period and more specifically on the
31st of July. Figure 6.5 presents the measured and modelled SEB components using
runs 20 and 22 along the K-transect. For the JJA period, the two runs mainly yield
different values of U10m, especially in the bare ice zone below 1000 m elevation. Run
20 reproduces the observations somewhat better while run 22 better reproduces the z0m
values parameterised in the SEB model.

On 31 July 2019, which was an extreme melting day on this part of the ice sheet, the SHF
equals SWnet at the two lowest stations (S5 and KAN_L). The observed SEB components
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Table 6.3: Average difference for RACMO runs minus all AWS observations below 700
m elevation. Two values are shown: the bias for the entire dataset (all, N = 19202), and
for June-July-August ( JJA, N = 4737)

Bias
Run

T2m (K)
all / JJA

U10m (ms−1)
all / JJA

q2m (gkg−1)
all / JJA

10 0.38 / 0.50 0.15 / -0.05 -0.14 / -0.12
11 0.38 / 0.53 0.14 / -0.08 -0.14 / -0.12
20 0.32 / 0.30 0.16 / -0.02 -0.13 / -0.10
21 0.33 / 0.33 0.14 / -0.04 -0.13 / -0.10
22 (NEW) 0.34 / 0.38 0.3 / -0.30 -0.13 / -0.08
30 (DEF) 0.26 / 0.19 0.18 / 0.03 -0.12 / -0.08
31 0.31 / 0.27 0.15 / -0.04 -0.13 / -0.09
41 0.30 / 0.24 0.15 / -0.03 -0.13 / -0.10

Bias
Run

SHF (W m−2)
all / JJA

LHF (W m−2)
all / JJA

M (W m−2)
all / JJA

10 3.7 / -6.4 -1.4 / -3.0 -7.2 / -21.9
11 3.9 / -5.9 -1.3 / -2.9 -7.2 / -22.0
20 4.3 / -4.7 -1.6 / -3.3 -6.9 / -21.0
21 4.4 / -4.1 -1.7 / -3.3 -6.9 / -20.6
22 (NEW) 3.9 / -4.9 -1.4 / -3.1 -7.2 / -21.6
30 (DEF) 5.0 / -3.5 -2.0 / -3.6 -7.1 / -20.6
31 4.7 / -3.3 -1.7 / -3.4 -6.7 / -19.7
41 5.0 / -2.5 -1.8 / -3.4 -6.5 / -19.2
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Figure 6.4: Bias of RACMO2.3p2 NEW run minus bias of DEF run, averaged over the JJA
2017-2021 period. The colour denotes the relative improvement (green) or deterioration
(red) compared to the observed quantities from Figure 6.1.
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are well reproduced for both RACMO simulations, with the exception of the LHF and M
at the lowest station (S5) which are underestimated by around 50 W m−2. As for the JJA
period, improving z0m in RACMO (run 22) increases/decreases U10m above/below the
snowline, while it decreases/increases T2m above/below the snowline. Clearly, U10m is
overestimated at all stations above S5 for both runs, which results in an overestimation
of SHF. This overestimation is compensated by a similar underestimation of SWnet ,
possibly due to a too high snow albedo in the model. This explains why surface melt
is accurately modelled at most sites (within 10 W m−2). Compared to the JJA period,
important differences between the models and the observations are found above 1000 m
on this day.

6.6 Summary and conclusions

The evaluation of all SEB components modelled by regional climate model RACMO
version 2.3p2 against a large database of in-situ observations reveals that surface melt
is, on average, underestimated by RACMO. This underestimation is most pronounced
at the lowest stations. Although some discrepancies exist in SWnet , it appears that
this is a consequence of the systematic underestimation of both the SHF and LHF.
We hypothesised that the underestimation of the turbulent heat fluxes is caused by
the simplified parameterizations for surface roughness in RACMO, yet including an
improved parameterization of z0m and z0h does not greatly improve the simulations.
A different reason that causes a too low SHF and LHF in RACMO identified during
this study is the systematic underestimation of near surface wind speed in RACMO.
At this time it remains unclear what causes the underestimation in wind speed. It is
possible that the limited horizontal resolution of RACMO (5.5 km) does not accurately
resolve the steeper topography around the ice sheet margins that enhances the katabatic
forcing. Interestingly, for a case study of an extreme melt event we found that the melt
fluxes are still accurately modelled at all the stations along the K-transect, except for
the lowest station (S5). At the other stations, a too large modelled SHF and a too low
modelled SWnet are found to compensate.

For future studies, we recommend a more detailed evaluation of the momentum budget
modelled by regional climate models over the Greenland ice sheet. Considering the
forthcoming improvements of snow/ice albedo parameterizations, it is possible that
discrepancies in modelled SEB components will not always cancel out, possibly causing
biases in modelled surface melt. The database and results presented in this study can
be used to improve current RCMs. A possible application could be the downscaling of
modelled surface melt in RCMs by downscaling the individual SEB components, either
statistically, or using a computationally efficient SEB model.
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Figure 6.5: Modelled and observed SEB components (left panels), near surface mete-
orology (middle panels) and surface aerodynamic roughness (z0m, right panels) for JJA
2019 (top panels) and extreme melt event 31 July 2019 (bottom panels) on the K-transect.
Measurements are from stations S5, KAN_L, S6, KAN_M, S9 and KAN_U. Two RACMO
simulations are shown: with a fixed z0m (run 20, dotted line) and parameterized z0m
(run 22, solid line, see Table 6.1).
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Chapter 7

Conclusion and outlook

7.1 General conclusions

The aim of this thesis is to improve our knowledge on modelling surface melt across
the Greenland ice sheet. More specifically, four research questions were formulated
in the introduction that all address the turbulent heat fluxes, surface roughness, and
their impact on surface melt from different perspectives. We answer each question in
a different chapter, using field measurements (chapter 3), remote sensing (chapter 4), a
surface energy balance model (chapter 5) and finally a regional climate model (chapter
6).

In chapter 3 we show that the vertical propeller eddy covariance (VPEC) method is
an adequate method for in situ measurements of turbulent fluxes in the ablation zone
of the ice sheet. The flux attenuation due to the limited response times of propellers
can be considerable (20% to 40% of the flux), yet it can still be accurately modelled.
The application of this robust method yields at the time of writing a unique long-term
(2016-2022) dataset of turbulent heat fluxes at sites S5 and S6 in the ablation zone along
the K-transect. Thanks to some interesting features in the sensible heat flux (SHF) and
surface roughness presented in the chapter, this unique dataset may serve as a starting
point for future research.

In chapter 4, we take advantage of the ICESat-2 satellite, launched by NASA just before
the start of this thesis (October 2018). The photon-counting mechanism of the laser
altimeter, in combination with the very narrow footprint (≈ 15 m) facilitates an un-
precedented study of surface topography. The comparison of ICESat-2 data with both
UAV and eddy covariance measurements demonstrates that the aerodynamic roughness
of a surface (z0m) composed of obstacles wider than the laser footprint can accurately be
estimated with ICESat-2. In practice, this results in a lower resolvable bound of z0m ≈ 1
mm. Therefore, this method can be used to map z0m for crevassed and hummocky
terrain up to about 1000 m elevation on the Greenland ice sheet.

In chapter 5, we develop a simple new model for the variation in height of ice hummocks
in time, and update the parameterization for the scalar roughness lengths (z0h, z0q). The
calibration of all the necessary parameters was possible thanks to combining both eddy
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covariance, uncrewed aerial vehicle (UAV) and ICESat-2 data. We implemented these
updated parameterizations in a surface energy balance model and used continuous 5-
year AWS measurements at 4 locations to simulate ice ablation. We find that using
more realistic values for both z0m and z0h results in SHF values with a typical bias less
than 5 Wm−2 and RMS error of 20 Wm−2. The cumulative ice ablation over 5 years
is simulated with an uncertainty of less then 10%.

In chapter 6, the previously derived methods are implemented in the regional climate
model RACMO version 2.3p2 and applied to the entire Greenland ice sheet. The mea-
surements from 25 weather stations from both PROMICE and the IMAU are used to
evaluate the model. We find that RACMO without any updates underestimates the
yearly energy available for surface melt by around 7 Wm−2. We can partly explain this
underestimation by discrepancies in modelled SHF and LHF. Including the new and
more realistic description of surface roughness parameters (z0m and z0h) in RACMO
does however not greatly improve the simulations. Increasing z0m also decreases the
modelled wind speed, which was found to be already underestimated in the lower ab-
lation zone by RACMO. Furthermore, improving z0h parameterizations only affect the
modelled SHF in situations with large values of z0m.
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7.2 Outlook

The contribution of the SHF to surface melt on the Greenland ice sheet is expected
to increase in the future, when the ice sheet’s surface will be in contact with a warmer
atmosphere. Studying the turbulent exchange on the ice sheet thus remains relevant for
understanding future changes in Greenland mass balance. Here we provide an outlook
on potential future research avenues to model the turbulent exchange on the Greenland
ice sheet.

7.2.1 Large eddy simulation over a rough melting ice surface

In chapter 4, the bulk drag model from Raupach (1992) was used to convert the surface
topography to aerodynamic properties including the roughness length. This model
is based on many assumptions on how to compute e.g. drag coefficients, roughness
sublayer, displacement height, etc... But most importantly: it requires extracting one
height representative for the roughness elements from realistic topographic profiles. In
this thesis the standard deviation of high-pass filtered elevations was used, yet this
remains an oversimplification of reality. An alternative to this bulk drag model is to
compute the entire 3D wind and temperature fields above a realistic topography in
a large-eddy simulation (LES). Such LES simulations have been done for urban-like
rectangles (Yang et al., 2016; Zhu and Anderson, 2019; Li et al., 2020), yet most natural
surfaces such as rough ice are more fractal than rectangular. Recently, Bonekamp et al.
(2020) performed LES simulations over a debris-covered glacier surface measured by
UAV photogrammetry, and demonstrate how complicated patterns in surface melt occur
over realistic surfaces.

In Figure 7.1 we show some preliminary results from a LES simulation performed for the
rough ice surface derived from UAV photogrammetry near S5 in southwest Greenland.
These simulations were done on the SURFSARA Cartesius supercomputer with the
adaptive-grid, Navier-Stokes solver BASILISK (Popinet, 2009; Van Hooft et al., 2018).
This idealised simulation was initialised with a uniform south-westerly wind speed of
10 m s−1 and a linear, stable vertical profile of temperature, starting from 0◦C at the
surface and increasing by 0.28◦K m−1. The surface temperature is constant and set
to 0◦C. The model uses the so-called immersed boundary method, which applies
an opposing momentum forcing to the flow such that the wind speed vanishes at the
surface. More information about the model can be found in Van Hooft et al. (2018).

A first analysis of the preliminary results reveals a strong horizontal variability in vertical
velocity and air temperature. This variability is due to the blocking of the flow by the
roughness elements (Figure 7.1), and translates in an explicitly downward modelled SHF
of 11.7±87.4 W m−2. Future simulations could use a more realistic initialisation of the
wind and temperature gradients close to the surface, and then estimate the roughness
lengths z0m and z0h derived from the explicitly modelled vertical profiles. Furthermore,
the spatial variability of the SHF at horizontal scales of 10-100m could be quantified. In
combination with a cutting-edge ray-tracing model over complex surfaces for computing
net absorbed radiation (Larue et al., 2020; Robledano et al., 2022), the spatial variability
in the entire SEB could be quantified. Such a modelling framework has the potential
to explain the observed ’sub-grid’ variability in surface melt, a process that is not yet
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Figure 7.1: (a): snapshot of simulation showing vortex structures (b): Topography used
in the model showing the AWS position by the ’x’ and the direction of the initial wind
speed, (c) SHF at z=20 m averaged between 100-200 s after the start of the simulation,
(d) vertical wind speed and (e) potential temperature at t = 100 s after the start taken at
z = 20 m.

incorporated in current climate models.
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A different application of such a coupled LES-rough melting ice simulation would be
to study the effect of basal ice roughness on basal melt. Basal ice features, ranging
from small-scale ice scallops (or ice ’ripples’) to melt channels and large scale basal
crevasses were found to be closely linked to basal melt (Bushuk et al., 2019; Watkins
et al., 2021). The potentially amplifying effect of basal ice features is not included in
basal melt parameterizations used in ocean - ice sheet/ice shelf models (Favier et al.,
2019).

7.2.2 In situ observations

Distinguishing snow sublimation from erosion using timelapse cameras

In chapter 5, it is assumed that during winter solid precipitation gradually fills the to-
pographic depressions between ice hummocks, which is confirmed by wintertime visits
and explains the observed decrease in z0m. However, it is not clear whether the snow
is simply displaced (eroded), melting, or removed by sublimation. Sublimation occurs
when the air is drier than the saturation specific humidity at the surface, i.e. when
LHF < 0. Cumulative ice surface lowering in a period ∆t can thus be calculated from
the LHF as: ∆hs = ∆t LHF/(ρi,sLs), with ρi,s the density of snow or ice and Ls the
latent heat of sublimation, equal to 2.8345×106 J kg−1 at 0 ◦C . A comparison of mod-
elled surface lowering due to sublimation with data from a sonic height ranger at site S5
is shown in Figure 7.2. On 29 November 2021, around 10 cm of fresh accumulation was
observed below the sonic ranger at S5. Two days later, all the snow was removed below
the station. This fast removal cannot be explained by sublimation since the LHF was
small (≈ −20 W m−2), so this must have been caused by wind erosion. Three weeks
later, on 21 December, a large negative peak in LHF is modelled which is estimated
to cause between 1 - 5 cm of ablation, depending on the density, while roughly 3 cm
of ablation was observed below the sonic ranger. Timelapse imagery reveals that both
snow and ice ablation occurred during this period, which raises the question of how
much snow sublimated between the ice hummocks. Hence, future investigations could
take advantage of both timelapse imagery and AWS observations in order to separate
sublimation from snow erosion. This could provide a new dataset to evaluate the LHF
and the amount of snow erosion in models.

20 years of observed SEB over the K-transect (2003-2023)

August 2023 will mark the 30th anniversary of meteorological observations at S5
(Smeets et al., 2018), and the 20th anniversary of continuous SEB and SMB observations
on the K-transect (Kuipers Munneke et al., 2018b; Van de Wal et al., 2012). The mea-
surements at these sites have been widely used for mass balance investigations, model
development, model evaluation, and validation of remote sensing products. Maintaining
an up-to-date database is crucial to keep providing independent, in situ observations to
the entire research community. An interesting perspective is to extend the time-series
provided by Kuipers Munneke et al. (2018b) until today. In Figure 7.3 we show prelimi-
nary results from the SEB model forced with 19 years of observations at S5 (2003-2022).
This uniquely long SEB record in the ablation zone of the Greenland ice sheet will un-
doubtedly be an important benchmark for future research.
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Figure 7.2: Top four photographs: screenshots of a timelapse camera showing the
eddy covariance station at site S5. bottom panel: modelled daily LHF (blue line), ob-
served surface and modelled cumulative surface sublimation using two different values
for surface density (ρ). The coloured vertical bars denote the times of the timelapse
photographs shown on top.
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Figure 7.3: Top: Monthly SEB fluxes modelled at S5 using AWS observations, and
cumulative ice ablation. Bottom: Monthly observed air pressure, 2m air temperature,
2m specific humidity and 10 m wind speed at S5.
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7.2.3 Remote sensing of surface topography

Map of surface roughness across the entire Greenland ice sheet using ICESat-2

The methods to estimate surface roughness from ICESat-2 data (chapter 4) were ex-
tended to the entire Greenland ice sheet in the period October 2018-March 2022. The
preliminary resulting map of surface roughness, defined here as the standard deviation
of the detrended surface topography in 200-m transects, is shown in Figure 7.4. This
map confirms the main finding from chapter 4 that surface roughness mainly decreases
with elevation. Yet, some unexpected features are found, such as the relatively rougher
northeastern part of the ice sheet. This map can be used for future studies of Greenland
ice sheet surface processes. These methods could also be applied to other areas, such
as the Antarctic ice sheet.

Repeat UAV surveying

The results of this thesis have raised the question of how variable the surface ablation
is in a small area (less than 1 km2) surrounding a measurement site. This variability
explains the variation of aerodynamic surface roughness in time, and the different mea-
sured ablation rates, both addressed in chapter 5. Quantifying this subgrid surface melt
is possible using repeat UAV surveys. A preliminary comparison of three UAV surveys
performed during 2019, 2020 and 2021 at site S5 is shown in Figure 7.5. The elevation
profiles are estimated using the methods from chapter 4. The overall variability in to-
pography is similar between the years, yet it appears that the depth of the melt channel
decreased from 2019 to 2021. Furthermore, the preliminary data suggest that some
hummocks have changed in both height and position between years. Complementing
continuous SEB and SMB measurements with repeat UAV surveys will yield a crucial
dataset used to either: (1) benchmark SMB and SEB downscaling methods or (2) reduce
the measurement uncertainty or (3) close the SEB from measurements only.
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Figure 7.4: Estimated standard deviation of elevation over the grounded ice sheet in
200m profiles after linear detrending, using ALT03D data from ICESat-2 during cycles
1-14 (October 2018 - March 2022). The data were gridded, interpolated and smoothed.
The insets show the data before interpolation around the K-transect and Q-transect.
Pink triangles denote the GC-Net, IMAU & PROMICE AWS locations.
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Figure 7.5: Top three images: UAV orthomosaic picture taken during the yearly visit
at S5 in 2019 (blue), 2020 (red) and 2021 (green). Bottom panel: Measured relative
topography in the katabatic wind direction at S5 using UAV photogrammetry. Triangles
denote the location of the AWS at S5 in each picture.150
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7.3 Final word

Glaciers and ice sheets are powerful indicators of global climate change, and directly
impact global sea-level. Therefore, accurately observing the present, and simulating the
past and future mass loss of the ice sheets the best we can is crucial for society. We
hope that this thesis demonstrates how the combination of simulations, remote sensing
and field measurements yields the most complete picture of ice sheet mass loss. The
benefit of field measurements should not be underestimated, since all scientific progress
is built on observations.
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Fitzpatrick, N., Radić, V., and Menounos, B. (2017). Surface energy balance closure and turbulent flux
parameterization on a mid-latitude mountain Glacier, Purcell mountains, Canada. Front. Earth Sci.,
5(September):1–20.
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