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Abstract
Artificial Intelligence is increasingly used to support and improve street-level decision-making, but empirical evidence on how street-level bureaucrats’ work is affected by AI technologies is scarce. We investigate how AI recommendations affect street-level bureaucrats’ decision-making and if explainable AI increases trust in such recommendations. We experimentally tested a realistic mock predictive policing system in a sample of Dutch police officers using a 2 x 2 factorial design. We found that police officers trust and follow AI recommendations that are congruent with their intuitive professional judgment. We found no effect of explanations on trust in AI recommendations. We conclude that police officers do not blindly trust AI technologies, but follow AI recommendations that confirm what they already thought. This highlights the potential of street-level discretion in correcting faulty AI recommendations on the one hand, but, on the other hand, poses serious limits to the hope that fair AI systems can correct human biases.

Evidence for practice
- Artificial Intelligence-based recommendations play an increasingly important role in supporting decision-making by street-level bureaucrats, such as police officers.
- Street-level bureaucrats trust and follow AI recommendations that are congruent with their intuitive professional judgment.
- AI systems do not overturn intuitive professional judgments, even if they are well-explained.

Artificial Intelligence (AI) is rapidly changing public organizations across the globe (Young et al., 2019). Specifically, machine learning approaches not only automate routine administrative tasks, but are used to design AI systems that improve the quality of discretionary decision-making of street-level bureaucrats by steering their judgment (Bullock, 2019; Zouridis et al., 2020). However, how street-level bureaucrats interact with AI systems can be complex. For instance, a predictive policing system might recommend a police officer to surveil in a certain area, while the police officer thinks that other neighborhoods have much higher crime risks. Similarly, an AI system might recommend that a defendant should be released on parole, while the judge believes the defendant should remain in custody (Brayne & Christin, 2021). Street-level bureaucrats, confronted with such a dilemma, have to decide: do they follow the AI recommendation or their own intuitive professional judgment?

Scholars have noted that the empirical knowledge of the impact of AI on street-level bureaucrats’ behavior is limited (Giest & Grimmelikhuijsen, 2020; Peeters, 2020). Therefore, the first aim of this article is to investigate what happens when AI recommendations are congruent or incongruent with a street-level bureaucrats’ intuitive professional knowledge, that is, their expertise based on training activities and on-the-ground experience (Maynard-Moody & Musheno, 2000). We test two prominent and competing theories from psychology to better understand how professional knowledge and AI recommendations interact: automation bias and confirmation bias.
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On the one hand, the use of AI can restrict the exercise of frontline discretion because decision makers are overconfident in the rationality of AI (Skitka et al., 1999; Young et al., 2019). Such automation bias leads users to wrongfully neglect evidence that originates from outside a computer system. Automation bias has been found in highly automated environments such as aviation and healthcare (Lyell & Coiera, 2017), and would indeed suggest that street-level decision-making is strongly affected by computer prompts. On the other hand, from the literature on motivated reasoning and confirmation bias, we know that individuals tend to stick with a preferred conclusion and that this leads to selective and biased information processing (Kunda, 1990; Taber & Lodge, 2006). Such confirmation bias also occurs amongst those who are more knowledgeable about a topic (Mendel et al., 2011). This would suggest that street-level bureaucrats will not follow all AI recommendations but ignore AI-generated output in case it contradicts their professional knowledge.

The second aim of this paper is to investigate how explainable AI (XAI) affects the trustworthiness and acceptance of AI recommendations. There is a growing demand for AI that not only performs well, but that is also transparent, explainable, and trustworthy (Giest & Grimmelikhuijsen, 2020). This is the goal of a specific area of AI research called explainable AI (XAI) (Adadi & Berrada, 2018). Research into XAI demonstrated that explanations enabled spotting algorithmic mistakes (Ribeiro et al., 2016). At the same time, XAI can have negative effects. Van der Waa et al. (2021) demonstrated that explanations can persuade users to follow incorrect recommendations. Overall, the empirical knowledge on the impact of XAI is limited, specifically within complex public decision-making processes (Giest & Grimmelikhuijsen, 2020; Peeters, 2020).

This article investigates the effects of AI recommendations on a typical street-level bureaucrat: the police officer (Lipsky, 2010; Maynard-Moody & Musheno, 2003). Investigating the effects of AI recommendations on police officers is especially relevant as the police force is one of the largest public-sector areas in which AI systems are being implemented that can heavily infringe on people’s lives (e.g. Meijer et al., 2021). In addition, in many countries the police are at the forefront of AI adoption. Police organizations use AI systems to, for instance, forecast high crime risk areas, pre-identify young offenders, analyze vehicle movement patterns, and assist citizens with crime reporting (Dechesne et al., 2019; Meijer & Wessels, 2019).

At the same time, police work cannot be completely automated given the high degree of uncertainty and political sensitivity associated with the tasks they perform (Bullock et al., 2020). Police officers and AI systems, therefore, have to interact and collaborate. In the present study, we research this interaction by investigating how police officers utilize AI recommendations that are congruent and incongruent with their professional judgment and how explainable AI affects how they perceive these recommendations. We investigate the following research question:

**What is the effect of AI recommendations and explainable AI on decision-making of street-level police officers?**

To answer this question, we designed a 2 × 2 repeated measures factorial vignette experiment in which we tested how police officers interact with a realistic mock AI system that assists police officers with fencing off the area of a crime. This application is based on an AI system currently being developed by the Dutch police. A population-based sample of 124 street-level police was recruited for the experiment. Participants completed three similar vignettes with high mundane realism, resulting in 294 observations in total. Participants were exposed to a combination of the following two factors: an AI recommendation that was congruent or incongruent with their intuitive professional knowledge (first factor), and an AI recommendation that was explained or unexplained (second factor).

The results of this study indicate that police officers only trust AI recommendations that confirm what they already thought; police officers have more trust in AI recommendations that are congruent with their professional knowledge than AI recommendations that are incongruent with their professional knowledge. This implies that rather than being subject to automation bias, street-level bureaucrats are prone to confirmation bias when interacting with AI systems. Moreover, we found that police officers’ trust in AI recommendations is not affected by AI-generated explanations (XAI), meaning that it will be hard to overturn intuitive professional judgments, even if AI recommendations are well-explained. In the next section, we will first discuss the role of AI in street-level decision-making and then turn to formulating and testing three hypotheses on how (explained) AI recommendations are expected to impact street-level decision makers.

**ARTIFICIAL INTELLIGENCE IN STREET-LEVEL BUREAUCRACY**

Street-level decision-making is characterized by the exercise of administrative discretion (Maynard-Moody & Mushenko, 2003, 9). Exercising administrative discretion is necessary because of a mismatch between general rules and their application in specific local situations. Public officials are expected to base their decisions on pre-defined laws, procedures, and standards but these rules hardly ever fully correspond to the complex local realities of frontline work. Street-level bureaucrats translate general rules and competing values into client-level decisions (Lipsky, 2010). This constitutes administrative discretion: “the freedom that street-level bureaucrats have in determining the sort, quantity, and quality of sanctions and rewards during policy implementation” (Tummers & Bekkers, 2014, p. 529).

Administrative discretion has positive and negative consequences. The advantage of administrative discretion is that it allows for experience, local knowledge, sympathy, empathy, insight, and flexibility in frontline work.
(Maynard-Moody & Musheno, 2003). Administrative discretion allows for targeting decisions to the specifics of the local situation. However, these discretionary practices do not only have desirable consequences. The translation of general rules into local decision-making is grounded in imperfect information and the street-level bureaucrat’s conceptions of justice and appropriate action (Tummers et al., 2014). As a result, human decision-making is subject to cognitive limitations and bounded rationality (Kahneman, 2013; Simon, 1957). Consequently, administrative discretion has been linked to reduced policy-making effectiveness and efficiency, biased and discriminatory decision-making processes, and unlawful and corruptive behavior (Binns, 2020; Young et al., 2019). These adverse outcomes of administrative discretion imply that it should be controlled (Davis, 1970).

Artificial Intelligence (AI) is a set of technologies that can be used to exercise control over administrative discretion. AI is an umbrella term for systems that display intelligent behavior by, with some level of autonomy, reacting to their environment to achieve specific goals (Zuiderwijk et al., 2021). AI systems can be rule-based, but modern AI systems, especially those used to improve front-line decision-making, often employ machine learning techniques (Grimmelikhuijsen & Meijer, 2022). Machine-learned AI systems, then, are different from traditional statistical modeling as there is no formalization or a priori theorization of relationships between variables (Athey & Imbens, 2019). AI systems that use machine learning can make complex decisions in individual cases by analyzing available information and by making inferences based on the extent to which this case shares characteristics with a group of other cases. From a technical-rational perspective, AI systems can use this to information to reduce human arbitrariness in street-level decision-making, thereby enhancing public decision-making accuracy, consistency, objectivity, and efficiency (Binns, 2020; Young et al., 2019).

However, AI systems also have their limitations. Street-level decision-making requires individual judgment, but AI systems are not capable of providing true case-by-case decisions because it is impossible to capture all relevant local aspects in a mathematical model (Binns, 2020). The use of AI, therefore, limits an organization’s ability to make appropriate judgments about individual cases (Bannister & Connolly, 2020). Moreover, AI systems often produce disproportionately adverse outcomes for disadvantaged groups as demonstrated by, for example, O’Neill (2016) in Weapons of Math Destruction. When not implemented properly, AI systems, being trained on historical data collected by humans, reproduce existing human decision-making biases and errors. Because of these potential negative effects of automation, AI systems are often implemented as ‘decision-support systems’ rather than as autonomous agents (Veale & Brass, 2019). In decision-support arrangements, AI systems inform and augment decision-making, but a human decision maker is kept ‘in-the-loop’ and makes the final decision (Bullock, 2019; Busuioc, 2021).

Having a human-in-the-loop is, however, no guarantee to correct errors made by an AI system when decision makers become subject to automation bias (Peeters, 2020). Automation bias is a prominent decision-making error that refers to “the use of automated cues as a heuristic replacement for vigilant information seeking and processing” (Mosier et al., 1998, p. 48). Multiple types of automation bias exist but AI-based recommendations are especially prone to inducing errors of commission in decision-making processes. Errors of commission occur when a decision maker trusts and follows an AI recommendation even in the face of other indicators showing that this recommendation is illogical (Skitka et al., 1999). Automation bias and commission errors have been extensively documented in other industries that have been automated, such as aviation and health care, where it resulted in new decision-making errors (Lyell & Coiera, 2017).

Concerns have been raised that street-level decision makers will also be susceptible to automation bias (Peeters, 2020; Zerilli et al., 2019) but a first experimental test by Alon-Barkat and Busuioc (2022) suggests otherwise. In their experimental study, they found that decision makers may not be susceptible to automation bias because AI recommendations did not over-ride the decision makers’ existing stereotypes and discriminatory biases. While such biases are important to investigate, our study takes a different perspective and focuses on whether street-level bureaucrats’ professional—and often intuitive—knowledge affects the use of AI recommendations. With professional knowledge, we refer to the factors that guide the behavior of street-level bureaucrats, that is, their expertise based on training activities and on-the-ground experience (Maynard-Moody & Musheno, 2000).

Indeed, explorations in case studies by for example Meijer et al. (2021) and Snow (2021) suggest that street-level bureaucrats place a great deal of trust in these professional intuitions and it is unlikely that AI recommendations will be trusted if they go against their intuitive professional knowledge. These qualitative findings speak to the literature on motivated reasoning and confirmation bias, which describes that individuals only selectively use information if it confirms their initial or preferred conclusions (Kunda, 1990; Taber & Lodge, 2006). Moreover, Mendel et al. (2011) demonstrated that not only laymen are subject to confirmation bias, but this bias also occurs amongst those who are more knowledgeable about a topic. These findings suggest that police officers might not be subject to automation bias, but are more likely to be prone to confirmation bias when interpreting AI recommendations and therefore only trust AI recommendations that are congruent with their professional judgment. To test these two prominent and competing theories from psychological science, we propose the following hypothesis:

**H1. Street-level bureaucrats perceive AI recommendations that are congruent with their professional judgment as more trustworthy than Al**
recommendations that are incongruent with their professional judgment.

EXPLAINABLE AI AND TRUSTWORTHINESS

Explaining AI recommendations using Explainable AI (XAI) techniques has been argued to be fundamentally important to increase the trustworthiness of AI by preventing automation-induced decision-making biases (Ahmad et al., 2018). The second step in this research is, therefore, investigating how XAI affects the perceived trustworthiness of AI recommendations.

XAI is expected to increase users’ understanding of AI systems. It gives decision makers insight into how the recommendation is constructed and therefore enables informed decision-making. According to Doran et al. (2017), XAI should provide understanding to non-technical audiences by answering the why-question. Truly explainable AI that supports frontline work should not only display which data were used but also provide a line of reasoning about why and in what way that data were used.

Two approaches are distinguished in the XAI literature to answer this why-question: global explanations that explain the AI systems’ procedures in general, or local explanations that explain outcomes in specific situations (Adadi & Berrada, 2018; Ahmad et al., 2018). Global explanations explain the functioning of the AI system; they explain the general procedures the AI uses. Global explanations do not show how a specific recommendation was constructed. Explanations that do provide recommendation-specific insights are referred to as local explanations (Ribeiro et al., 2016). Because the discretionary tasks of street-level bureaucrats involve case-by-case judgment, local explanations are most suited to support frontline work. This research therefore explicitly focuses on the effect of local explanations.

Specifically, in our experiment we provide the participants with explanations that are every day, contrastive, and simple; as explanations with these characteristics have been found to be most effective and persuasive for a non-technical audience (Miller, 2019). Everyday explanations provide explicit cues about why an AI system constructed a specific recommendation (Lipton, 1990). Contrastive explanations demonstrate why this specific recommendation was advised in comparison to a recommendation that was not advised (Mercado et al., 2016). Formulating simple explanations has been demonstrated to be more effective in communicating information to users than long and complex explanations (Thagard, 1989).

The idea that XAI increases user trust is grounded in the reasoning that people will not trust systems they do not understand (Giest & Grimmelikhuijsen, 2020). Unexplained AI systems are opaque and not understandable to decision makers (Burrell, 2016). Explaining the AI systems’ functioning, which is expected to increase understandability, is therefore related to stimulating the use and trust of AI recommendations (Grimmelikhuijsen, 2023; Schiff et al., 2022). So far most studies that have investigated the use of AI in public decision-making have focused on citizens and not street-level bureaucrats. Still, based on this empirical evidence we hypothesize that similar effects may be found in this group:

H2. Street-level bureaucrats perceive explained AI recommendations as more trustworthy than unexplained AI recommendations.

The two hypotheses formulated above relate professional knowledge and XAI to the perceived trustworthiness of AI recommendations. While it is crucial to understand which factors affect the perception of AI recommendations by street-level bureaucrats, it is important to consider how this perception affects their behavior. How does the perceived trustworthiness of AI recommendations affect the decision of street-level bureaucrats to follow or override an AI recommendation?

Information systems research highlights that the perceived trustworthiness of a technological system affects whether people will use this system (Kim et al., 2008; McKnight et al., 2011). Therefore, as a final step in this study, in H3 we relate an increase in perceived trustworthiness of an AI recommendation to an increase in the likelihood that street-level bureaucrats will follow this recommendation. The hypotheses tested in this study are summarized in Figure 1.

H3. Higher perceived trustworthiness of AI recommendations by street-level bureaucrats is related to an increased likelihood of following the recommendation.

EXPERIMENTAL METHODS AND MEASUREMENTS

The first aim of this article is to study how police officers perceive AI recommendations and the extent to which AI recommendations induces automation bias or confirmation bias in street-level decision-making. The second aim is to research the effects of XAI. These two aims were tested in a repeated measures factorial vignette experiment in a sample of street-level police officers.

More specifically, participating police officers were presented with three scenarios (vignettes) in an online survey: a burglary, an ATM robbery, and a stabbing incident. Each of these scenarios involved a description of a crime that had been committed. In a dispatch report, officers were asked to help fence off the area of this crime. In this task, they were assisted by a mock AI system. This system predicted the flight routes of offenders. Participants were presented with two locations alongside predicted escape routes. The experimental task was choosing one of these by the AI-assigned locations.

This experiment has high ecological validity. The experimental task was selected to appeal to a wide range
of police officers. All street-level police officers have experience—in training and mostly also in practice—with this type of flight situation. The mock AI system was based on a system that is developed by the Dutch police organization. Additionally, the ecological validity of the design was strengthened by incorporating feedback from two police officers and three academic experts on the (socio-)technical sides of AI.

The initial experimental design was then presented to a group of Ph.D. candidates who research the use of AI within the Dutch National Police and qualitatively tested in collaboration with two street-level police officers. Based on the feedback of these groups, textual changes were made so that the experimental design better reflected the everyday reality of police work. Lastly, a small pilot study was conducted amongst a lay audience (n = 10). This is to ensure that the design of the experiment was clear and understandable.

Data collection

This study obtained a population-based sample. Data were gathered in collaboration with the Dutch National Police. The survey was distributed to four contact persons within four local police departments. These forwarded the invitations within their team to police officers that were or had been active in street-level work. The initial invite was sent in the second week of May 2021, and a reminder in the third or fourth week. Data collection was stopped on June 3. Investigating the influence of AI on frontline work amongst a population-based sample is important, but rare. Conducting this study with actual police officers is especially relevant in light of its focus on decision-making biases and XAI. Both of which are influenced by prior knowledge of the decision maker.

The only inclusion criterion used in this study was that participants completed all questions of at least one of the three scenarios, meaning no attention checks were used to remove participants. Including data from participants that did not fully concentrate on the experiment means that we measured the overall effect of the experimental conditions, that is, the intent to treat effect. This effect is more consistent with the effects the AI recommendations will have when implemented in real decision-making procedures, which strengthens the external validity of the results (Hansen & Tummers, 2020).

The survey, as distributed by local police departments, was sent to approximately 400 street-level police officers. A total of 152 police officers responded to the survey. 28 participants did not satisfy the inclusion criterium. Consequently, the final sample consists of 124 police officers. Together, they completed 294 vignettes, as some participants completed only one or two vignettes. Data and materials can be found in the Open Science framework via: doi.org/10.17605/OSF.IO/R6QAE.

Sample description

A representative sample of street-level police officers was obtained. The average age in our sample is approximately 47.9, and 25% of the participants identified as female. This is comparable to the averages in the Dutch police, where the average age is 45.2, and in which 34.7% of employees identify as female (Politie, 2020). 93% of the participants indicated having an executive status. This means that almost all participants were qualified to conduct street-level police work. Given that we specifically asked distributors of the experiment to only forward the invitations to police officers that are or have been active in street-level work we assume the other seven percent of officers also have experience with street-level tasks. Hence, we did not remove participants based on this criterium. Furthermore, most participants had post-secondary vocational education. This is the education level required for street-level police work in the Netherlands. Accordingly, the obtained sample is representative of the target population. Table A1 in Appendix A presents an overview of these descriptive statistics per experimental group and balance tests revealed no significant differences between the four treatment groups with regard to these variables.

Additionally, we measured three characteristics that could potentially influence the trust of decision makers in automated advice: knowledge about algorithms, knowledge about the mock-algorithm, and general trust in technology. As can be seen in Table A1 in Appendix A, balance tests reveal no statistically significant difference between the four treatment groups on the first two variables. However, the test demonstrate a small but statistically significant difference between the experimental groups’ general trust in technology variable. Post-hoc analysis reveal the group that received the congruent
unexplained advice had statistically significantly more trust in technology than the participants in the incongruent unexplained advice group. However, given the small difference between the groups (less than 0.6 point on a scale of 1–7) and the possibility this variation is a product of the experimental manipulations (the mock AI’s congruent or incongruent advice may have increased participants’ trust in technology), we do not believe that this difference had a substantial effect on the study’s findings.

**Experimental design**

This study presented participants with three vignettes. These vignettes were described in short text fragments. The most important information was also displayed in a figure that represented a map of the area surrounding the crime (Figure 2 presents an example).

The first factor in the vignettes was used to assess how street-level bureaucrats’ intuitive professional knowledge affects their perceived trustworthiness of AI recommendations. In each scenario, the mock AI system advised one location that was expected to be congruent with the professional judgment of police officers and one location that was incongruent with their professional judgment. The congruence of a location was determined based on the multiple rounds of qualitative interviews with police officers. For example, in the ATM robbery vignette presented in Figure 2, police officers indicated offenders of this type of crime almost always escape using fast cars via a highway. Location A in this vignette, therefore, is congruent with the professional judgment of the police officers because this location is close to the highway, while location B is incongruent with their professional judgment.

The second factor manipulated whether the AI recommendation was explained to the police officers. The explanations provided by the AI were, as highlighted in the theoretical section, simple, explicit, and contrastive—explanations that provide understandability for the non-technical audience of this study. The specific content of the explanations was grounded in the qualitative feedback of police officers. For example, in the ATM robbery vignette, the explanation provided was: “Location A was recommended by the AI because suspects of robberies often flee via the highway. Location B was recommended because the suspects cannot then flee into the neighboring town via this route.” Table 1 summarizes the four experimental groups created in each of the three vignettes and Table B1 in Appendix B presents a detailed overview of the three vignettes and the images that were presented in the burglary and stabbing incident vignettes.

Randomization gives a repeated measures factorial survey the robustness of an experimental method (Taylor, 2006). Hence, scenarios were displayed to participants in random order and in each scenario participants were randomly assigned to one of four experimental groups. A schematic overview of the full experimental procedure is presented in Appendix C.

**Dependent variables**

This study measured the effect of AI recommendations on two variables. The first dimension investigated was the perceived trustworthiness of the recommendations by police officers. This was measured using a scale developed by Grimmellikhuijsen (2023) to measure the perceived...
trustworthiness of AI systems. This scale is based on scales that have been developed to measure trust more generally (e.g., Grimmelikhuijsen & Knies, 2017; Mayer et al., 1995), and scales designed to evaluate the trustworthiness of technological systems specifically (McKnight et al., 2011). This perceived trustworthiness of the AI recommendations scale includes the following four items: ‘I trust that the AI…’: (1) ‘…used the correct information’, (2) ‘…gave a correct recommendation’, (3) ‘…assessed my situation honestly’, (4) ‘…used all relevant information’ [translated from Dutch]. These items all have been measured on a 1 (no trust at all) to 7 (complete trust) scale. To validate this scale’s measurements, we included a fifth item that directly asked participants whether they trusted the AI recommendation. These five items combined form a reliable scale to measure the perceived trustworthiness of the AI recommendation (Cronbach’s Alpha above .92 and a principal component analysis demonstrated all variables load on the first component with factor loadings above .74).

Secondly, we assess whether or not the perceived trustworthiness of the AI recommendation had an effect on the likelihood of police officers following the AI. To conduct this analysis, a dummy variable was created in which 0 indicates a choice against the AI (i.e., the police officer chose a different location than the AI recommended), and 1 indicates going along with the AI (i.e., the police officer chose the location that was recommended by the AI).

### Manipulation checks

Two manipulation checks were used to assess whether the experimental treatments—the congruence of the advice and the effect of XAI—were successful. Table 2 presents the results of these checks.

The first manipulation check assessed if one of the two AI recommendations was congruent with the professional knowledge of the police officers. This was measured by asking, on a 1 (strongly disagree) to 7 (strongly agree) scale how detailed respondents perceived the recommendation to be. As indicated in Table 2, this manipulation was also successful: police officers perceived the explained AI recommendation to be more detailed than the unexplained AI recommendation.

Lastly, to obtain insight into the mundane reality of the experiment, participating police officers were asked if they could relate to the experimental scenarios. On average, police officers indicated that they could somewhat agree or agree with this statement (mean score = 5.24, SD = 1.25). These are good scores given that survey experiments always contain a degree of artificialness (Jilke et al., 2017). This experiment can thus be considered to have a high mundane reality, which strengthens the ecological validity of the research findings.

### Deviations from pre-analysis plan

Research ethics were taken into consideration when conducting the experiment. Most importantly, the research question, hypotheses, exclusion criteria, and measurements were registered in the Open Science Framework prior to the execution of the experiment. The pre-registry can be viewed at this link: [https://doi.org/10.17605/OSF.IO/TW9Y9V](https://doi.org/10.17605/OSF.IO/TW9Y9V) but during the execution of the study some changes were made to the hypotheses, experimental design, and analytical approach. First, the hypotheses in the article were rephrased to be more precise than those that were preregistered but they identify the same relationships. Secondly, one experimental group, a group that did not receive an AI recommendation, was removed from the analyses because this group was not suitable to test any of our preregistered hypotheses. Thirdly, instead of the pre-registered traditional regressions, Generalized Estimation Equations were used to analyze the data, as this analytical approach accounts for possible within-subject effects introduced by the repeated measures factorial design when deriving the variability estimates of the coefficients (see Hubbard et al., 2010 for a detailed description of Generalized Estimation Equations). A full description of the changes from the preregistration is provided in Appendix D.

### RESULTS

The aim of this study was to investigate how professional knowledge and XAI affect the perceived trustworthiness
of AI recommendations by street-level bureaucrats. Additionally, it was assessed how an increase in the perceived trustworthiness of AI recommendations was related to the decisions of street-level bureaucrats to follow the AI recommendations. Table 3 describes the number of participants and the mean perceived trustworthiness of the AI recommendation per experimental group.

Since respondents completed multiple vignettes, the observations in our sample are not completely independent. In these circumstances, Generalized Estimating Equations (GEEs) are found to provide closer approximations of population averages than basic regression approaches which assume independence of observations (Hubbard et al., 2010; Liang & Zeger, 1986). GEEs provide a semiparametric way to analyze clustered data and are comparable to a repeated measures ANOVA, but achieve higher power with a smaller sample size and lower number of repeated measurements, and can be used to analyze categorical responses as well as continuous outcome variables (Ma et al., 2012). Because these aspects apply to our study design, GEE analyses were performed to analyze our data using the Geepack package for R (Halekoh et al., 2006). More specifically, GEEs were used to compute the Wald Chi-Square coefficient, the 95% confidence intervals, and associated p values. To increase the robustness of the results, we also tested the three hypotheses with traditional statistical approaches that assume independence of observations. Tables E1 and E2 in Appendix E present the outcomes of these analyses and reveals that the results of the GEEs and the traditional statistical approaches are equal.

First, a GEE was used to investigate how police officers utilize AI recommendations that are congruent and incongruent with their professional judgment (H1) and how explainable AI affects their perception of these recommendations (H2). We also explored an interaction between the congruence and explanation manipulations but found no significant effect ($\beta = -.259 [-.888, .371]$, $p = .42$). Presented in the article are therefore the outcomes of the GEE without interaction effect. The results of this analysis are highlighted in Figure 3.

These results indicate police officers statistically significantly perceive AI recommendations that are congruent with their professional knowledge as more trustworthy than AI recommendations that are incongruent with their judgment ($\beta = -.377 [-.622, -.132]$, $p = .003$). This finding is in line with our expectations outlined in H1.

In contrast, we found no support for H2. While Figure 3 seems to show the existence of some effect of explaining the AI recommendation on how trustworthy the police officers perceived the AI recommendation to be, the GEE demonstrates that this effect was not statistically significant ($\beta = -.133 [-.400, .134]$, $p = .328$).

As a final step in our research, a GEE with a logit link function was used to investigate how changes in perceived trustworthiness of AI recommendations are related to a police officer’s choice to follow the recommendation (the police officer agrees with the AI and goes to the location that was recommended by the AI) or to oppose it (the police officer chooses to go to the other location). The results of this analysis, as presented in Figure 4, are in line with H3. An increase in perceived trustworthiness is statistically significantly related to an increase in the likelihood of police officers following the AI recommendation ($\beta = .243 [.006, .480]$, $p = .045$).

| Table 3 Number of respondents and mean trust in the AI per experimental group |
|---------------------------------|-----------------|-----------------|
|                                  | Unexplained     | Explained       |
|                                  | N   | Mean | SD  | N   | Mean | SD  |
| Incongruent                      | 72  | 4.73 | 1.26| 90  | 4.98 | 1.17|
| Congruent                        | 56  | 5.26 | 1.10| 76  | 5.25 | 1.18|

FIGURE 3 The effect of professional judgment and explanations on police officers’ perceived trustworthiness of AI recommendations

FIGURE 4 The relation between police officers’ perceived trustworthiness of AI recommendations and their tendency to follow the recommendation
DISCUSSION AND CONCLUSION

Our findings provide support for the effect of professional knowledge on the perceived trustworthiness of AI recommendations (H1), but not for the effect of providing explanations (H2). Additionally, an increase in the perceived trustworthiness of AI recommendations was found to be related to an increase in the likelihood of police officers following the AI recommendation (H3). These results hold three core conclusions.

The first conclusion is that the risk of automation bias appears to be less prominent in frontline decision-making than in other domains that are automated, instead street-level bureaucrats appear to be prone to confirmation bias when interpreting AI recommendations. This study reveals that police officers perceive AI recommendations that are congruent with their professional knowledge as more trustworthy than AI recommendations that are incongruent with their professional knowledge. This finding is in line with qualitative studies that indicated that decision makers weigh information provided by an AI system to their own knowledge (e.g., Meijer et al., 2021; Snow, 2021). Additionally, this study resonates with the findings by Alon Barkat and Busiuoc (2021), who showed that decision makers are more likely to trust AI recommendations when they fit with existing stereotypes and biases. The use of AI for frontline decision-making is, however, relatively new and automation bias mainly occurs in fields with a long history of using highly reliable AI systems (Peeters, 2020).

Future research should therefore investigate how repeated use of reliable AI systems by street-level bureaucrats affects the occurrence of automation bias and confirmation bias.

The second conclusion is that the positive effects associated with XAI might be less prominent than currently assumed in the literature (e.g., Miller, 2019). Our results suggest that a small positive effect of explaining both congruent and incongruent AI recommendations on the perceived reliability of these recommendations might exist, but this effect was not statistically significant. This demonstrates that the effect of prior knowledge is far more important for how street-level bureaucrats interpret and use AI recommendations than the effect of explaining the rationale behind these recommendations. Even though a study with a larger sample size might be able to detect a small effect of XAI, this raises questions about the meaningfulness of such a small effect in practice and provides a sobering message to the high expectations of explaining how AI systems function in the literature (e.g., Weller, 2019; Zerilli et al., 2019). We recommend future research to assess if other types of XAI, such as global explanations, have different effects.

Our third conclusion is that an increase in perceived trustworthiness is related to a change in the behavior of police officers. We found that police officers who perceived AI recommendations to be more trustworthy were also more likely to follow these recommendations. This is important for the implementation of AI in frontline decision-making tasks. AI can enhance the work of street-level bureaucrats, but also produce adverse outcomes when it is unfair, biased, or faulty (Veale & Binns, 2017). The results of this study, especially in combination with the first conclusion, show that street-level bureaucrats are likely to—at least to a certain extent—be able to mitigate these adverse outcomes. Street-level bureaucrats do not blindly trust and follow all AI recommendations but weigh such recommendations against their professional knowledge. Our study thereby provides micro-level evidence of the importance of maintaining human discretion to overturn AI recommendations when producing incongruent recommendations.

The persistence of human discretion, however, introduces new problems in human-computer interaction. On the one hand, it means a human-in-the-loop will not be able to correct all biases in an AI system. Our findings indicate that police officers will not correct errors when they align with police officers’ personal biased judgment. This is especially worrisome as AI systems are prone to reproducing existing human decision-making biases and errors (O’Neill, 2016). On the other hand, the persistence of human discretion means unbiased AI systems—AI systems that have been de-biased through careful data gathering efforts, model building, and testing and validation—may not be able to persuade police officers to make another and likely fairer decision since recommendations from such AI systems are by design incongruent with the professional judgment of the human-in-the-loop.

This means that we cannot (only) rely on individual bureaucrats to assess the quality of AI systems. We need to design proper institutional and organizational safeguards when implementing AI technologies such as predictive policing system in frontline decision-making (e.g. Grimmelikhuijsen & Meijer, 2022). Case study research provides a valuable methodology to investigate these safeguards. For instance, Brayne and Christin (2021) showed that not only technical specifications, but also organizational policies and rules determine how police officers interact with AI systems. Meijer et al. (2021) found that administrative cultures and existing administrative patterns determined how similar predictive policing systems in the Netherlands and Germany were used. In the Netherlands, the system was used in a less restrictive manner and seen as a “helping hand”, whereas in Germany police officers could less easily divert from recommendations by the predictive policing system.

Future experimental studies can also be directed at these institutional and organizational arrangements that influence how AI systems are used in practice. Firstly, while we devoted ample attention to creating an ecologically valid design and even though this experiment was perceived as realistic by participants, survey experiments always remain an artificial setting. Testing the occurrence of automation bias, confirmation bias, and the effects of XAI, therefore not only has to be done in the ‘clean’ context of the lab, but also in ‘messy’ and complex field settings. For instance, police officers in the field often work in small teams or experience pressure to make quick decisions, which may lead to different decision-making
dynamics. Here, we especially see value in the use of field experiments (e.g. Hansen & Tummers, 2020). Secondly, this study sought to understand the effect of AI recommendations on police officers. While frontline workers share similar characteristics (Maynard-Moody & Musheno, 2003), have previous studies highlighted that the use of AI systems is influenced by the specific type of AI system at hand and the organizational context in which this system is used (Bullock et al., 2020; Meijer et al., 2021). It would, therefore, be valuable to test the effects of a variety of AI systems on other types of street-level bureaucrats, such as teachers and welfare workers, and add situations in which intuitive professional knowledge is less clear.

In sum, the present study examined street-level bureaucrats’ trust in and use of AI recommendations. Also, we investigated the role of explainable AI in this relationship. We find that street-level bureaucrats might be prone to confirmation bias when interpreting AI recommendations. In this study, police officers had more trust in AI recommendations when they were congruent with their professional judgment; they trusted the AI recommendations that confirmed what they already thought. Even recommendations that were supported by explanations were trusted more if they aligned with this professional judgment. This implies that street-level bureaucrats are able to correct biased and faulty AI systems, but it also means that even if AI recommendations are well-explained and accurate, it will be hard to persuade street-level bureaucrats to trust and follow-up counterintuitive AI recommendations.
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APPENDIX A

See Table A1.

<table>
<thead>
<tr>
<th>Table A1</th>
<th>Balance tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (% F)</td>
<td>Executive (% yes)</td>
</tr>
<tr>
<td>Incongruent: Explained</td>
<td>16</td>
</tr>
<tr>
<td>Incongruent: Unexplained</td>
<td>45</td>
</tr>
<tr>
<td>Congruent: Explained</td>
<td>42</td>
</tr>
<tr>
<td>Congruent: Unexplained</td>
<td>36</td>
</tr>
</tbody>
</table>

Note: Sex (\(\chi^2(3) = 7.00, p = .06\)); Executive (\(\chi^2(3) = 0.70, p = .90\)); Age (F(3, 280) = 0.182, p = .14); Education (F(3, 280) = 0.81, p = .49); Knowledge AI Education (F(3, 280) = 0.53, p = .66); Trust Technology; (F(3, 280) = 2.89, p = .04).

\(^{a}\)Range 1–7: 1 = < 18, 7 = > 70.

\(^{b}\)Range 1–5: 1 = Finished primary education, 5 = University degree.

\(^{c}\)Range 1–7: 1 = completely disagree, 7 = completely agree.

APPENDIX B: SUMMARY OF EXPERIMENTAL SCENARIOS (TRANSLATED FROM DUTCH)

See Table B1.

<table>
<thead>
<tr>
<th>Table B1</th>
<th>The three experimental scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario</td>
<td>Description</td>
</tr>
<tr>
<td>Burglary</td>
<td>Two offenders fled north on a scooter with a German license plate</td>
</tr>
<tr>
<td>ATM robbery</td>
<td>Two offenders fled west in a fast car</td>
</tr>
<tr>
<td>Stabbing incident</td>
<td>The offender drove off east in a red car</td>
</tr>
</tbody>
</table>

Congruent location because burglary suspects often flee via quiet roads

Congruent location because suspects of robberies often flee via the highway

Congruent location because the suspects cannot then flee into the neighboring town via this route

Congruent location because it is a central location where many possible escape routes converge
APPENDIX C: EXPERIMENTAL SET-UP

Start experiment
Introduction & Informed Consent

Explain the experimental task
You are going to participate in an experiment in which you will be asked to work with a prototype of the mock-AI system

Random assignment


Demographic questions

Debriefing
Thank you for participating in this study and providing an explanation of the experiment

APPENDIX D: DEVIATIONS FROM PRE-ANALYSIS PLAN

Three deviations between the pre-registered and the reported study have to be reported; we simplified the hypotheses, excluded one experimental group, and revised the statistical approach.

First, the revisions of the hypotheses aim to make the hypothesized relationship more clear but do not alter the proposed relationship:

- The first hypothesis in the pre-registry (In general, police officers are likely to trust algorithmic advice) does not propose a testable relationship but is a descriptive question which is answered in Table 3 in the article.
- H2 The second hypothesis in the pre-registry (In general, police officers are more likely to trust algorithmic advice that complies with their tacit knowledge than algorithmic advice that conflicts with their tacit knowledge) is rephrased in the article to H2 (Street-level bureaucrats perceive AI recommendations that are congruent with their professional judgment as more trustworthy than AI recommendations that are incongruent with their professional judgment).
- H3 The third hypothesis in the pre-registry (In general, police officers are more likely to trust explained algorithmic advice than unexplained algorithmic advice) is rephrased in the article to H2 (Street-level bureaucrats perceive explained AI recommendations as more trustworthy than unexplained AI recommendations).
- The fourth and fifth hypothesis in the pre-registry are about testing for an interaction between congruence and explanation manipulations. We registered these hypotheses based on initial research into the subject of XAI. However, when doing more in-depth research into XAI literature, we found little evidence to support hypothesizing the existence of an interaction. Previous studies predict a positive effect of XAI on trustworthiness of the AI recommendation or a negative effect—but we found no solid evidence to hypothesize an interaction with the congruency manipulation. We, therefore, decided that we could not hypothesize the existence of this interaction effect in the manuscript. In the results section, we do test for this interaction and find that it is not statistically significant.
- In the pre-registry, we were not clear about how we would relate trustworthiness and behavior. In the article, we added H3 to test this relationship: Higher perceived trustworthiness of AI recommendations by street-level bureaucrats is related to an increased likelihood of following the recommendation.

Secondly, one experimental group was excluded from the analyses because this group could not be used to test the hypotheses. In the experiment, some participants were assigned to a fifth experimental group in which they were asked to choose between location A and B without receiving an AI recommendation. This group could not be
used to test any of the pre-registered hypotheses and was, therefore, excluded from the final study.

Thirdly, the statistical approach was changed because we did not accurately account for the within-subject effects in our pre-registered statistical procedure. While we in the pre-registry did indicate that we wanted to combine the data of the different scenarios to increase the power of the experiment, we did not accurately account for the repeated measures design in the analysis plan. In the final manuscript, we have revised the statistical approach to account for the potential dependencies between observations.

APPENDIX E: ROBUSTNESS CHECKS

See Table E1 and E2.

**Table E1** Confirmation of hypotheses 1 and 2 using a two-way ANOVA

<table>
<thead>
<tr>
<th></th>
<th>Df</th>
<th>Sum of Sq</th>
<th>Mean Sq</th>
<th>F-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explanation</td>
<td>1</td>
<td>1.4</td>
<td>1.44</td>
<td>1.03</td>
<td>.311</td>
</tr>
<tr>
<td>Congruency</td>
<td>1</td>
<td>10.3</td>
<td>10.35</td>
<td>7.39</td>
<td>.007</td>
</tr>
<tr>
<td>Explanation × Congruency</td>
<td>1</td>
<td>1.2</td>
<td>1.19</td>
<td>0.85</td>
<td>.357</td>
</tr>
<tr>
<td>Residuals</td>
<td>290</td>
<td>406.2</td>
<td>1.401</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table E2** Confirmation of H3 using a logistic regression

<table>
<thead>
<tr>
<th></th>
<th>Est.</th>
<th>S.E.</th>
<th>Z-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-0.905</td>
<td>0.518</td>
<td>-1.748</td>
<td>.080</td>
</tr>
<tr>
<td>Trustworthiness</td>
<td>0.243</td>
<td>0.100</td>
<td>2.420</td>
<td>.016</td>
</tr>
</tbody>
</table>

\[ \chi^2 = 6.001, \ p = .014 \]

AIC = 398.343, BIC = 405.710