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Assessing the role of carbon capture in energy systems dominated by non-dispatchable renewable energy
sources requires a reliable and accurate model. However, carbon capture models used in complex systems
optimisation are often very simplified. Therefore, we developed a mixed-integer linear model of post-
combustion carbon capture starting from rigorous thermodynamic modelling in Aspen Plus. The final model
decides the size and the operation of the capture process and returns the cost and energy requirements as a
function of the CO2 concentration and the flow rate of the treated flue gas. Validation against actual plant data
(Petra Nova) showed excellent accuracy with a deviation in total CO2 captured of just 2%. By applying the
model to an exemplary case study, we show that it allows for co-optimising renewables deployment and carbon
capture design and operation for a gas turbine, thus opening opportunities to explore new system designs of
practical added value.
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Nomenclature

Acronyms

AARD average absolute relative deviation
BAT battery
CAR carbon avoidance rate
CC-GT combined-cycle gas turbine
CCS carbon capture and storage
CCUS carbon capture, utilisation, and storage
DCC direct contact cooler
KPI key performance indicator
LT lifetime
MEA monoethanolamine
MILP mixed integer linear programming
NGCC natural gas combined cycle
ODE ordinary differential equation
PCC post-combustion capture
PV photovoltaic
RES renewable energy sources
SC-GT single-cycle gas turbine
SPECCA specific primary energy consumption for

carbon avoided
TP transition period
WT wind turbine
WW water wash

Greek variables

𝛼 performance coefficient, [MW/(kmol/s)]
𝛽 performance coefficient, [MW/(kmol/s)]
𝜒 amount of cooling, heating, or electrical

power, [MW]
𝜂 efficiency, [-]
𝜅 cost coefficient, [MEUR/(kmol/s)]
𝜆 cost coefficient, [MEUR/(kmol/s)]
𝜈 relative ramping limit, [-]
𝛷𝑒∕𝑐 Objective function for emissions (𝑒) and cost

(𝑐)
𝜏 time constant, [s]
𝜃 arbitrary vector
𝜀 Murphree efficiency, [-]
𝜁 cost coefficient, [MEUR]

Indices

𝑖 plant size (segment)
𝑗 cooling, heating, or electrical power
𝑘 type of technology
𝑡 time

1. Introduction

The role that carbon capture and storage (CCS) should play in the
nergy transition is a polarising topic of debate in both science and
olitics [1,2]. At the same time, the significant role it could play is

widely acknowledged [3–5]. The arguments against CCS often tend to
neglect the time factor, which is so critical for a climate-compliant
energy transition, and/or ask for more efficient and cheaper capture
processes, ignoring the real status of the technology and comparing
it with the case of free emissions. Achieving net-zero CO2 emissions
2

around the year 2050 is imperative to limit global warming well below t
Superscripts

CO2 CO2 in flue gas
CAPEX capital expenditures
FG flue gas
max maximum
min minimum
S solvent

Latin variables

𝑛̇ molar flow rate, [kmol/s]
𝑆̃ auxiliary variable between 𝑆 and a binary,

[kmol/s]
𝑎 annuity factor, [-]
𝐶 cost, [MEUR]
𝐶𝐶𝑅 carbon capture rate, [mol/mol]
𝑒 electricity emission factor, [kgCO2∕kWh]
𝐹 flow rate, [kmol/s]
𝑓O&M operation and maintenance cost factor, [-]
𝐽𝑐 capital cost, [EUR/y]
𝐽𝑚 maintenance cost, [EUR/y]
𝐽𝑜 operation cost, [EUR/y]
𝐿𝑇 plant life time, [y]
𝑄 power integral, [MWh]
𝑟 discount rate, [-]
𝑆 installed flue gas flow capacity, [kmol/s]
𝑈 imported electricity, [kWh]
𝑢 binary, plant operation, [-]
𝑣 binary, beginning of ramp-up, [-]
𝑤 binary, beginning of ramp-down, [-]
𝑥 concentration, [mol/mol]
𝑧 binary, plant installation, [-]

2 ◦C. However, the total emitted CO2 is even more important, i.e. the
longer we continue emitting fossil-based greenhouse gases the way
we used to, the faster we have to reach net-zero, and the harder
the energy transition becomes [6]. Within this context, the logical
approach, and likely the most time-effective, is to follow a technology-
agnostic transition in which no potential solution is discarded a-priori
as a matter of principle, as far as (i) it enables a timely decarbonisation
and (ii) it fits with the local boundary conditions. Following this line of
thought, bringing together the domains of (renewables-centred) energy
system modelling and carbon capture technology modelling is certainly
desirable. To do so, however, a mixed-integer linear programming
(MILP) framework is required to be able to deal with the large problems
(generally in the order of 104 − 106 variables [7,8], in this work
∼83,000 continuous and ∼14,600 integer variables) that are typical
or energy system optimisations. While mixed-integer non-linear pro-
ramming (MINLP) approaches have received increased attention over
he past two decades [9] and solve small problems (100s of variables)
n a matter of seconds [10], they quickly become hard to solve – if
ot intractable entirely – with increasing problem size [11]. In this
ase, MILP models with piece-wise linear approximations of non-linear
ehaviour are commonly used and shown to find feasible, and often
etter, solutions faster than their MINLP counterparts [11].

Some large-scale models, like TIMES [12], OPERA [13], or OSe-
OSYS [14], already combine energy system modelling with carbon

apture technologies but do so with constant performance indicators
ike efficiencies. Consequentially, they do not account for the effects
f parameters like part-load operation, variations in the CO2 concen-

ration, or the size of the plant. That is, unless each combination of
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parameters is defined as a discrete technology. However, if one aims
to truly understand the role and the behaviour of a technology within
a system, those features are crucial. Narrowing the focus to more
detailed models, little overlap is found in the literature. Each individual
domain, i.e. energy system modelling and modelling of carbon capture
technologies, is undoubtedly well established and does not need to be
discussed here. The interested reader can find excellent review works in
the open literature, e.g. [15–17]. At their intersection, three categories
can be identified: (i) CCS supply chain optimisation, (ii) optimisation of
specific power and/or industrial plants with CCS, and (iii) multi-energy
systems with CCS. For each of these domains, we can recognise a few
important literature contributions.

If we look at chain optimisation, Zhang et al. [18,19] developed a
carbon capture, utilisation and storage (CCUS) supply chain optimisa-
tion model that considers the full chain – from capture to storage –
and applied it to a case study in northeastern China. They highlight
that most supply chain studies are based on source–sink matching
and do not include the actual capture process. While their work in-
cludes the capture process for different types of sources, they do not
consider the energetic performance and the temporal resolution. A
recent study from Li et al. [20], in which they apply a source–sink
matching model for existing coal-fired power plants in China, reinforces
the argument raised by Zhang et al.. Around the same time, d’Amore
et al. performed an economic optimisation of a plausible European
CCUS supply chain and included the risk analysis and mitigation mea-
sures [21] and the uncertainties in geological storage capacity [22].
Chung and Lee [23] developed a framework to derive input–output
surrogate models of amine-based carbon capture processes that predict
the equipment purchase cost and heating duty with good accuracy.
These models are non-linear and are meant for technology screening
and CCUS-focused superstructure optimisation. For large-scale system
optimisation with operation decisions (i.e. they are time-discretised),
however, the model’s non-linear characteristics make it unsuited for the
state-of-the-art mixed-integer linear programming (MILP) frameworks.

As an example for the second category, Wiesberg et al. [24] devel-
oped surrogate models for the production of bioenergy from sugarcane
bagasse coupled with CCS. They did so by running factorial design
experiments of the process modelled in Aspen. Basano et al. [25]
modelled the integration of CCS and power-to-gas technologies with
a synthetic natural gas plant. Zantye et al. [26] applied an MILP model
of a flexibly operating CCS system to investigate the emission reduction
from coal plants. The same team of authors also developed a stochastic
optimisation approach for power plant scheduling with flexible carbon
capture [27]. The model in both studies represents the CCS plant at a
unit operation level and, therefore, allows optimising the plant design
for a particular application. For energy system design problems on
a larger scale, e.g. national or cross-sectors, this feature is usually
not required as it leads to a significant increase in computational
complexity.

The third category is what comes closest to the ambitions of the
current work. Zhang et al. [28] embedded a power-to-methane system,
fed with CO2 captured from power generation units, into a multi-energy
system providing gas, electricity and heat. Similar systems were also
studied by Ma et al. [29] and Dong et al. [30], albeit with slightly
different methodologies. While these three studies bring together multi-
energy system models with CCS, the CCS models applied are very
simplistic and/or designed for a specific application and hence cannot
be generally applied to other conditions.

The list of referenced studies provides a clear representation of
the types of studies that can be found in each of the three categories
mentioned before. Overall, and to the best of the authors’ knowledge,
no model is reported in the open literature that is (a) simple enough to
be used in large-scale energy system optimisation, where computation
time is a crucial limiting factor, (b) detailed enough to reveal insights
into the plant’s operation and its effects on the rest of the system,
3

and (c) flexible enough to have the optimisation framework choose
the point-source to capture from. Therefore, the goal of this work
is to fill this gap by connecting two different fields, namely that of
mixed integer linear programming, which is traditionally used for
control purposes or process/system optimisation, and that of separation
technologies, which traditionally has roots in thermodynamics. To that
end, we developed a mixed integer linear model of a post-combustion
carbon capture process (based on monoethanolamine, MEA) that allows
for the optimisation of size, operation, and process placement within
a complex multi-energy system. Building upon a recent conference
proceeding [31], we propose a new model formulation that couples
thermodynamic accuracy, portability to different flue gas compositions,
and scalability to different flue gas flow rates. To strike a balance
between accuracy, which calls for high model fidelity, and simplic-
ity, which is required for complex energy system optimisation, the
data used to generate the carbon capture mixed integer linear model
is obtained from multi-scale process simulations in Aspen Plus. The
resulting energetic performance and cost of the plant are linearised
as a function of the CO2 capture capacity, the amount of flue gas to
be treated at a certain time, and its CO2 concentration. The resulting
model’s general formulation is framework-independent as long as the
CO2 concentration is exogenous, and it can be used for the analysis
of very different systems (large/small, concentrated/diluted CO2). It
follows that the installation of the plant (yes/no), its size, and its op-
eration pattern become decision variables of the optimisation problem,
constrained and driven by system-level conditions like emission limits
or available flue gas. Differently from many contributions in the field
of energy/process system modelling and optimisation, we validate the
model framework using real plant profiles. We, in fact, argue that the
model findings, e.g. in terms of plant operation, should be similar to
real plants. Finally, we provide an in-depth discussion of the model
synthesis and an application example for the design of a low-carbon
energy system.

To conclude, the novelty of this work can be summarised as follow:

• We provide a new mixed-integer linear model of a carbon capture
process that is detailed enough to reveal operational insights but
simple enough for temporally resolved assessments of complex
multi-energy systems.

• The model takes the effects of part-load operation, plant size,
variable CO2 concentration and flow rate of the gas inlet on the
plant performance into account.

• The model was benchmarked against real plant data, showing
excellent agreement between the operation profiles.

• We show how the model can be used to derive detailed informa-
tion on the design and operation of energy systems, including car-
bon capture and other technologies, opening doors for non-trivial
optimal integrations.

The paper is organised as follows. In Section 2, the synthesis of
the model is discussed. The first part covers the thermodynamic pro-
cess model from which the data was generated, while the second
part covers the derivation and formulation of the MILP model. In
Section 3, the model is benchmarked against real operation data, and
the sensitivity of the model parameters is assessed. Furthermore, the
model is applied to assess the potential of decarbonising a natural gas
combined cycle in the Dutch province of Zeeland. To conclude this
paper, Section 4 provides a summary of the work and a discussion
of the model’s limitations. In the present work, the MILP formulation
of the carbon capture process was implemented into a multi-energy
system optimisation framework already used in previous studies of the
authors [8,32].

2. Process modelling and MILP model formulation

The starting point of the carbon capture model proposed is detailed

process simulations in Aspen Plus, which provide the data required to
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Fig. 1. Outline for deriving a process-simulation-based MILP model.
Fig. 2. Scheme of the integrated process considered in this work.
generate the linear surrogate model. The latter consists of a series of
performance planes, which are dependent on the key process variables.
In a parallel activity, existing dynamic data are used to generate and
fit a first-order dynamic model of the carbon capture plant. The perfor-
mance planes and the linear dynamics are finally combined in an MILP
model and included in an existing multi-energy system optimisation
framework [33]. An overview of this procedure is shown in Fig. 1; the
specific building blocks are better discussed in the rest of this section.

The goal of the linear model is to obtain the key performance
indicators as a linear function of the key process variables as accurately
4

as possible. To this end, the model is generally formulated as

𝑒 = 𝑓 (𝐹 FG, 𝑥CO2 , 𝑆) Energy (heating & electricity) (1)

CO2 = 𝑓 (𝐹 FG, 𝑥CO2 , 𝑆) Carbon balance (2)

𝐶 = 𝑓 (𝐹 FG, 𝑥CO2 , 𝑆) Cost (3)

where 𝑓 is a linear function, 𝐹 FG is the flue gas mass flow, 𝑥CO2 is the
CO2 concentration in the flue gas, and 𝑆 is the plant size defined as
the design mass flow of flue gas. The derivation of the function 𝑓 is the
purpose of this work. Hence, its detailed formulation will be discussed
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in Section 2.5. The carbon capture rate is not listed as a variable since
it is assumed to be constant at 90% for this work; note, however, that
this refers to the flue gas entering the absorber and not the overall flue
gas flow rate from the point source. Therefore a spectrum of carbon
capture rates can be explored by the model by adjusting the treated
flue gas.

In the model we propose, the heat and electricity consumption is
obtained using a process modelling framework. For the dynamic and
economic analyses, we use data from existing studies, but we recast
them in a new linear form. More details are provided in the following.

2.1. Process modelling

The generic carbon capture process considered in this work –
consisting of an absorber, stripper, heat exchangers, pumps, and a
compressor – is shown in Fig. 2 and combines the standard post-
combustion capture layout with state-of-the-art solutions for improved
performance [34,35]. While we consider MEA as a solvent, the plant
can be adapted to other solvents with minor changes.

The flue gas treated in the carbon capture process is first cooled by
a direct contact cooler (DCC) and then sent to the absorber column,
where CO2 is absorbed by MEA in counter-current flow. An absorber
cooling recycle is used to compensate for the exothermic absorption
reaction. The CO2-depleted top-product of the absorber is sent to a
purification column, where MEA slip is reduced to ppm level and then
released to the atmosphere. The CO2-rich solution forms the bottom
roduct of the absorber and, after heat integration, is fed to the stripper
t a convenient stage. Part of the rich solution bypasses the heat inte-
ration and is fed to the top of the stripper, thus limiting the condenser
uty. In the stripper, the CO2 is released at temperatures > 90 ◦C and

leaves the top of the column with a concentration typically larger than
95 wt%. The CO2 product is then washed and cooled with water and
sent to compression. At the bottom of the stripper, a (minor) part of
the lean solvent is sent to the lean vapour compression, while the rest
is sent to the absorber via heat recovery. Make-up MEA and water are
added as needed, and the solvent is then ready for a new absorber cycle.
Further CO2 purification and compression of the captured CO2 are not
considered since the desired properties depend on the end-use.

As shown in Fig. 1, we use multiple levels of simulation to assess
the performance of the plant and to obtain information for the linear
model. The starting point is a 1-D rate-based model of the absorber
in Aspen Plus; this allows us to obtain an accurate prediction of the
gas–liquid profiles along the column and, therefore, reliable separation
performance. However, this model is computationally expensive and
cannot be implemented in a detailed carbon capture process lest ac-
cepting very long resolution times, especially when recycle streams are
present. Therefore, the information of the 1-D rate-based model was
transferred to the full process simulation by means of the Murphree-
efficiency. To cope with deviations for varying operating conditions,
the effect of flue gas flow rate and CO2 concentration on the Murphree
efficiency was assessed by simulating different off-design points with
the rate-based model. The information about Murphree efficiencies
and their behaviour in the off-design operation was eventually used
to improve the accuracy of the integrated, equilibrium-based process
model.

Rate-based absorber model. The development of a rate-based model
requires a set of critical inputs, such as transport properties, column
design, and kinetic models. Amirkhosrow et al. [36] have conducted
a critical review of the models available in the literature and have
developed a model that is able to predict liquid and gas phase CO2
concentrations for 47 pilot plant runs within an error range of 7%. This
model was used here with two adjustments: (i) Aspen Plus v10.0 was
used instead of Aspen Plus v8.0 (the verification process showed no
differences in the simulation results); and (ii) a column discretisation
5

of 0.2 m per stage was used instead of 0.1 m per stage in the original e
Table 1
Key parameters of the rate-based absorber model. *
Aspen Plus definition: outlet conditions are used for
the bulk of the liquid, and average conditions are used
for the vapour bulk.
Property model eNRTL
Equation of state Soave–Redlich–Kwong
Kinetic model Aboudheir et al. [37]
Liquid hold-up Bravo et al. [38]
Flow model V-Plug*
Film discretisation Arithmetic

study. Again, verification showed no significant deviations in the con-
centration and temperature profiles. The key parameters of the model
are summarised in Table 1.

The Murphree efficiencies 𝜀, which are a measure of the deviation
from equilibrium for each component and stage, were retrieved from
the simulations. The efficiencies were calculated for MEA, H2O, and

O2, while N2 and O2 were considered to be at equilibrium (we did not
include O2-driven MEA decomposition). Furthermore, the efficiencies
are averaged per two stages for columns with more than 100 calculation
stages and per five stages for columns with more than 300 calculation
stages.

For the design point, 𝐷, 𝜀CO2
𝐷 can be obtained from the rate-based

odel’s results. However, additional information is required to capture
he dependency on changes in operating conditions. Zhang et al. [39]
roposed Eq. (4) to correct for changes in solvent flow rate 𝐹𝑆 , flue
as flow rate 𝐹 𝐹𝐺, and flue gas CO2 concentration or flow rate 𝐹CO2 .

CO2 = 𝜀CO2
𝐷

𝐹 𝐹𝐺
𝐷

𝐹 𝐹𝐺

𝐹CO2
𝐷

𝐹CO2

(

𝐹𝑆

𝐹𝑆
𝐷

)2

(4)

However, in our integrated process model, the solvent flow rate is
directly connected to the flue gas flow rate by fixing the absorber
loading, defined as 𝑛̇MEA

𝑛̇CO2
. Hence, the equation was simplified to account

or flue gas and CO2 flow rate only.

CO2 = 𝜀CO2
𝐷

𝐹 𝐹𝐺
𝐷

𝐹 𝐹𝐺

𝐹CO2
𝐷

𝐹CO2
(5)

Validation of the integrated process model. To validate the equilibrium-
based process model using the Murphree-efficiencies as from Eq. (5),
the process results were compared against detailed pilot plant data (see
experiment 2 in the supplementary material of [40]). In the reported
pilot test, 51.3% CO2 was captured from a 75.5 kg∕h flue gas stream
with 16.5 wt% CO2. For both absorber and desorber, a diameter of
0.125m and the Sulzer Mellapak 250.Y packing was used, with a
packing height of 4.2m and 2.5m for the two columns, respectively.
Moreover, the full process simulation shown in Fig. 2 was simplified
to describe the experimental pilot plant. The comparison between the
process model and the pilot plant data was carried out by looking at
the temperature and liquid concentration profiles along the column
(see Fig. 3a1–a2), as well as at the key performance parameters (see
Table 2). As a measure of accuracy, the average absolute relative de-
viation, AARD, was calculated for the CO2 liquid concentration profile
and the temperature profile along the column.

𝐴𝐴𝑅𝐷 =

⎡

⎢

⎢

⎢

⎣

∑𝑁
𝑖=1

𝜃base
𝑖 −𝜃𝑖
𝜃base
𝑖

𝑁

⎤

⎥

⎥

⎥

⎦

(6)

Here, 𝜃base
𝑖 is the 𝑖th value of the base vector (the rate-based model),

𝑖 is the 𝑖th value of the inspected vector (the equilibrium models with
qs. (4) or (5)), and 𝑁 is the number of values in 𝜃.

The validation showed excellent agreement for both the tempera-
ure and the CO2 concentration profiles, with the AARD being 1.0%
nd 1.7%, respectively. We can also notice that the use of Murphree-
fficiency, as provided by Eq. (5), leads to results in line with the more
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Table 2
Performance parameters of the pilot plant and the equilibrium-based model.

Pilot plant [40] Equilibrium-based model

Reboiler duty MJ/kgCO2 ,cap 4.48 4.03
Solvent flow kg/h 200 200
Lean loading g/g 0.063 0.063
Capture rate % 51.3 47.6

sophisticated rate-based approach. On the other hand, and despite the
good agreement of the column profiles, the key performance indicators
predicted by the process simulation deviate more significantly: the
specific reboiler duty in the simulation is 10% lower than in the pilot
plant, while the carbon capture rate in the simulation is 3.7 percentage
points (∼7%) lower than in the pilot plant. These discrepancies can
e attributed to the many losses present in the pilot plant that are
ot included in the simulation and to the different performance in
he rest of the plant (i.e. excluding the absorber). Examples include
eat losses not accounted for in the simulation, different levels of
eat integration in the pilot plant vs the simulation, or errors in the
xperimental flow rate measurements. Overall, it can be concluded
hat the model produces accurate column profiles and reliable, yet
nderestimated, specific heat duties and carbon capture rates. Given
hat the CO2 capture process that we are considering in this work is
ignificantly more complex than the experimental pilot plant and that
e do not aim to constrain the process simulations with the experiment-

pecific performance of a pilot plant, we believe the validation results
rovide the needed confidence for calculation of performance maps.

Finally, we have compared the temperature and the CO2 concen-
tration profiles in the absorber obtained when using the rate-based
model and the equilibrium models implementing (i) the original Zhang
equation (Eq. (4)), (ii) the modified Zhang equation (Eq. (5)), and (iii)
constant Murphree efficiencies along the column. The comparison was
carried out for an off-design point where a 20% increased flue gas flow
rate with respect to the on-design was applied (see Fig. 3b1–b2).

The analysis shows that the equilibrium models with Murphree
efficiencies follow well the trend of the rate-based model, with also
minor numerical deviation. The original Eq. (4) has an AARD of 3.3%
and 1.4% for temperature and CO2 concentration, respectively, while
for the adjusted Eq. (5), these values reduce to 0.9% and 0.5%, re-
spectively. The reason for this improvement lies in the structure of
the equilibrium-based simulation, where the constant absorber loading
provides a direct way to compute the solvent flow rate 𝐹𝑆 (thus making
the last term in Eq. (4) redundant).

2.2. Computation of the energy demands for the linear model

The formulation of a reliable linear model for carbon capture re-
quires a number of performance parameters, in particular cooling,
heating, and electrical power consumption. In this work, we obtain
these parameters from multiple Aspen simulations using the full process
simulation model described above. First, in order to cover a wide range
of design sizes, three discrete plant sizes were simulated. We have
selected the reference sizes by looking at existing and operating carbon
capture plants. The largest one reflects the operational carbon capture
plant at Petra Nova, Texas, where the capture process treats the flue
gas of a 240 MW coal-fired power plant [41–43]. The absorber of this
plant is 110m high and has a nominal capture capacity of 200 tCO2∕h.

he medium size design, with an absorber height of 30m and a nominal
apture capacity of 15 tCO2∕h, reflects the carbon capture unit of a waste
ncineration plant in the Netherlands [44]. Finally, small units, like
hey could be found for industrial boilers, were considered through
he third design for a capture capacity of 7.5 tCO2∕h; for this plant

size, we do not have data from existing plants available. Second, for
each of the three sizes, off-design simulations were conducted in Aspen
Plus to collect operation parameters at varying flue gas flow rates
6

t

and CO2 concentrations. The flow rate was varied between 50% and
100% design capacity, assuming that the plant shuts down for lower
flow rates. This assumption is based on reports from Petra Nova [42].
The CO2 concentration was varied between 7.5 and 12.5 mol-%. For
simplicity, the concentrations of oxygen and water were assumed to
stay constant at 5 and 19 mol-%, respectively. Hence, the fluctuation
in CO2 was compensated by nitrogen. It is worth stressing that our
linear model does not include amine degradation. Therefore, keeping
the oxygen constant in the process model is a simplification that does
not affect the results.

A statistical analysis of the data produced through the described
simulations showed that the most relevant predictors are the total flue
gas flow rate 𝐹 FG and the CO2 flow rate 𝐹CO2 ,in. This confirms a
physical understanding of the process: the energy requirements depend
primarily on the flue gas flow rate and the amount of CO2 captured.
ince a constant capture rate of 90% is considered in this work, the CO2
eed is a direct proxy for the flow of CO2 captured. Accordingly, as next
tep, a linear relation in two dimensions (flue gas and CO2 flow rates),
.e. a performance plane, was used to fit the performance parameter for
ach plant size 𝑖 based on

𝑖,𝑗 = 𝛼𝑖,𝑗𝐹
FG + 𝛽𝑖,𝑗𝐹

CO2 ,in = 𝛼𝑖,𝑗𝐹
FG + 𝛽𝑖,𝑗𝑥

CO2𝐹 FG (7)

where 𝜒 is the required power, 𝑗 indicates the type of power (cooling,
heating, or electrical power), 𝛼 and 𝛽 are fitting parameters, and 𝑥CO2 is
he CO2 concentration as mol fraction. Note that the product of 𝐹 FG and
CO2 is equivalent to 𝐹CO2 ,in. Fig. 4 shows the process modelling results
symbols) and the corresponding fitting using the two-dimensional pro-
ections. For simplicity, only the large-size plant is shown here, while
he small and medium plants are reported in the supplementary infor-
ation along with the raw data. Note that the heat duty is composed

f the reboiler duty only, while the cooling duty in this model includes
ll heat to be removed from the system. Depending on the cooling
ethod, the actual electricity demand associated with cooling can vary;
ere, we only account for the chilling duty contribution (defined as
ooling below 18 ◦C), which roughly accounts for 3% of the cooling
uty. It can be noted that the performance planes provide an excellent
it of the thermodynamic results for all plant sizes and across all tested
ariable ranges. However, it is worth stressing that, depending on the
ir excess used in the combustion (i.e. the conversion process), the CO2
oncentration can fall outside the analysed range; while it is reasonable
o assume that the model predicts the performance consistently with
hermodynamics, the potential for deviations should be kept in mind
hen applying it to very low or very high CO2 concentrations.

.3. Dynamic behaviour of the CO2 capture process

Simulation and control of the dynamic behaviour of a complex
rocess like post-combustion capture by liquid scrubbing is a challeng-
ng endeavour that requires detailed knowledge of the process design
e.g. hold-up, column thickness, heat exchanger type and area). Since
he investigation and optimisation of control strategies go beyond the
cope of this study and typically of energy system optimisation, this
ork relies on open literature to assess the dynamic behaviour. More

pecifically, we are interested in modelling four dynamic processes:
amp-up, ramp-down, start-up, and shut-down. The ramping processes
re thoroughly discussed in [45] based on equilibrium-based Aspen
ynamics simulations for a carbon capture system with a 90% capture

ate, 30% MEA solution, 13.1 kmol∕h flue gas flow rate and 13.2 mol-%
CO2 concentration. The author reports the dynamic responses of CO2
aptured and energy demand for 20% ramp-up and ramp-down. As an
xample, the response of the reboiler heat duty in a ramp-up is shown in
ig. 5. Qualitatively, all curves behave similarly and show a transition
ime (the time until a new equilibrium is reached) of three hours.
his is in very good agreement with dynamic experiments from the
CCS demonstration plant in Mongstad, Norway, for which a minimum

ransition time of three hours and a maximum recommended ramp



Applied Energy 336 (2023) 120738L. Weimann et al.
Fig. 3. CO2 concentration and temperature profiles for the absorber column. (a1) and (a2) compare the absorber profile in an integrated process with pilot plant data and the
stand-alone rate-based absorber. It is worth noting that the apparent better prediction of the integrated process model in (a2) is purely numerical and cannot be attributed to a
better physical model. (b1) and (b2) show the profiles for a stand-alone absorber in off-design operation. The supplementary information provides additional comparisons of the
rate-based model with the equilibrium model with Murphree efficiencies.
of 20% are reported [46]. Therefore, the data reported in [45] was
linearised using a first-order ordinary differential equation (ODE)
d𝑄
d𝑡 = −1

𝜏
(

𝑄 − 𝑞2
)

(8)

where 𝑄 is the power integral, i.e. energy, transitioning from 𝑞1 to 𝑞2
over time 𝑡 with a time constant 𝜏 and 𝑄 = 𝑞1 at 𝑡 = 0. The time constant
𝜏 is fitted to match the integral of the original power curve. As shown
in Fig. 5 for the reboiler duty, the overshoot in the original power curve
results in a very low time constant 𝜏, which in turn allows simplifying
the dynamic modelling by approximating the dynamic behaviour with a
step increase coupled to a three-hour hold period. The errors in the total
energy consumption during the transition period introduced by the two
approximations are 0.17% and 0.0001% for the step increase and the
first-order differential equation, respectively. It is worth highlighting
that these errors only hold if the equilibration time of three hours is
respected. For more frequent ramping operations, this approximation
would likely lead to significant errors.

Opposed to the ramping behaviour, not much information is avail-
able for the start-up and shut-down trajectories in the open literature.
Marx-Schubach and Schmitz [47] show that, counter-intuitively, the
start-up time reduces with increasing target base load. Their finding
also agrees with two other studies [48,49]. While a detailed discussion
of this effect is beyond the scope of the current study, it is worth
highlighting that start-ups to 50% base load and more take less than
three hours. Therefore, and due to a lack of better information, the
start-up is modelled like the ramping trajectories, i.e. a step increase
and a three-hours hold time but no limitation to 20% of the design
capacity. Shut-downs are assumed to occur instantaneously.

2.4. Computation of the economic performance for the linear model

Similar to the case of the dynamic behaviour, determining the costs
of a plant is complex as it requires detailed knowledge of the process
equipment and their associated cost. Such design and analysis are
outside the scope of this work. Therefore, we decided to use the open
literature as a data source for cost. It is worth stressing that our model
aims to be generic and can therefore be updated with any economic
input data. For this work, we refer to the work of Hasan et al. [50] (cost
year 2009), who conducted an optimisation-based study for MEA as the
solvent, 90% carbon capture rate, flue gas flow rates between 0.1 and
10 kmol∕s, and CO2-concentrations between 1% and 70%. Despite being
ten years old, the data shows good agreement with more recent studies
7

(+9.5% compared to [51] and −6.8% compared to [52]). Contrary to
the present work, the work of Hasan et al. includes compression of the
captured CO2 to 150 bar. Hence, using the cost data provided therein
provides a slightly conservative estimate for the present work.

While the authors provide a non-linear cost function in their original
work, we used their raw data to fit a piece-wise linear model. The
CAPEX of a post-combustion carbon capture plant, 𝑐CAPEX, is a complex
function of many parameters but depends mostly on (i) the flue gas
flow rate design capacity 𝑆, which determines the equipment size
on the absorber-side of the process, and (ii) the maximum amount
of CO2 captured 𝐹CO2 ,max, which determines the equipment size on
the desorber-side of the process. We can therefore define the generic
equation

𝐶CAPEX = 𝜁 + 𝜅𝑆 + 𝜆𝐹CO2 ,max (9)

For a fixed carbon capture rate, 𝐶𝐶𝑅, this equation can be rewritten
as

𝐶CAPEX = 𝜁 + 𝜅𝑆 + 𝜆𝑆𝑥CO2𝐶𝐶𝑅 (10)

Note that Eq. (10) is bilinear with respect to 𝑆 and 𝑥CO2 . Hence, this
formulation can only be used if the CO2 concentration is not a decision
variable in the optimisation. The resulting linear piece-wise fitting of
the source cost data proved to be very accurate; more details about the
fitting are provided in the supplementary material.

2.5. Synthesis of the MILP model

Using the information presented throughout Sections 2.1–2.4, an
MILP model was developed that allows for optimising the carbon cap-
ture plant size and time-discretised operation for given time-discretised
flue gas availability and CO2 concentrations. This is done by assessing
the cost of the unit, the required energy (electricity, heating, and
electricity associated with chilling), the amount of flue gas treated, and
the resulting CO2 emitted. Since the model is piecewise-continuous, the
three simulated plant sizes are used to represent three different size
segments. The limits of these segments are reported in Table 3.

The total annual costs 𝐶 are defined as

𝐶 =
(

𝑎 + 𝑓O&M)
∑

𝑖

[

𝜁𝑖 + 𝜅𝑖𝑆 + 𝜆𝑆 max
(

𝑥CO2
𝑡

)

𝐶𝐶𝑅
]

𝑧𝑖 (11)

=
(

𝑎 + 𝑓O&M)
∑

𝑖

[

𝜁𝑖𝑧𝑖 + 𝑆̃𝑧
𝑖

(

𝜅𝑖 + 𝜆max
(

𝑥CO2
𝑡

)

𝐶𝐶𝑅
)]

(12)
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Fig. 4. 2D projections of the performance planes for electricity, heat, and cooling for a large-scale plant. The lines represent constant CO2 concentrations (a,c,e) and constant flue
gas flow rates (b,d,f), respectively.
where 𝑆 is the installed capacity in terms of flue gas flow rate, 𝑧𝑖 is
a binary variable selecting the active size segment 𝑖, 𝑥CO2

𝑡 is the CO2
concentration at time 𝑡. 𝜁𝑖, 𝜅𝑖, and 𝜆𝑖 are the cost parameters, 𝑓O&M

is the fraction of CAPEX included as operation and maintenance cost,
and 𝑎 is the annuity factor. 𝑆̃𝑧

𝑖 is an auxiliary variable to circumvent
the bilinearity between 𝑆 and 𝑧𝑖 as proposed in [53] through the
constraints

𝑆min
𝑖 𝑧𝑖 ≤ 𝑆̃𝑧

𝑖 ≤ 𝑆max
𝑖 𝑧𝑖 (13)

𝑆 − 𝑆max
𝑖 (1 − 𝑧𝑖) ≤ 𝑆̃𝑧 ≤ 𝑆 (14)

where 𝑆min
𝑖 and 𝑆max

𝑖 are the lower and upper limits of the size
segments. Furthermore, only one segment can be selected at a time
∑

𝑧𝑖 ≤ 1 (15)
8

𝑖

The installed capacity 𝑆 is constrained to be 0 if the size segment 𝑖 is
not installed (𝑧𝑖 = 0) and between the minimum 𝑆min

𝑖 and maximum
𝑆max
𝑖 of the selected size segment otherwise

∑

𝑖
𝑧𝑖𝑆

min
𝑖 ≤ 𝑆 ≤

∑

𝑖
𝑧𝑖𝑆

max
𝑖 (16)

The flue gas flow rate is then constrained to be 0 if the unit is turned off
at time instance 𝑡 (defined through another binary 𝑢𝑡,𝑖 = 0) and between
50% and 100% of the installed design capacity 𝑆 otherwise

0.5𝑆̃𝑢
𝑖,𝑡 ≤ 𝐹 FG

𝑖,𝑡 ≤ 𝑆̃𝑢
𝑖,𝑡 (17)

Again, 𝑆̃𝑢
𝑖,𝑡 is the auxiliary variable used to represent the product of 𝑆𝑖

and 𝑢𝑖,𝑡. Since the statistical analysis of the energy performance data
showed no significant effect of the plant size within a specific size seg-
ment, Eq. (7) is considered to be valid across the whole range for each
size segment. Therefore, a time-resolved equivalent of this equation is
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Fig. 5. Dynamic response of the reboiler heat duty to a 20% ramp-up at t=0. For com-
parison, the corresponding first-order approximation and step-increase approximation
are shown.

used directly in the model to calculate the energy requirements as

𝜒𝑗,𝑡 =
∑

𝑖
𝜒𝑖,𝑗,𝑡 =

∑

𝑖
𝐹 FG
𝑖,𝑡

(

𝛼𝑖,𝑗 + 𝛽𝑖,𝑗𝑥
CO2
𝑡

)

(18)

Here, a binary to select the proper size segment is not necessary
since 𝐹 FG

𝑖,𝑡 is constrained to be 0 for non-selected segments according
to Eq. (17).

The amount of CO2 captured, 𝐹 CO2 ,𝑐𝑎𝑝
𝑡 , and the CO2 emitted,

𝐹 CO2 ,𝑒𝑚𝑖𝑡
𝑡 , are therefore defined as

𝐹 CO2 ,𝑐𝑎𝑝
𝑡 = 0.9𝑥CO2

𝑡

∑

𝑖
𝐹 FG
𝑖,𝑡 (19)

𝐹 CO2 ,𝑒𝑚𝑖𝑡
𝑡 = 0.1𝑥CO2

𝑡

∑

𝑖
𝐹 FG
𝑖,𝑡 (20)

To describe the dynamic behaviour of the technology, as discussed
in Section 2.3, a set of five constraints is required. First, two binary
variables identify the beginning of a ramp-up or ramp-down event –
𝑣𝑖,𝑡 and 𝑤𝑖,𝑡, respectively – and need to be constrained as

𝐹 FG
𝑖,𝑡+1 − 𝐹 FG

𝑖,𝑡 ≤ 𝑣𝑖,𝑡𝑆
max
𝑖 (21)

𝐹 FG
𝑖,𝑡 − 𝐹 FG

𝑖,𝑡+1 ≤ 𝑤𝑖,𝑡𝑆
max
𝑖 (22)

These constraints force 𝑣𝑖,𝑡 = 1 if the flue gas flow increases and 𝑤𝑖,𝑡 = 1
if the flue gas flow decreases in time instance 𝑡+1. To ensure that they
are mutually exclusive and that no other ramping event starts within
the transition period 𝑇𝑃 , we formulate the following constraint
𝑇𝑃
∑

𝑝=0

(

𝑤𝑖,𝑡+𝑝 + 𝑣𝑖,𝑡+𝑝
)

≤ 1 (23)

Furthermore, we constrain the ramping limits for the ramp-down oper-
ation as

𝐹 FG
𝑖,𝑡 − 𝜈𝑆 − (1 − 𝑢𝑖,𝑡+1)𝑆max

𝑖 ≤ 𝐹 FG
𝑖,𝑡+1 (24)

and for the ramp-up operation as

𝐹 FG
𝑖,𝑡+1 ≤ 𝐹 FG

𝑖,𝑡 + 𝜈𝑆 + (1 − 𝑢𝑖,𝑡)𝑆max
𝑖 (25)

Here, 𝜈 is the ramping limit as a share of installed capacity. The terms
(1 − 𝑢𝑖,𝑡)𝑆max

𝑖 and (1 − 𝑢𝑖,𝑡+1)𝑆max
𝑖 allow for the ramping to be uncon-

strained in case of a start-up or a shut-down since an instantaneous
shut-down and a very fast start-up were assumed (see Section 2.1). The
carbon capture rate of 90% is assumed to remain constant during the
ramping process.

Finally, all binary operation variables are constrained to be 0 if the
unit is not installed

0 ≤ 𝑢𝑖,𝑡 ≤ 𝑧𝑖 (26)
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0 ≤ 𝑣𝑖,𝑡 ≤ 𝑧𝑖 (27)
0 ≤ 𝑤𝑖,𝑡 ≤ 𝑧𝑖 (28)

The values of all parameters used in Eqs. (12)–(28) are reported in
Table 3.

3. MILP model validation and application to energy system opti-
misation

3.1. Comparison with experimental data from Petra Nova

A significant limit of linear models for energy system optimisation
is that they are hardly validated with real plant data or detailed process
models; often, they are very simplistic, and the comparison would be
pointless. Here, we follow a different approach, and we assess the
accuracy of the linear model proposed by comparing it against the
actual operational data of the Petra Nova plant [41]. We indeed argue
that the optimal MILP model outcome should be in line with the
data of a plant designed thanks to thousands of engineering working
hours. The published data nicely report the absolute captured CO2
and the capture rate for a 72 h window. Since the public data is not
evenly distributed but ranges from sub-hourly to multi-hourly, linear
interpolation was used to derive an hourly distributed profile (with
good agreements between the two, see supplementary information for
details). The flue gas flow rate, while not being published explicitly,
could be calculated from the aforementioned data sets assuming a
constant flue gas composition (19 wt-% CO2), which is in line with
boiler operation in large coal power plants. For setting up the validation
process, the hourly derived flue gas flow rate of Petra Nova was used
in the model as an upper limit for the flue gas feed to the PCC unit.
To replicate the profile as closely as possible, the model was set to
minimise the CO2 emissions by deciding (i) the PCC design size, and
(ii) its operation, the latter via varying the flue gas feed to the PCC
unit. The results of the comparison between the real data and the model
are shown in Fig. 6. Overall, the treated flue gas and the resulting
CO2 capture are in good agreement with the plant data in terms of
both magnitude and profile in time; in other words, when minimising
emissions, the carbon capture MILP model chooses to treat the same
amount of flue gases of the Petra Nova capture plant and follows the
same operation in time. It can, in fact, be noted that the model mimics
the increase in flue gas flow rate after 50 h of operation. At the same
time, the modelled flue gas flow rate pattern clearly shows the effect
of the constrained dynamics: steady-state operation is maintained for
at least three hours after each ramping operation, causing some of the
available flue gas to be bypassed. It can also be noted that the CO2
captured is slightly underestimated during the first ∼50 h. The reason
for this lies in the difference between the varying carbon capture rate of
the real plant (dropping from 93.6% to 87.6%) and the constant carbon
capture rate of 90% in the model. Nevertheless, the total CO2 captured
over the analysed period deviates by only 2% and the increasing trend
in time is correctly reproduced.

3.2. Comparison with literature data outside of the calibration range

The model was developed based on Aspen simulations spanning a
CO2 concentration range from 7.5 mol% to 12.5 mol%. This, however,
does not cover all potential CCS application cases. On the lower side,
one can find combined-cycle flue gas with a concentration of around 4
mol%. On the higher side, cement plants exceed the calibrated range
with > 18 mol%. To show that the thermodynamic foundation of the
framework allows using the model outside the calibration range (i.e. ex-
trapolating) with confidence, we compared the model outcome with
studies from the open literature. To do so, we fed the developed model
with the CO2 concentration and flue gas flow rate of the reference
processes. The energetic performance was then compared with the data
reported in the respective studies. The results are shown in Table 4.

It is important to note that the reported values do not include the
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Table 3
Numeric values of the model parameters.
Real-world example Small Medium Large

Industrial boiler Waste incineration [44] Power plant [43]

𝑓O&M [%] 5 5 5
𝑟 [%] 10 10 10
𝐿𝑇 [y] 30 30 30
𝜈 [-] 0.2 0.2 0.2
𝑇𝑃 [h] 3 3 3
𝑆min [kmol/s] 0.0895 1 5
𝑆max [kmol/s] 1 5 12.53

Cost
𝜁 [MEUR] 2.17 11.1 10.8
𝜅 [MEUR/(kmol/s)] 3.44 2.83 3.11
𝜆 [MEUR/(kmol/s)] 185 125 123
Electricity
𝛼 [MW/(kmol/s)] 0.0937 0.0945 0.0958
𝛽 [MW/(kmol/s)] 0.2719 0.2787 0.2885
Heat
𝛼 [MW/(kmol/s)] −0.6068 −1.240 0.2684
𝛽 [MW/(kmol/s)] 158.71 175.32 150.22
Cooling
𝛼 [MW/(kmol/s)] 4.399 4.215 6.951
𝛽 [MW/(kmol/s)] 186.0 199.0 162.1
Fig. 6. Comparison of real operation data from Petra Nova [41] and the model output
for (a) flue gas flow rate fed to the PCC plant and (b) CO2 captured.

compression energy to make for a fair comparison. Furthermore, it has
to be highlighted that a linear, extrapolated model is compared with
results of detailed process modelling. Hence, the aspiration is not to
achieve perfect reproduction but reasonable agreement.

Across all comparison cases, the electricity consumption is under-
estimated using the model presented in the current work. However,
a wide range of values for electricity consumption can also be found
among the comparison cases themselves. This suggests that the elec-
tricity consumption is highly dependent on underlying assumptions like
blower efficiencies and exact system boundaries, i.e. the list of auxil-
iaries, which cannot be included in a linear model. Consequentially,
the predicted heating duty and cooling duty is more accurate than the
predicted electricity demand. Moreover, the predictions for large-scale
plants (NGCC and coal) are better than for smaller plants (cement).
Finally, the difference in heating duty between the two IEA cement
cases, which originates from a difference in absorber loading, is not
reproduced by the linear model. This was to be expected since the linear
model does not include absorber loading as a variable. However, the
model shows the desired behaviour by predicting a value that lies well
between the two IEA cases.
10
3.3. Model sensitivity towards the input performance curves

The modelling of technologies comes with inherent uncertainties —
an effect that is amplified if said model is linearised. To evaluate the
effect of uncertainties in the parameters of the performance model, each
of the parameters was varied individually by +25% and −25% while
also considering different energy conversion technologies as a source
of CO2 (and therefore different energy and heat availability). Conse-
quently, we assessed both the resulting change in performance and
the PCC key performance indicators (KPIs), i.e. carbon avoidance rate
(CAR) and specific primary energy consumption for carbon avoidance
(SPECCA). We defined the CAR as

𝐶𝐴𝑅 = 1 −
𝐹 emitted
CO2

𝑃net

𝑃 ref
net

𝐹 emitted,ref
CO2

(29)

where 𝑃net is the net electrical power output, and the superscript
‘ref’ refers to the reference scenario, i.e. the scenario without post-
combustion capture. The SPECCA was defined as

𝑆𝑃𝐸𝐶𝐶𝐴 =

1
𝜂𝐞𝐟𝐟𝑒

− 1
𝜂ref
𝑒

𝐹 emitted,ref
CO2
𝑃 ref

net
−

𝐹 emitted
CO2
𝑃net

(30)

where 𝜂𝑒 is the electric efficiency and the superscript ‘eff’ indicates the
effective efficiency, i.e. net power output over primary energy input.
Finally, the electricity-specific CO2 emissions complement CAR and
SPECCA.

To pick appropriate scenarios for this sensitivity analysis, three
aspects are important: (i) The effects of the performance parameter
variation should be isolated from any other effects that could distort
the outcome. Therefore, a focus is put on the energetic performance of
the plant, as the economic performance depends on many exogenous
assumptions, e.g. utility prices. (ii) The scenarios should feature dif-
ferent flow rates and CO2 concentrations to capture the effect of tilting
the performance curves (i.e. varying 𝛼 and 𝛽). (iii) The scenarios should
vary in the amount of available off-heat, as this affects the SPECCA.

To this end, three different conversion technologies were selected:
a simple cycle gas turbine (SC-GT), a combined cycle gas turbine (CC-
GT), and a coal-fired power plant. These conversion technologies vary
in terms of the available off-heat, the CO2 concentration in the flue
gas and the amount of flue gas. To further amplify the latter, each
conversion technology was considered at 50MW and 100MW, resulting
in a total of six different scenarios. It should be noted that the purpose
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Table 4
Comparison of model results with literature data for designs outside the calibrated CO2 concentration range.
The difference between IEA(a) and IEA(b) is the absorber loading.

CEMCAP IEA(a) IEA(b) CAESAR(a) CAESAR(b)
[54] [55] [55] [56] [56]

Application cement cement cement NGCC coal power
CO2 concentration [mol/mol] 0.18 0.18 0.18 0.04 0.14
Flue gas flow rate [kmol/s] 3.55 7.00 7.00 23.4 27.0

Original Study
Capture rate [–] 0.900 0.946 0.946 0.905 0.890
Electricity demand [MJ∕kgCO2] 0.142 0.076 0.076 N/A 0.146
Heating duty [MJ∕kgCO2] 3.83 3.38 4.83 3.96 3.73
Cooling duty [MJ∕kgCO2] 4.91 N/A N/A N/A 3.85

Model
Capture rate [–] 0.90 0.90 0.90 0.90 0.90
Electricity demand [MJ∕kgCO2] 0.020 0.021 0.021 0.068 0.025
Heating duty [MJ∕kgCO2] 4.25 3.83 3.83 3.96 3.84
Cooling duty [MJ∕kgCO2] 5.62 5.07 5.07 8.52 5.37
Table 5
Technology assumptions for the scenarios used in the sensitivity analysis.

SC-GT CC-GT Coal Gas boiler

Electric efficiency [kWe∕kWfuel] 0.35 0.6 0.4 0
Heat efficiency [kWh∕kWfuel] 0.52 0 0 0.9
Emission factor [kgCO2∕kWhe] 0.198 0.198 0.342 0.198
CO2 concentration [molCO2∕molfuel] 0.4 0.4 0.15 N/A

of this analysis is not to rank the considered processes but to illustrate
the effect of uncertainties of the model for the selected examples.
The key assumptions used to derive these scenarios are summarised
in Table 5. The detailed results of the sensitivity analysis, including
a tabulation of all experiments, are provided in the supplementary
material.

The aforementioned variations in scenarios and parameters resulted
in a total of 114 different sensitivity experiments. Fig. 7 shows the effect
of varying the performance parameters on electricity consumption, heat
duty, and cold duty across all experiments (note that we quantify the
sensitivity in relative terms, i.e. relative change in independent variable
per relative change in parameter). The span of values resulting from
variations of other parameters (flue gas flow rate and CO2 concentra-
tion) are displayed as vertical bars. As this span is very narrow, the
found sensitivity is quite independent of those other parameters. The
electricity consumption shows a sensitivity of about 0.8 towards 𝛼,

hile hardly any sensitivity can be observed towards 𝛽. This indicates
hat the flue gas flow rate is the main driver of electricity consumption
nd agrees with expectations as it originates from pumps, blowers, and
ompressors, which in turn scale with the total amount of gas treated.
he heat duty’s sensitivity shows the opposite picture: a sensitivity
f about 1 towards 𝛽 and hardly any sensitivity towards 𝛼. Again,
his agrees with expectations since the heat duty (in terms of power)
epends mostly on the amount of CO2 captured and, therefore, on
he amount of CO2 fed for a constant carbon capture rate. The cold
uty’s sensitivity lies between electricity and heat for both parameters.
ts sensitivity towards 𝛼 is about 0.4 and towards 𝛽 about 0.7. When

interpreting this analysis, it has to be kept in mind that heat is the most
significant contributor to the total energy requirement. Considering
that variations in 𝛽 affect heat and cold duty the most, particular
attention needs to be paid to properly assess the value of this parameter.
Conversely, variations in 𝛼 only affect the electricity demand to a
significant extent, whose contribution to the total energy requirement
is minor. Hence, the effects of uncertainties in 𝛼 are much less severe.

The sensitivity of the energy performance translates differently into
the sensitivity of the KPIs for different applications. Fig. 8 shows the
variation in CAR, SPECCA, and electricity-specific CO2 emissions for
the three different conversion technologies. The variation shown in the
figure is a collection of all varied parameters, i.e. model parameters for
11

s

electricity consumption, heat duty, and cold duty, but also flue gas flow
rate and available off-heat. The CO2 concentration, being specific for
a conversion technology, is constant within one data set. The bars in
Fig. 8 show the total spread of values, while the dark lines show one
standard deviation assuming normal-distributed data.1 The KPI most
affected by variations in the input parameters is the SPECCA, followed
by the specific CO2 emissions and lastly, the CAR. Looking at different
conversion technologies, the KPIs of coal are most affected, followed
by CC-GT and, lastly, SC-GT. The reason why SC-GT is least affected
is the abundance of heat available. Therefore, changes in heat duty
can be compensated easily. Note that this changes significantly if the
heat produced by the SC-GT is not freely available but dedicated to
a different end-use. The changes in specific CO2 emissions and CAR
are not visible in Fig. 8. Neither CC-GT nor coal-fired power plants
are assumed to have useable waste heat. For simplicity, we consider
that any heat required by the carbon capture plant is supplied via gas
boilers (see the last column in Table 5 for boiler input data); The exact
plant configuration depends on several exogenous variables, e.g. prices
and CO2 constraints, that are not assessed in this sensitivity analysis
of the model. Ideally, the flue gas of those boilers would be treated in
a PCC plant as well. For this analysis, however, we assumed that the
gas boilers emit their flue gas unabated, hence affecting the CAR. The
slightly lower sensitivity of the CC-GT plant’s KPIs compared to the coal
ones can be explained by the difference in the flue gas produced. Coal-
fired power plants produce a significantly higher CO2 concentration,
hence amplifying the relative importance of variations in 𝛽. In other
terms, treating flue gas from coal-fired power plants requires more heat
per flue gas treated. Hence, it is more affected by uncertainties of the
heat duty.

3.4. Application of the model to an energy system design

In the previous sections, we have described the model foundations
and the model equations, and we have validated the accuracy with real
plant data. Moreover, we have shown how the model behaves when
varying the input parameters. Here, we aim to demonstrate the use of
the model for its intended purpose, i.e. a large-scale energy/process sys-
tem design and optimisation. More specifically, we aim to investigate
the decarbonisation potential of a generic energy system that relies on
fossil fuels for electricity energy supply, here chosen to be a natural
gas combined cycle (NGCC, the state-of-the-art in natural gas-based
electricity generation). The scope is to show the model’s potential in re-
vealing the optimal integration of CCS with an NGCC plant, renewable
energy technologies, and batteries. As an exemplary case, the analysis

1 Since the data is not truly normal-distributed, the standard deviation
hould be considered as indicative value only.
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Fig. 7. Effect of the variation of the model parameters on the model’s energetic performance: (a) electricity consumption, (b) reboiler heat duty, (c) cooling duty. The vertical
bars show the effect of also varying the CO2 concentration and the flue gas flow rate.
Fig. 8. Effect of the variation of model parameters on KPIs. The bars show the total
spread of data, and the dark lines show one standard deviation assuming normal-
distributed data. spec. CO2 refers to the electricity-specific CO2 emissions of the total
process.

is based on electricity demand and weather data of the Dutch province
of Zeeland for the year 2019 (population: 383’000, size: 2934 km2,
electricity demand: 3225GWh∕y). All analyses were conducted using
the multi-energy system optimisation framework [8,32] and the time-
hierarchical method presented by the authors in earlier work [57]. The
objective functions are the total annual system cost, 𝛷𝑐 , and the annual
system-wide CO2 emissions, 𝛷𝑒. The annual system cost are made up
of the annual capital cost, 𝐽c, the annual operation cost, 𝐽o, and the
annual maintenance cost, 𝐽m.

𝛷𝑐 = 𝐽c + 𝐽o + 𝐽m (31)

The emissions are made up of the imported electricity and the net
production of CO2 within the system

𝛷𝑒 =
∑

𝑡

(

𝑒𝑈𝑡 +
∑

𝑘

(

𝐹CO2 ,out
𝑘,𝑡 − 𝐹CO2 ,in

𝑘,𝑡

)

)

(32)

where 𝑒 and 𝑈 are the emission factor and amount of imported elec-
tricity, respectively, and 𝑘 indicates the different technologies — in
this particular work NGCC and PCC. A detailed explanation of the
framework and solution method is beyond the scope of this work, and
the interested reader is referred to the respective literature. The key
12
Fig. 9. Pareto-optimal designs with respect to cost and CO2 emissions for different sets
of technologies.

assumptions and data relevant to this case study are summarised in
Table 7.

We conducted four different steps in this assessment. First, the size
and operation of an NGCC are optimised for costs under the constraint
that it supplies the end-user demand. This represents a plausible state-
of-the-art non-decarbonised energy system. The identified NGCC size is
fixed for all subsequent simulations. In a second step, we extend the
set of technologies by wind turbines, photovoltaics, and batteries to
investigate the renewables-based decarbonisation potential. To obtain
a Pareto front in the cost-CO2 emissions plane, the new system is
optimised for cost while being subject to different emission limits. In
the third step, we apply the same emission limits as in the second step,
but we extend the set of available technologies to include CCS, i.e. the
decrease in emissions must be as when integrating renewables and
batteries, but it can also be achieved deploying CCS. To compensate for
any electricity production losses due to the PCC unit and avoid infeasi-
bility, we allow for electricity import with a specific cost and emission
factor equal to what was found for the NGCC in the first step. Finally,
in a fourth analysis, we repeat step three, relaxing the constraints on
the dynamic behaviour of the PCC unit: the transition period, 𝑇𝑃 , was
set to 1 h. This allows us to explore what the competitive advantage
of a more flexible CCS technology would be. Table 6 summarises the
characteristics of the four analyses.

Fig. 9 shows the cost of reducing emissions in the different analyses
listed above. The lines are Pareto fronts, i.e. they report the minimum
cost required for a specific emission reduction, and the area below
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Fig. 10. Effect of relaxing the constraints on the PCC’s dynamics for the first week of the analysed year. (a)–(b) CO2 balance for standard constraints and relaxed constraints,
respectively. (c)–(d) battery operation for standard constraints and relaxed constraints, respectively.
Table 6
Summary of the analyses conducted for the case study.

Analysis 1 Analysis 2 Analysis 3 Analysis 4

Obj. function min cost min cost min cost min cost

CO2 emission limit kg∕kWh – [0, 0.044, 0.087,
0.1755, 0.262, 0.349]

[0, 0.044, 0.087,
0.1755, 0.262, 0.349]

[0, 0.044, 0.087,
0.1755, 0.262, 0.349]

Technologies NGCC NGCC, PV, WT, BAT NGCC, PCC, PV, WT, BAT NGCC, PCC (𝑇𝑃 = 1), PV, WT, BAT

Decision variables design of NGCC
operation of NGCC

design of PV/WT/BAT
operation of all technologies

design of PCC/PV/WT/BAT
operation of all technologies

design of PCC/PV/WT/BAT
operation of all technologies
Table 7
Key assumptions of the case study for the province of Zeeland.
Efficiencies
𝜂electricity

gas cycle 35.7 %
𝜂heat

gas cycle 54.6 %
𝜂steam cycle 38.0 %
Cost
CO2 emission 25 EUR∕tCO2
Gas import 0.03 EUR∕kWh
NGCC (equipment) 123 kEUR∕(MWy)
WT 335 kEUR∕(MWp y)
PV 405 kEUR∕(MWp y)
BAT 150 kEUR∕MWhp
Electricity
Demand 3225 GWh∕y
Cost (import) 0.067 EUR∕kWh
Emission factor (import) 350.6 kg∕MWh

each line is therefore infeasible. Note that the base case (only NGCC)
is identified by a single point, which has the minimum cost but the
highest emissions, as expected. Details about the design of each data
point along the lines are reported in Table 8. When comparing the
Pareto fronts of the scenarios with and without PCC, it is clear that
adding a PCC unit to the system allows for cheaper decarbonisation.
This is in line with earlier findings [58–60]. A key reason behind
this result is that the NGCC unit is present in all scenarios, and its
annuitised equipment costs must be accounted for, even if the capacity
factor drastically decreases. This resembles cases of decarbonising an
energy system where the fossil generation has newly been installed,
and discontinuing it before the end of its lifetime would lead to sig-
nificant economic losses. An interesting recent analysis of the costs
and ownership of fossil fuels stranded assets, which is often neglected
in energy system analysis, is reported in Semieniuk et al. [61]. As a
consequence, it is cheaper to add a PCC unit (we find capture costs of
∼40EUR∕tCO2, which is in line with literature values for Nth-of-a-kind
plants of 43USD∕tCO2[62]) than to replace the complete production
capacity of the NGCC with renewables while still accounting for the
13
NGCC investment. It has to be noted that this finding shall not be
generalised, as it depends heavily on the specific regional conditions,
e.g. cost assumptions, the projected lifetime of the PCC unit, and the
remaining lifetime of the NGCC unit.

Another interesting finding is that, except for the zero-emission de-
sign (and close-to-zero), renewable energy technologies are not chosen
by the optimisation when PCC can be installed, i.e. the lowest cost
of CO2 abatement is achieved by using the NGCC plant in combina-
tion with CCS. This is also found in the case where PCC has a fast
transition period of only one hour (PCC-fast); in other terms, higher
PCC flexibility is not conducive to different technology combinations.
While this might change for a different cost ratio between the different
technologies, investigating this trade-off is beyond the scope of this
work.

Comparing the Pareto fronts of the two scenarios with PCC would
suggest that the constrained dynamics of the PCC unit have no effect on
the system. A closer look at the operation, however, reveals significant
differences (see Fig. 10). Fig. 10a shows that the operation profile of
the PCC unit consists of a set of constant segments. This is caused by
the steady-state period that the PCC unit has to maintain after each
change of operation state and before the next: In order to fulfil the
end-user demand, the NGCC cannot always limit itself to this pattern.
Hence, part of the NGCC flue gas needs to be bypassed and emitted at
certain times. Overall, however, this effect is limited and reduces the
effective carbon capture rate to 89.5%. Fig. 10b shows that less CO2
is bypassed when faster PCC dynamic is possible, and the gas turbine
operation as a whole (seen by the total CO2 as a proxy) becomes more
flexible. While the effect on the effective carbon capture rate is limited
(89.8%), the impact on the battery design and operation is significant
(see Fig. 10c–d). With the originally constrained dynamics, the battery
is in much higher demand since it has to compensate for the lack of
flexibility imposed by the PCC for low-carbon power production. If the
PCC, and consequentially the NGCC, could operate more flexibly, the
required battery size would be halved (Fig. 10d). However, because of
the high share of the NGCC plant cost over the total costs, this effect
does not displace the Pareto fronts strongly.
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Table 8
Installed technology capacities for the Pareto-optimal designs shown in Fig. 9.

Emissions Cost NGCC WT PV Battery PCC
[kgCO2∕kWh] [EUR∕kWh] [MW] [units] [km2] [MWh] [kmol/s]

N
GC

C

re
ne

w
ab

le
s

0 0.534 571 523 2.90 29 766 –
0.044 0.239 571 221 4.30 6648 –
0.087 0.171 571 189 2.00 3031 –
0.175 0.100 571 109 0 527 –
0.261 0.088 571 50 0.05 16.3 –
0.349 0.076 571 0 0.01 0 –

N
GC

C

re
ne

w
ab

le
s

PC
C

0 0.534 571 523 2.90 29 766 0
0.044 0.092 571 0 0 131 32.5
0.087 0.087 571 0 0 0 23.2
0.175 0.083 571 0 0 0 14.9
0.262 0.080 571 0 0 0 7.52
0.349 0.076 571 0 0.05 0 0

N
GC

C

re
ne

w
ab

le
s

PC
C

(fa
st

)

0 0.534 571 523 2.90 29 766 0
0.044 0.091 571 0 0 59.1 33.3
0.087 0.087 571 0 0 0.35 23.3
0.175 0.083 571 0 0 0 15.0
0.262 0.080 571 0 0 0 7.68
0.349 0.076 571 0 0.05 0 0
t
m
r
r
w
b

f
c
t
i
i
f
i

4. Discussion

Naturally, every model has its limitations. In the current work, we
see four limitations that should be highlighted. First, the CO2 condition-
ing, e.g. purification, compression, or liquefaction, is not included in
the model. This deliberate decision was taken because the conditioning
depends on the end-use and the model is intended to be universally ap-
plicable. This implies that, when combining various technology models
to a system model, the conditioning process needs to be considered
as a separate model as well. This is especially important since the
conditioning process might add additional constraints to the dynamic
operation of the whole system. Second, amine degradation was not
considered. In reality, this effect would lead to an increase in OPEX
and/or a decrease in performance over time. The capture performance
itself is less of a problem since (a) degraded MEA can be compensated
with fresh MEA and (b) the degradation products have a certain ability
to capture CO2 as well [63]. However, the degradation products might
affect the heat transfer properties and, consequentially, lead to an
increase in the reboiler duty [64]. Furthermore, frequently ramping up
and down might increase the degradation rate [64]. Third, the capture
rate is assumed to be constant at 90% even during ramping operations.
If one desires to include different carbon capture rates for the different
operation modes (steady-state, ramp up, and ramp down), the binary
indicators for ramping operations may be used to switch between
different carbon capture rates. Note, however, that this causes another
bilinearity between the flue gas flow rate and the binary indicators,
the effect of which has not been investigated in this work. Moreover,
the parameters of the dynamic constraints implicitly assume a certain
control strategy and, consequentially, operational limits which cannot
be violated by the model. While an analysis of a carbon capture plant’s
performance when violating these operational limits is not possible
with the current model formulation, other operational limits can be
tested by adjusting the parameters 𝑇𝑃 and 𝜈 to change the transition
period and the ramping limit, respectively. The final limitation of this
work lies in the cost data. While the data used for this model agrees
with other studies in the open literature, no information about how
costs will develop (e.g. learning curves) were implemented. This has
two implications: (a) the model cannot be directly used for multi-
decade analyses and (b) the parameters of the cost model need to be
updated when significant costs improvements occur.

5. Conclusions

In this work, we presented a mixed integer linear model of an
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MEA-based post-combustion capture process. Three aspects make it l
go beyond existing literature. First, it allows to transfer information
from detailed process simulations – including rate-based modelling and
the full capture process – to the mixed-integer linear framework. This
results in a reliable and accurate linear model. Second, the model is
portable to many different boundary conditions and applications. This
was achieved via embedding the effect of variations in CO2 concentra-
tion and flow rate on both the energetic performance and the costs.
Third, it considers constraints describing the dynamic behaviour of
the unit. Combining these three aspects makes it possible to apply the
model in most energy system design and optimisation frameworks and
allows us to answer questions like which streams to capture from, how
to size the plant, and how to operate the plant. This ability places the
model right in the gap between detailed, plant-level models like the
one presented by Zantye et al. [26,27] and top-level system models like
TIMES [12], OSeMOSYS [14], or OPERA [13].

The model was validated with real plant data at different levels
throughout the development: from the validation of the rate-based
model of the absorber and the full capture process with pilot plant data
to the comparison of the MILP model with Petra Nova plant data. The
latter point makes the MILP model particularly valuable for large-scale
energy/process system optimisation.

The capabilities of the model were demonstrated with a case study
in which an NGCC-based energy system was to be decarbonised. The
flexibility of the carbon capture model allowed us to gain insights into
the response of the unit to flexible NGCC operation as well as the
impact of renewable energy sources on the system.

In a sensitivity analysis of the model’s performance parameters,
it was shown that variations of the parameter 𝛽, i.e. the parameter
multiplying the CO2 concentration, have the most influence. Hence,
his parameter should be the number one priority when aiming at high
odel accuracy. However, analysing the effect on commonly used KPIs

evealed that the ultimate effect of uncertainties of the performance pa-
ameters highly depends on the application. In particular, applications
ith abundant waste heat are the most resilient since they can easily
uffer variations in the heat demand of the carbon capture unit.

Based on the identified limitations, we see three developments
or future research. First, deriving a portfolio of the most common
onditioning processes will make the model more user-friendly and,
herefore, more universally applicable. Second, since our model already
ncludes constraints on the plant’s dynamic behaviour, it would lend
tself well to investigate the effect of amine degradation on the per-
ormance of a larger energy system. However, amine degradation is
nfluenced by many factors. Hence, including this feature would most

ikely require to model discrete scenarios which limits the generality
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of the model. Finally, backing the cost parameters with learning curves
will make the cost model more resilient to changes over time and allows
to analyse multi-decade time horizons as well — if computation time
allows for it.
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Data will be made available on request.
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