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1 Introduction

Critical behaviour is a central theme in theoretical and experimental studies of quantum
many body systems, ranging from condensed matter to high energy physics. In particular,
special scaling properties of observables such as conformal or Lifshitz invariance that emerge
near criticality provide strong constraints, and, in some cases allow for a full solution,
as for example, in the case of the 3D Ising model [2]. Quantum criticality at vanishing
temperature has also been argued [3] to be the key ingredient in yet unsolved problems
such as the high Tc superconductors. On the high energy side, critical behavior at finite
temperature is important for understanding the QCD phase diagram which is believed to
possess a critical point at finite temperature and baryon chemical potential [4–6]; see [7] for
a review.

Critical behavior has also been the main focus of attention in applications of the
AdS/CFT correspondence to strongly interacting many body systems. In particular the
N = 4 Super Yang-Mills theory, the canonical example of conformal invariant 4D gauge
theories, has been used in the large N limit as a proxy for the approximate conformal behavior
observed in QCD above the confinement-deconfinement crossover and the thermodynamic,
transport and dynamical properties of the quark-gluon plasma at strong coupling have been
studied using 5D AdS black holes. Similarly, construction of holographic duals of Lifshitz
invariant, and hyperscaling violating theories recently played an important role in studying
transport and diffusion in quantum field theories with such generalized scaling behavior;
see for example [8].

Unlike these standard examples where holographic descriptions exhibit scaling all the
way from the UV to the IR, in a generic quantum field theory, critical scaling properties arise
only in certain regions in the phase diagram whereas the theory in the vacuum state could,
for example, have a gapped spectrum hence no critical behavior, QCD being an example
relevant to this paper. Realization of this behavior, in particular presence of confinement in
the vacuum and a deconfined plasma state at finite temperature, in the so-called bottom-up
holographic theories using dilaton-gravity in 5D has a long history starting from [9–11],
see [12] and [13] for recent reviews.1 See also [16] and [17] for inclusion of baryon charge in
these holographic models. The former also analyzed the thermodynamics near the QCD
critical point in this holographic setting.

However, the emergence of critical behavior in these “confining” holographic theories
has only recently been addressed [1, 18, 19]. Motivated by earlier investigations [20, 21],
that found a continuous type Hawking-Page transition in dilaton-gravity with a specific
single exponential dilaton potential, these papers studied how the critical behavior arises at
late times in a non-conformal version of Bjorken hydrodynamic flow [18] and perturbative
fluctuations around this critical limit [1, 19]. In this theory, criticality arises as a specific
limit of the single-exponential dilaton potential, the term that dominates in the IR,2

1It has proven difficult to find a realization of this behavior in a consistent top-down holographic model,
e.g., the GPPZ model [14] that describes N = 1 SYM has a singular ten-dimensional geometry, and the
Witten model [15] describes a higher-dimensional theory in the UV.

2Even though the dilaton becomes large in the IR, the dilaton rescaled by 1/N2 remains small hence the
loop corrections that would arise when this geometry is embedded in string theory are negligible [20].
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V ∝ exp(−8Xφ/3) in the limit in which the constant X is sent to −1/2. This constant X
can be viewed as a conformality breaking parameter in the dual QFT with the conformal
theory corresponding to X = 0.

An attractive feature of this holographic setting is that a large sector of the perturbative
fluctuations can be solved analytically. This is because the 5D black hole approaches in the
critical limit the product of the 2D linear dilaton black hole solution in string theory [22–24]
and R3. The 2D black hole possesses an SL(2,R) symmetry under which the fluctuations
can be organized and the reflection amplitude at the horizon can be expressed analytically
in terms of ratios of Gamma functions. In [1, 19] the quasinormal modes (QNMs) in the
X → −1/2 limit were studied and the energy-momentum tensor correlator was expressed in
terms of the reflection amplitude of the 2D string black hole. For fluctuations in the helicity-
two sector, two distinct set of special frequencies were found: (i) For Re ω/2πT <

√
1 + q2,

the only would-be QNMs originate from the poles of the reflection amplitude. These poles,
however, cannot be extended beyond the near horizon region, hence do not show up as poles
of the two-point function. (ii) For Re ω/2πT >

√
1 + q2 there is a different set of QNMs

that can indeed be matched to the poles of the two-point function. It was also pointed out
in [1, 19] that one way to define the holographic theory properly, hence to be able to match
the QNMs with fluctuations of a dual plasma, was to glue the near horizon geometry to
AdS5 near the boundary. This procedure yields then a third set of modes that arise from
the near boundary AdS region, which we refer to as set (iii). In conclusion, the QNMs
comprise a set of IR modes that arise from the dilatonic brane (set (ii) above) and a set of
UV modes that arise from the AdS region (set (iii)).3

In connection to approach to criticality, the main result of this analysis was that the
non-hydrodynamic quasi-normal modes (QNMs), set (ii), of the black hole coalesce at a
branch point on the real axis at ω/2πT =

√
1 + q2 where q = k/2πT is momentum in the

units of temperature. This means that the hydrodynamic approximation breaks down in the
critical limit.4 More precisely, what we mean by this is that there are non-hydrodynamic
modes with an arbitrarily long lifetime, contrary to the usual hydrodynamic assumption
that all the excitations, except those associated with conserved currents, decay with a
lifetime of the order of the inverse temperature. At finite momentum, the hydro modes
also acquire a dissipation, and for momentum larger than a certain crossover scale, they
are no longer the longest-lived excitations. This cross-over momentum goes to zero in the
critical limit.

Quite interestingly, the critical limit X → −1/2 of 5D dilaton-gravity can be directly
related to the large dimension limit in general relativity [26], see [27] for a recent review. This
arises because the 5D dilaton-gravity with a single-exponential potential can be obtained
from a parent pure AdS theory in D dimensions using generalized dimensional reduction [28];

3This classification holds strictly for fluctuations with helicity two, which we solved analytically in [1].
The other helicity sectors were analyzed numerically: at finite momentum, the only essential difference is
that in addition to the sets (i), (ii), and (iii), these sectors also contain the hydrodynamic diffusion and
sound modes.

4See [25] for a similar conclusion in a different setting whereby criticality is characterized by AdS2 near
horizon regime.
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then one finds that the extra number of dimensions, hence D, diverges precisely in this
critical limit. Another confirmation of this connection with the large D gravity is the fact
that the same aforementioned 2D string black hole geometry arises as the near horizon
geometry of a generic class of black hole geometries in the large D limit [29].

A salient feature of the QNMs in the large D limit is that they can be divided into
two classes [30], (1) a small number of “slow modes” whose frequency do not scale with
D, whose spectrum is specific to each geometry, and that are localized in the near-horizon
region, hence these are called the “decoupled modes”; they exist only in the helicity-zero
and helicity-one sectors; (2) the “fast modes” whose frequency scales with D and whose
spectrum is featureless in the sense that it is determined only by the location and shape of
the horizon. These modes extend between the near horizon and the far asymptotic region,
hence they are called “non-decoupled” modes, and can be found in all the helicity sectors.
The universality of the near-horizon region (the 2D black hole) is responsible for the generic
behavior of the decoupled modes, whereas the non-decoupled modes (in the asymptotically
flat case) arise from a different mechanism: the modes become sensitive only to the peak of
the effective radial potential, which becomes universal in the large D limit [27].

Our analysis is complementary to that of these works. We focus on the helicity-two
sector, so we do not see decoupled modes. The set (ii) of IR modes of 5D dilaton-gravity
described above can be seen as corresponding to the “non-decoupled modes” of the large D
limit, since they extend from the near-horizon to the asymptotic region. However the shape
of the radial potential is different because of the different asymptotics (AdS instead of flat,
in the D-dimensional theory), and no sharp peak is developed even in the large-D limit.5
Despite this, we found that the universality of the near-horizon region leaves an imprint
also on this set of QNMs, and is responsible for the critical behavior described above. We
will still use the terminology of “decoupled” and “non-decoupled” modes to denote modes
that live in the near-horizon, or extend to the asymptotic region, respectively.

In this paper, we will extend this analysis to a charged plasma that we model by
adding a 5D gauge field to dilaton-gravity. We find that charged critical behavior arises
in the same limit in which the geometry again becomes of linear-dilaton type. Now the
universal near-horizon geometry of the 2D black hole is replaced by the charged 2D black
hole solution [32]. Owing to the emergent SL(2,R) symmetry the (helicity-two) near-horizon
fluctuations can also be studied analytically and the poles of the correlation functions in
the dual plasma can again be expressed in terms of the reflection amplitude of the charged
2D black hole. Below we summarize our main findings:

1. Interestingly, we find a new set of QNMs that were absent in the neutral solution.
These are purely imaginary modes that can be thought of as localized near the horizon,
let us denote them as set (iv). Therefore, these are the analog of the “decoupled”
QNMs in the large D limit. Similarly to set (i), these modes arise from the poles
of the reflection amplitude, but unlike set (i), these poles also appear in the full
two-point amplitude.

5See figure 1 in [31] for an illustration of the potential with different asymptotics.
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2. These new modes exhibit interesting behavior in the near extremal limit of the charged
black hole. In this limit, they become dense at the origin, giving rise to a branch
point at ω = 0 thus breaking the hydrodynamic approximation.

3. In addition to these new set of modes, there are the trivial extensions of the IR and
the UV modes, respectively set (ii) and (iii) above, to the charged case.

4. We study how the QNMs depend on charge and showed that the new modes, set (iv),
depend strongly on the charge while the modes in set (ii) show moderate and the
ones in set (iii) show very mild dependence of the charge.

5. Finally we develop an alternative WKB method that applies to a more general class of
black holes in the critical limit and apply this technique to study the QNM spectrum
of the so-called hyperscaling violating Lifshitz black holes [8].

The organization of the rest of the paper is as follows. In the next section we outline
the charged dilatonic black brane solution to 5D Einstein-Maxwell-Dilaton gravity and
specify its thermodynamic properties. We show how it arises from higher dimensional AdS
gravity by compactification and review the connection between the critical limit X → −1/2
and the large D limit of gravity. Finally we point out the relation between the near horizon
limit and the 2D charged string black hole [32] together with a review of the scattering
amplitude of the 2D black hole. Section 3 contains our main findings where we study the
quasinormal mode spectrum of the background. We present analytic expressions for the
stress energy correlator and its poles in the critical limit and study how the QNMs depend
on charge and temperature. We UV-complete the geometry by gluing an AdS slice near
the boundary and discuss how this completion affects the spectrum. Finally, we present
an alternative WKB method to compute the quasi-normal modes in the critical limit and
employ this to compute the spectrum of hyperscaling violating Lifshitz black holes. We
discuss our results with an outlook toward future directions in the last section.

Three appendices provide some of the fine points in our computations but also include
new material. In appendix A, we present the details of the UV-IR matching procedure we
employ to find the QNM spectrum. Appendix B provides a holographic analysis of the
Bjorken solution in the charged plasma. Finally, appendix C discusses the QNM spectrum
in the large momentum limit based on the WKB approximation.

2 Charged dilatonic black-brane background

2.1 The gravitational solution

Dilaton-gravity in five dimensions has been extensively used in the context of bottom-
up holography as an approximation to the strong coupling dynamics of the glue sector
of QCD-like gauge theories in the large N limit [9–11]. To use the standard AdS/CFT
dictionary between bulk fields and operators one typically considers asymptotically AdS5
geometries. Then the leading term of the dilaton near the boundary is identified with
the ‘t Hooft coupling constant λ and the subleading term corresponds to the VeV of the
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TrG2 operator. Running of the gauge coupling under the RG flow is then described by
non-trivial dependence of the dilaton on the holographic coordinate which can be engineered
by choosing the dilaton potential V (φ). The small/large dilaton asymptotics correspond
to small/large ’t Hooft coupling, which in turn correspond to the UV/IR limit of the
gauge theory with IR slavery. The large dilaton asymptotics of the dilaton potential can
be chosen such that the horizonless vacuum solution in the 5D theory corresponds to a
confining vacuum of the dual gauge theory. At finite temperature there exist black hole (BH)
solutions that correspond to the deconfined glue-plasma. There is typically a first order
Hawking-Page transition between the finite T extension of the vacuum solution, i.e. the
thermal gas (TG) of gravitons, and the dominant black hole saddle, which corresponds to a
first order confinement-deconfinement transition.

Fundamental matter has been added to this setup using space-filling flavor branes
in [33] following [34–37]. For our purposes, it suffices to consider only a U(1) baryon current
which then instructs us to include a 5D gauge field in the bulk. We then consider the
following (most general) five-dimensional Einstein-dilaton-Maxwell action6

A = − 1
16πG5

∫
d5x
√
−g

(
R− 4

3(∂φ)2 + V (φ)− 1
4Z(φ)F 2

)
+ G.H. , (2.1)

where “G.H.” refers to the Gibbons-Hawking term. In [10] it was shown that a confining
dual theory requires the large φ limit of the dilaton potential to be of the form

V (φ)→ e−
8X
3 φφP , (2.2)

where X < −1/2 with P arbitrary or X = −1/2 with P > 0. The limiting value X = −1/2
of this exponent was investigated in [20] in more detail where it was shown to lead to a
continuous Hawking-Page transition and the associated critical behavior was further studied
in [21]. This particular potential also arises in the context of little string theory and can be
embedded in IIB compactifications with NS5 branes to 5D, see e.g. [38, 39].

Motivated by this, we will consider potentials of single exponential type

V (φ) = V0
`2
e−

8X
3 φ , Z(φ) = e

8X′
3 φ , (2.3)

because, as discussed above, these potentials arise in gravitational duals of confining gauge
theories in the IR limit. We absorbed an arbitrary constant in front of the second term
in (2.3) by a shift in φ and ` is a fundamental length scale. In this paper, for simplicity we
will focus on the special case X = X ′,7 for which the solution describing a charged black
hole in the so-called domain-wall coordinates reads:

ds2 =
(
u0 − u
`

) 1
2X2 [

−f(u)dt2 + δijdx
idxj

]
+ f(u)−1du2 (2.4)

f(u) = 1− (1 + q0)
(
u0 − u
u0 − uh

)1− 1
X2

+ q0

(
u0 − u
u0 − uh

)− 3
2X2

(2.5)

6We use the mostly plus signature for the metric.
7We consider the general case X 6= X ′ in section 3.3 and in appendix A. These general solutions typically

do not correspond to backgrounds with a well-defined holographic dual.
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φ(u) = φ0 + 3
4X log

(
u0 − u
`

)
(2.6)

At(u) = µ− µ
(
u0 − u
u0 − uh

)−1− 1
2X2

(2.7)

where u ∈ (−∞, u0) is the holographic coordinate and u0 is a curvature singularity that
is cloaked by a horizon located at uh < u0. Regularity of the gauge field at the horizon
requires vanishing of At(uh) which can easily be seen in the Euclidean solution where uh
becomes the origin. The constants are given as

φ0 = 3
8X log

(
4V0X

4

3(1−X2)

)
, q0 = 4V0µ

2X4(1 + 2X2)
9(1−X2)

(
u0 − uh

`

)2− 1
2X2

. (2.8)

Here µ is a dimensionless integration constant that is related to the chemical potential on
the boundary as µqft = µ/`.

The boundary is located at u = −∞ and u0 is a singularity. This singularity is repulsive,
i.e. the bulk fluctuations are suppressed near it in the regime −

√
2/2 ≤ X ≤ −1/2.8 The

solutions are well defined for −1 < X < 0. However X = −1/2 is a special case which
corresponds to the borderline case for the potential in (2.2) which should be handled carefully.

The TG background that corresponds to the ground state of the dual field theory
is obtained by requiring vanishing entropy which corresponds to sending uh → u0. This
background has At(u) = µ and a trivial blackening factor f = 1. The charge of the ground
state vanishes as shown below.

Another useful set of coordinates is the conformal coordinates that can be obtained
from above by

r = 4X2`

1− 4X2

(
u0 − u
`

)− 1−4X2
4X2

≡ `′
(
u0 − u
`

)− 1−4X2
4X2

, (2.9)

for X 6= −1/2 and
r

`
= − log

(
u0 − u
`

)
, (2.10)

for X = −1/2. The boundary is now at r = 0 for −1/2 < X < 0 and at r = −∞ for
X = −1/2. The singularity is at r =∞ in both cases. We also defined a new length scale
`′ for later convenience. For −1 < X < −1/2 the singularity is at r = 0 and the boundary
is at r =∞. The solution for 0 > X > −1/2, which we will be interested in this paper, in
these coordinates reads,

ds2 = e2A(r)
[
f(r)−1dr2 − f(r)dt2 + δijdx

idxj
]

(2.11)

e2A(r) =
(
r

`′

) 2
3 (−ξ+1)

(2.12)

f(r) = 1− (1 + q0)
(
r

rh

)ξ
+ q0

(
r

rh

)2ξ−2
(2.13)

8This follows from the analysis of fluctuations around the thermal gas geometry, see [10].
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φ(r) = φ0 + 1
2

√
(ξ − 1)(ξ − 4) log

(
r

`′

)
(2.14)

At(r) = µ− µ
(
r

rh

)ξ−2
(2.15)

where we defined the combination

ξ ≡ 4(1−X2)
1− 4X2 , (2.16)

and the constant q0 becomes

q0 = (ξ − 2)(ξ − 4)2

18ξ(ξ − 1)2 V0µ
2
(
rh
`′

)2
. (2.17)

Notice that ξ ∈ [4,∞) when 0 > X > −1
2 and ξ → +∞ as X → −1

2 . One can easily check
that one recovers the AdS-Reissner-Nordstrom solution in the limit X → 0 keeping in mind
the definition of `′ in (2.9). The special solution for X = −1/2 in the conformal coordinate
system should instead be obtained using the change of variables (2.10) and it reads

ds2 = e−
2r
`

[
f(r)−1dr2 − f(r)dt2 + δijdx

idxj
]
,

f(r) = 1− (1 + q0)e3 r−rh
` + q0e

6 r−rh
` ,

φ(r) = φ0 + 3r
2` ,

At(r) = µ− µ e3 r−rh
` ,

(2.18)

where
φ0 = −3

4 log(V0/9) , q0 = 1
18V0µ

2 . (2.19)

Also notice that the solution (2.18) can alternatively be obtained by taking the large-ξ
limit of (2.11). To see this one needs to make the change of variable

(
r
`′
)ξ → e−3r/` and

then take the ξ →∞ limit. Note that for this limit to make sense we also need to impose
r ≈ `′ ≈ rh for the variables of (2.11), i.e. we need to take the near-horizon limit at the
same time as the large-ξ limit.

To summarise, the solution is determined in terms of two dimensionless parameters in
the Lagrangian V0 and X, which fix the length scale and determine how the conformality
is broken (X = 0 corresponds to the conformal case) and two dimensionless integration
constants µ and rh/` (or rh/`′) which correspond to the chemical potential and the location of
the horizon. All other thermodynamic quantities of the dual plasma — charge, temperature,
energy, entropy and pressure — are determined in terms of these parameters.

2.2 Charge, temperature, entropy and mass

The total charge of the black brane is given by the flux of the electromagnetic potential at
the boundary:

Qtot = − 1
16πG5

[∫
? (Z F )

]
boundary

, (2.20)
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where the dual field strength is given by

? F = F0ug
00guu

√
−gdx1 ∧ dx2 ∧ dx3 = A′te

Adx1 ∧ dx2 ∧ dx3 . (2.21)

This leads to the following total charge:

Qtot = V3
24πG5

µV0(X2 + 2X4)
1−X2

(
u0 − uh

`

)1+ 1
2X2

= 3q0V3
32πµX2G5

(
u0 − uh

`

)−1+ 1
X2

.

(2.22)
The charge of the ground state background follows from (2.22) by sending uh → −∞ and it
vanishes in the entire allowed range −1 < X ≤ 0.

The temperature of the black brane is obtained by requiring absence of conical singularity
on the Euclidean solution as

T = eA(uh) |f ′(uh)|
4π , (2.23)

which yields the temperature in terms of µ and the location of the horizon:

T = 1−X2

4π`X2

(
u0 − uh

`

)−1+ 1
4X2

(
1− 1 + 2X2

2(1−X2)q0

)

≡ 1−X2

4π`X2

(
u0 − uh

`

)−1+ 1
4X2 (

1− Q̃2
)
,

(2.24)

which is a monotonically decreasing function in uh. In the last equation we defined the
extremality parameter

Q̃ =
√

2V0µ
(1 + 2X2)X2

3(1−X2)

(
u0 − uh

`

)1− 1
4X2

. (2.25)

The limit Q̃ → 1 corresponds to extremality and we will restrict the parameter space of
the solutions to 0 < Q̃ ≤ 1. This restriction entails a maximum value for µ for fixed uh
and for uh for fixed µ. In particular, for X < −1/2 the limit uh → −∞ falls outside of the
allowed range unless µ is simultaneously sent to zero, or X → −1/2. Similarly uh → u0
falls outside the allowed range for X > −1/2.

It is easy to invert the expression (2.24) to express the horizon locus as a function of
the temperature:

(
u0 − uh

`

)−1+ 1
4X2

= 2π`TX2

(1−X2)

1−

√
1 + V0µ2(1 + 2X2)2

18`2π2T 2

 . (2.26)

The temperature corresponding to the special solution with X = −1/2 reads

T = 3
4π` (1− q0) = 3

4π`

(
1− V0µ

2

18

)
. (2.27)

Interestingly, in the special case the temperature becomes independent of the location of the
horizon and the black hole becomes extremal at a specific value of the chemical potential
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µ = 3
√

2/V0. The temperature of the TG solution is a free parameter which we set equal
to the temperature of the black hole.

The entropy of the black hole can be computed as usual as

Stot = V3
4G5

(
u0 − uh

`

) 3
4X2

. (2.28)

Entropy of the TG solution is suppressed as 1/N2 (equivalently by the Newton’s constant G5)
in the large N limit, therefore it vanishes in the leading order.

The ADM mass of the solution can be obtained by first considering a time slicing of
the geometry:

ds2 = −N2dt2 + γmn (dxm −Nmdt) (dxn −Nndt) , m, n = u, 1, 2, 3 , (2.29)

where γmn is the induced metric on the 4D slice of constant time. Then the mass is given
by [40]:

Etot = − 1
8πG5

∫
N (√γ K −√γ0K0) , (2.30)

where K is the 3D extrinsic curvature of the geometry, quantities with a subscript 0 refer
to the thermal gas solution which we introduced below (2.8) and the integral is computed
at spatial infinity for constant time. Substituting the solution (2.4) we find

Etot = 3V3
2πG5

lim
uc→−∞

e4A(uc)
√
f(uc)A′(uc)

(√
f(uc)−1

)
= 3V3(1+q0)

64π`X2G5,

(
u0−uh

`

)−1+ 1
X2

,

(2.31)
where we used that A0(u) = A(u) and f0(u) = 1. In the extremal case we have the following
relation between energy and charge of the black hole:

Etot = 3
4(1−X2)

µQtot
`

. (2.32)

The energy of the special solution X = −1/2 reduces to

Etot = 3(1 + q0)
4`π Stot = 18 + µV 2

0
24`π Stot , (2.33)

i.e. the X = −1/2 solution has an entropy that is linear in energy S ∝ E, that is interestingly
the typical Hagedorn behavior in string theory, see [41] for a recent discussion. It also
agrees with the large D limit of black holes [29].

2.3 Thermodynamics

The free energy of the plasma — that is the same as the pressure in an extensive system —
is obtained from the gravitational action evaluated on-shell

Ω = ∆Aon
β

, (2.34)

where ∆Aon is the (regularized) on-shell action and β the inverse temperature. The action
is infinite due to divergences near the boundary. This can be regularized by standard
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holographic renormalization. However, since we are typically interested in the differences of
energies between the thermodynamic states here we simply cut off the radial direction9 at
u = uc and subtract there the on-shell actions of the BH and the TG solutions with same
values for the external quantities i.e. the same T and µ.

The regularized on-shell action for the solution (2.1) is then found by adapting the
calculation in [40] to the charged black holes [42] which in general contain a nontrivial
blackening factor also for the TG geometry

∆Aon
β

= V3e
4A(uc)

16πG5

[
f ′(uc)− f ′0(uc)

√
f(uc)
f0(uc)

+ 6
(
A′(uc)f(uc)−A′0(uc)

√
f(uc)f0(uc)

)]
,

(2.35)
where A0 and f0 are the conformal and the blackening factors corresponding to the TG
solution. For the solution we consider here, f0 = 1 and A0(u) = A(u).

Using the near boundary expansions of the background functions it is straightforward
to show that the first term in (2.35) gives the sum of enthalpy and the electric energy
difference between the BH and the TG solutions, −TStot−µQtot/`, and the second vanishes
in leading order in N. A similar calculation shows that the last term matches precisely the
ADM mass (2.31) which is the defined as the difference between the black hole and thermal
gas ADM integrals. One finds the following analytic expression in T and µ for the free
energy in the grand canonical ensemble:

Ω = − V3
64π`G5

c1

(
u0 − uh

`

)−1+ 1
X2

+ µ2c2

(
u0 − uh

`

)1+ 1
2X2

 , (2.36)

where (u0 − uh) is expressed in terms of T and µ in equation (2.26) and the coefficients c1
and c2 are given by

c1 = 1− 4X2

X2 , c2 = 4V0X
2(1 + 2X2)(1− 4X2)

9(1−X2) . (2.37)

It is straightforward to check that this satisfies the Smarr relation:

Ω = Etot − TStot −
µ

`
Qtot . (2.38)

We also observe that the energy of the system in this plasma is proportional to the sum of
the enthalpy and the electric energy, therefore the free energy becomes

Ω = −1
ξ

[
TStot + µ

`
Qtot

]
= − 1

ξ − 1Etot , (2.39)

where Etot is given in (2.31). The final expression for the free energy in terms of the physical
parameters µ and T follows from (2.26) and it is straightforward to check that

∂Ω
∂T

= −Stot ,
∂Ω
∂µ

= −Qtot . (2.40)

9In general case, one needs to define two different UV cut-off surfaces uc and u0
c for the BH and TG

solutions respectively which are determined in the UV by a set of consistency conditions [40]. In our case,
however, the TG solution is obtained from the solution in (2.11)–(2.15) simply by taking uh → −∞ and
the uh only appears in the blackening factor; in particular the dilaton solution is independent of uh. This
implies uc = u0

c .
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It is clear from the expressions above that the free energy has a definite sign and generically
does not vanish. Therefore there is generically no phase transition in this theory between
the ground state and the plasma phase. For 0 > X > −1/2 the plasma phase always
lowers the free energy hence dominates the grand canonical ensemble; the opposite happens
for −1 < X < −1/2. For X = −1/2 the free energy vanishes identically confirming our
expectation that the X = −1/2 limit focuses on the critical point. The special locus
uh = u0, that is when the (infinitesimally small) black hole marginally cloaks the singularity,
should be analyzed separately. This limit is never reached for 0 > X > −1/2 for positive
temperature; see the discussion below equation (2.25). On the other hand, it corresponds
to T →∞ for −1/2 > X > −1.

2.4 Dimensional reduction and the connection to large D

As it was shown in [18] for the case without Maxwell field, the action (2.1) with the
exponential dilaton potential (2.3) can be obtained formally from a generalized dimensional
reduction of Einstein gravity with a cosmological term. We repeat the derivation here,
including also the gauge field. We start with the Einstein-Maxwell action in ξ+1 dimensions,

A = 1
16πG̃N

∫
dd+1xdξ−dy

√
−g̃

(
R̃− 2Λ− 1

4F
2
)
, (2.41)

and we take an Ansatz for the metric of the form

d̃s
2 = e−δ1φ(x)gµνdx

µdxν + eδ2φ(x)dy2 (2.42)

where the metric in the x directions is generic, while in the y directions it is taken to be
flat (so we compactify on a torus T ξ−d). Requiring the reduced action to be in Einstein
frame, and the dilaton potential, which comes from the cosmological constant term, to be
e−

2d
d−1Xφ, gives

δ1 = 2d
d− 1X , δ2 = 2d

ξ − d
X . (2.43)

We further require that the dilaton is normalized with a prefactor d
d−1 (which corresponds

to a canonically normalized dilaton in the string frame); this fixes the value of the number
of extra dimensions:

ξ = d(1−X2)
1− dX2 , (2.44)

which coincides with (2.16) for d = 4. Finally, the Maxwell term reduces to the lower-
dimensional Maxwell action with

Z(φ) = e
2d
d−1Xφ (2.45)

which corresponds to (2.3) with X ′ = X.
The previous calculation shows that the critical limit ξ → ∞ can be equivalently

interpreted as a large D limit, where D = ξ + 1. The large D expansion of gravity,
pioneered in [26, 29], has been recently applied in many situations as a way of simplifying
Einstein equations and obtaining analytic results, e.g. on the quasi-normal spectrum of
black branes [30, 31].

We consider the dimensional reduction of time-dependent solutions and the Bjorken
flow in appendix B.
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2.5 Connection to 2D black holes

Neutral black holes exhibit universal near horizon behavior in the large D limit as shown
in [29]. The near horizon geometry shared by these black holes is the two-dimensional
neutral black hole of [43] which is supported by a linear dilaton. As argued in the previous
section, the parameter ξ in our model, when the model is viewed as dimensionally reduced
from a parent theory, is related to the number of extra dimensions in this parent theory.
Therefore it is reasonable to expect that the large-ξ, near-horizon limit of (2.11) becomes the
two-dimensional charged analogue of [43], i.e. the black hole studied in [32]. To demonstrate
that this is indeed the case, we first switch to string frame:

ds2
string = e

4
3φ(r)ds2

Einstein . (2.46)

As we pointed out above, the large-ξ, near-horizon limit of (2.11) is given by (2.18). This
solution becomes in the string frame

ds2 = e
4φ0

3
[
f(r)−1dr2 − f(r)dt2 + δijdx

idxj
]
,

f(r) = 1− (1 + q0)e3 r−rh
` + q0e

6 r−rh
` ,

φ(r) = φ0 + 3r
2` ,

At(r) = µ− µ e3 r−rh
` ,

(2.47)

where q0 is given in (2.19). The two-dimensional part of the background — obtained by
reducing on the transverse directions xi — can be rewritten as follows by a coordinate
transformation

4
k
ds2

2D = −dt2f(ρ) + `2dρ2

9ρ2f(ρ) ,

f(ρ) = 1− 2M
ρ

+ p2

ρ2 ,

φ(ρ) = φ0 −
1
2 log 3ρ

`
,

At(ρ) = µ

( 1
ρ+
− 1
ρ

)
,

(2.48)

where we make the identifications
4
k
≡ e−

4φ0
3 ,

ρ ≡ e−3 r−rh` .

(2.49)

Mass and charge of the 2D black hole are

M = 1 + q0
2 , p2 = q0 , (2.50)

and the two horizons are located at

ρ+ = M +
√
M2 − p2 = 1 ,

ρ− = M −
√
M2 − p2 = q0 ,

(2.51)
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where we recall that q0 ∈ [0, 1]. Propagation of strings in this geometry can be described by
the coset model SL(2,R)k×U(1)

U(1) [44] in which the constant k introduced in (2.49) plays the
role of the level in the SL (2,R) algebra.

It is possible to compute the reflection amplitude for a wave scattered off the event
horizon of this 2D black hole. The result is given by [45]

R =
Γ
(
1 + i sk

)
Γ
(
1− i sk

) Γ (is)
Γ (−is)

Γ
(

1
2 (1− is+ im)

)
Γ
(

1
2 (1 + is+ im)

) Γ
(

1
2 (1− is− im̄)

)
Γ
(

1
2 (1 + is− im̄)

) , (2.52)

where the incoming wave has energy ∝ (m − m̄) and momentum s ∈ R. Assuming the
incoming wave is neutral, m and m̄ are related to each other by the gauge condition [46]

m = −1 + p2

1− p2 m̄. (2.53)

Moreover one can take the so called minisuperspace or semiclassical approximation,10 i.e.
k →∞, such that the reflection amplitude becomes

R = Γ (is)
Γ (−is)

Γ
(

1
2

(
1− is− 1+p2

1−p2 im̄
))

Γ
(

1
2

(
1 + is− 1+p2

1−p2 im̄
)) Γ

(
1
2 (1− is− im̄)

)
Γ
(

1
2 (1 + is− im̄)

) . (2.54)

We note that setting p = 0 correctly gives the reflection amplitude for the 2D uncharged
black hole [43].

We will match this reflection amplitude with the one we compute by solving the
fluctuation equation near the horizon in the next section where we will show that m
is determined in terms of the frequency of the wave, s is determined by frequency and
momentum and p corresponds to the extremality parameter Q̃.

3 Analytic results for the fluctuations around the charged dilatonic black
hole

3.1 Solution of the fluctuation equations

In this section we study the fluctuations around the background (2.11), which we will
refer to as the Chamblin-Reall (CR) background below [47], and find its quasi-normal
modes. These quasi-normal modes, apart from their important role in the study of black
holes [48] correspond to poles of the retarded Green’s functions in the plasma phase of
the corresponding dual gauge theory and determine how small fluctuations equilibrate at
late times. We will concentrate on the helicity-two fluctuations and comment on the other
sectors briefly below. In the helicity-one and helicity-zero sectors various modes mix, in

10Equations (2.49) and (2.19) seem to relate the minisuperspace approximation to the limit V0 → 0. This
is in fact not the case as an additive integration constant of the dilaton, which we omitted above, enters the
relation between the string coupling constant and the dilaton. This should scale as logN to match the ’t
Hooft coupling in the dual theory. Thus, large k means large N in the field theory and this limit should be
assumed in order to omit the loop corrections in the string theory. See [20] for a detailed discussion.
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general, which complicates the analysis. Finite momentum fluctuations take the same form
as the vanishing momentum, hence we consider the general case with momentum which we
take to be in the x1 direction. We write for the fluctuation of the metric

δg = e2A(r)H(r)e−iωt+ikx1dx2dx3 . (3.1)

The resulting fluctuation equation can be written in conformal coordinates as

(
ω2

f(r) − k
2
)
H(r) +

f(r)− ξ + ξQ̃2
(
r
rh

)2(ξ−1)

r
H ′(r) + f(r)H ′′(r) = 0 , (3.2)

where the blackening factor simplifies to

f(r) = 1−
(
r

rh

)ξ
− ξQ̃2

ξ − 2

((
r

rh

)ξ
−
(
r

rh

)2ξ−2
)
. (3.3)

The fluctuation equation coincides with the equation of a massless scalar field in the charged
CR background. As the function f only depends on the ratio r/rh, see (2.11), one can
easily factor out rh from this equation by changing ω → ω/rh, k → k/rh and r → rrh.

The Schrödinger form of the fluctuation equation is obtained by defining the Schrödinger
wave function as ψ(r) = r(1−ξ)/2H(r) and by switching to the Schrödinger coordinate v
defined through

v′(r) = 1
f(r) . (3.4)

At nonzero charge the relation between v and r cannot be solved analytically. We choose
v(r = 0) = 0, so v ranges from zero to infinity as r varies form zero to rh. Near the
boundary, v ≈ r. The fluctuation equation for ψ reads

ψ′′(v) +
(
ω2 − VS(q, v)

)
ψ(v) = 0 . (3.5)

The Schrödinger potential VS cannot be solved analytically in terms of v, but it admits a
rather simple expression in terms of the conformal coordinate r:

VS(q, r) = VS0(r) + q2f(r) , (3.6)

where
VS0(r) = (ξ − 1)f(r)

4r2

(
2ξ − (ξ − 1)f(r)− 2ξQ̃2

(
r

rh

)2ξ−2
)
. (3.7)

We show the dependence of the Schrödinger potential on ξ in figure 1 (left), at zero
charge and momentum. Since rh scales out of the fluctuation equation, we were able to set
it to one without loss of generality. We divided out the quadratic ξ-dependence near the
boundary, where VS ∼ ξ2/(4v2). The only nontrivial feature of the potential is the step
near v = 1 which becomes steeper with increasing ξ. This steps arises from the factor of
f(r) which multiplies the whole potential as we see from (3.6) and (3.7). The decay at
large v is exponential and becomes steeper as ξ increases. The charge dependence is shown
in figure 1 (right). The dependence is mild, and mostly observed in the asymptotic decay
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Figure 1. Left: the dependence of the Schrödinger potential of the helicity-two fluctuations on ξ at
zero charge and momentum. Right: the dependence of the potential on charge at zero momentum
and at ξ = 50.

at large v. To show this effect, we have chosen to plot the potential in logarithmic scale.
The dependence of the potential on the momentum q (not shown) is noticeable when the
momentum is large with respect to ξ, i.e., q & ξ. Increasing the momentum enhances the
normalization of the potential at large v without changing the qualitative behavior.

We therefore conclude that the Schrödinger potential is a relatively simple and featureless
function for our setup. However, as we shall see below, the spectrum of QNMs has an
interesting structure despite the simplicity of the potential.

As anticipated above, the fluctuations can be solved at large ξ by considering the
fluctuations in the UV and near the horizon separately and by matching them in the middle.
The UV solution may be obtained by taking ξ →∞ with fixed r < rh, Q̃, ω, and k, which
amounts to setting f = 1 and Q̃ = 0 in (3.2). As the result is independent of Q̃ it coincides
with the neutral case [1]:

H(r) = C1r
ξ/2J ξ

2

(
r
√
ω2 − k2

)
+ C2r

ξ/2J− ξ2

(
r
√
ω2 − k2

)
. (3.8)

In order to study the near-horizon limit, we define the rescaled variables

$ = 2ωrh
ξ

= ω

2πT
(
1− Q̃2

)
, q = 2krh

ξ
= k

2πT
(
1− Q̃2

)
(3.9)

which equal, at zero charge, the “standard” normalized frequency and momentum, ω/2πT
and k/2πT , respectively. Moreover we define a new radial coordinate

w =
(
r

rh

)ξ
, (3.10)

and take ξ →∞ keeping $, q and w fixed.11 The result reads

(1− w)
(
1− Q̃2w

)
H ′′(w)−

(
1− Q̃2(2w − 1)

)
H ′(w)

+

(
$2

(1−w)
(

1−Q̃2w
) − q2

)
4w2 H(w) = 0 ,

(3.11)

11Notice that this is the same limit in which, after an additional change of variables, the metric (2.18) is
obtained from (2.11).

– 15 –



J
H
E
P
0
6
(
2
0
2
2
)
0
1
8

which is solved by

H(w) =C1w
1
2 + 1

2 iS̃
(
1−Q̃2w

)− 1
2 +−1+Q̃2(1+i$)

2(Q̃2−1) (1−w)
− 1

2 + 1
2 i

(
−S̃+ Q̃2$

1−Q̃2

)

×2F1

1
2

(
1− 1+Q̃2

1−Q̃2
i$+ iS̃

)
,
1
2
(
1+ i$+ iS̃

)
; 1+ iS̃;

(
1−Q̃2

)
w

w−1

 (3.12)

+C2w
1
2−

1
2 iS̃
(
1−Q̃2w

)− 1
2 +−1+Q̃2(1+i$)

2(Q̃2−1) (1−w)
− 1

2 + 1
2 i

(
S̃+ Q̃2$

1−Q̃2

)

×2F1

1
2

(
1− 1+Q̃2

1−Q̃2
i$− iS̃

)
,
1
2
(
1+ i$− iS̃

)
; 1+ iS̃;

(
1−Q̃2

)
w

w−1

 (3.13)

where we defined
S̃ =

√
$2 − q2 − 1 . (3.14)

The regularity at horizon implies

C2
C1
≡ R = −

(
1− Q̃2

)−iS̃

×
Γ
(
1 + iS̃

)
Γ
(

1
2

(
1− i$ − iS̃

))
Γ
(

1
2

(
1− 1+Q̃2

1−Q̃2 i$ − iS̃
))

Γ
(
1− iS̃

)
Γ
(

1
2

(
1− i$ + iS̃

))
Γ
(

1
2

(
1− 1+Q̃2

1−Q̃2 i$ + iS̃

)) . (3.15)

The dependence on the charge in the correlator only appears through this modified reflection
amplitude.

Some comments are in order. First, this result matches perfectly the reflection amplitude
of the charged dilatonic 2D black hole geometry in the semiclassical limit, which we reviewed
in the previous section, see equation (2.54). To see this one should make the identifications

s = S̃, m̄ = $, p = Q̃ , (3.16)

with $ being the rescaled frequency defined in (3.9). It is also possible to get rid of the
prefactor, (1− Q̃2)−iS̃ , in front of the 5D reflection amplitude above by making a change of
variable (e.g. 1−Q̃2

1−w w = sinh−2 θ). Notice that this factor is a phase in the region of validity
of the coset description, since S̃ has to be real. The same reasoning can be applied to the
reflection amplitude in the extremal case.

Second, we note that the reflection amplitude has poles which were absent at zero
charge. They are obtained by solving

1
2

(
1− 1 + Q̃2

1− Q̃2
i$ + S

)
= 1− n (3.17)

where S = −iS̃ and n = 1, 2, 3, . . .. The solutions are given by

$ = −i

κQ(2n− 1) +
√

(2n− 1)2 +
(
κ2
Q − 1

)
(q2 + 1)

κ2
Q − 1

 (3.18)
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where κQ = (1 + Q̃2)/(1− Q̃2) (the expression with minus sign in front of the square root
does not solve the equation). In the extremal limit Q̃→ 1 the poles become dense:

$ = −i
(

2n− 1 +
√
q2 + 1

)
(1− Q̃) +O

((
1− Q̃

)2
)
. (3.19)

Moreover the poles and zeros of the reflection amplitude merge into a branch cut in the
extremal limit:

(
1− Q̃2

)S Γ
(

1
2

(
1− 1+Q̃2

1−Q̃2 i$ + S

))
Γ
(

1
2

(
1− 1+Q̃2

1−Q̃2 i$ − S
)) = (−i$)S +O

(
1− Q̃

)
. (3.20)

In passing, let us briefly discuss the other helicity modes. The fluctuations for other
sectors are complicated for generic q, and we do not discuss them here. At q = 0,
however, there are drastic simplifications. In the absence of preferred direction given by the
momentum, all spin two fluctuations must also satisfy eq. (3.2) with q = 0, which can be
checked explicitly. As it turns out, also the spin zero fluctuation (i.e. the fluctuation of the
dilaton) satisfies exactly the same equation.

The gauge field fluctuations, however, obey a slightly different radial fluctuation
equation. It is given by ω2

f(r) −
2ξ(ξ − 1)Q̃2

(
r
rh

)2(ξ−1)

r2

 a(r)

+
3f(r)− ξ + ξQ̃2

(
r
rh

)2(ξ−1)

r
a′(r) + f(r)a′′(r) = 0

(3.21)

and therefore contains an extra term with respect to the helicity two equation. In the limit
of large ξ, at fixed w, we obtain

(1− w)
(
1− Q̃2w

)
a′′(w)−

(
1− Q̃2(2w − 1)

)
a′(w)

+

 $2

4w2(1− w)
(
1− Q̃2w

) − 2Q̃2

 a(w) = 0 .
(3.22)

Because of the extra term this equation cannot be reduced to the hypergeometric equation.
(After a change of variables, it reduces to the Heun equation.) Consequently, we have not
been able to find the solution and the reflection amplitude for the gauge fields analytically.

3.2 Analytic correlators of the energy-momentum tensor at large ξ

Because at large ξ the charge only modifies the geometries near the horizon, it is straight-
forward to compute the correlators of the transverse components of the energy momentum
tensor at finite charge following the steps given in [1]. When combined, the near boundary
solutions (3.8) and near horizon solutions (3.12)–(3.13) provide complete control over the
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solution in the limit of large ξ. The relations between the integration coefficients are
obtained by matching the solutions in the middle where their regimes of validity overlap.

In the expressions (3.12)–(3.13) the dependence on Q̃ only appears in subleading terms
of the UV expansion at w = 0 for each of the functions. Since only the leading terms
are needed when matching with the UV solutions (which are likewise independent of the
charge) the matching procedure is unchanged with respect to the neutral computation.
Notice however that the definition of the variable w, for example, is the same as in [1] when
expressed in terms of rh but is changed if expressed through the temperature in (2.24).
Similar comments apply to the definitions of the rescaled frequency $ and momentum
q in (3.9). That is, the effect of the charge is taken into account by substituting the
expression (3.15) for the reflection amplitude in the results of [1], and recalling that the
relation between the temperature and the model parameters is modified. We will review
here the main points, and write down the results with charge included. Many of the results
will also be rederived in section 3.3 by using a slightly different approach.

3.2.1 Charged CR geometry
The transverse correlator for the charged CR geometry is obtained as in section 4.1.2 of [1].
It is given by

Greg = 2π ξξr−ξh
Γ
(
ξ
2

)
Γ
(
1 + ξ

2

) (($2 − q2)
16

) ξ
2
(1 + S

1− S

) ξ
2
e−ξSR− iθ(−Im$)


= − 2π ξξr−ξh e−ξS

Γ
(
ξ
2

)
Γ
(
1 + ξ

2

) (($2 − q2)
16

) ξ
2 (1 + S

1− S

) ξ
2

×
(
1− Q̃2

)S Γ (1− S)
Γ (1 + S)

Γ
(

1
2 (1− i$ + S)

)
Γ
(

1
2 (1− i$ − S)

) Γ
(

1
2

(
1− 1+Q̃2

1−Q̃2 i$ + S

))
Γ
(

1
2

(
1− 1+Q̃2

1−Q̃2 i$ − S
))

− θ(−Im$) 2πi ξξr−ξh
Γ
(
ξ
2

)
Γ
(
1 + ξ

2

) (($2 − q2)
16

) ξ
2

(3.23)

for 0 ≤ Re$ .
√

1 + q2, and

Greg = 2π ξξr−ξh
Γ
(
ξ
2

)
Γ
(
1 + ξ

2

) (($2 − q2)
16

) ξ
2
i+

(
1 + iS̃

1− iS̃

) ξ
2 e−iξS̃

R

−1

= 2π ξξr−ξh
Γ
(
ξ
2

)
Γ
(
1 + ξ

2

) (($2 − q2)
16

) ξ
2

×

i− (1 + iS̃

1− iS̃

) ξ
2

e−iξS̃
(
1− Q̃2

)iS̃

×
Γ
(
1− iS̃

)
Γ
(
1 + iS̃

) Γ
(

1
2

(
1− i$ + iS̃

))
Γ
(

1
2

(
1− i$ − iS̃

)) Γ
(

1
2

(
1− 1+Q̃2

1−Q̃2 i$ + iS̃

))
Γ
(

1
2

(
1− 1+Q̃2

1−Q̃2 i$ − iS̃
))


−1

(3.24)
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for Re$ &
√

1 + q2. These results hold up to corrections suppressed by 1/ξ. The precise
regime of validity on the complex $ plane of the two expressions is determined by the saddle
point approximations discussed in appendix C of [1]. We also adopted a regularization
procedure to remove the infinities which occur whenever ξ is an even integer (subtraction
of a vacuum AdS correlator), see appendix B of the same reference.

The quasi normal modes of the charged CR geometry are obtained as the poles of the
analytic expressions (3.23) and (3.24). We analyse their behavior in figures 2 and 3. There
are two sets of modes: the CR modes (i.e., set (ii) defined in the introduction), which arise
from the zeroes of the expression in square brackets in the last two rows of (3.24), and
the imaginary near-horizon modes (set (iv)) which are given directly as the poles of the
reflection amplitude as we see directly from (3.23). Notice that this expression also contains
the spurious poles of set (i) which are not true modes of the two-point function. They
appear in (3.23) because the analytic approximation fails in the immediate vicinity of the
poles, see [1] for details. One can actually show that even the solutions to the fluctuation
equations remain fully regular near these points, see the discussion in [49]. These modes
have also been analyzed in the literature in the context of little string theory [50]. Little
string theory actually contains an additional set of singularities, poles of Γ((1− i$− S)/2),
which were analyzed in detail in [51]. However, as we pointed out in [1], these latter modes
are absent in our results since they are automatically removed by our boundary conditions.
Instead of poles, our reflection amplitude has zeroes at these points.

The CR (imaginary) modes are shown as blue (red) dots and curves in the plots. The
imaginary modes can also be solved analytically as we showed above in eq. (3.18). We
emphasize that these are present only at finite charge. Notice that the correlator Greg
depends on rh only through the proportionality factor. This is a consequence of the scaling
property of the fluctuations explained below (3.2). That is, the correlator and the QNMs
only depend on the temperature implicitly through the definitions of $, q, and Q̃.

In figure 2 (left) we show the locations of the modes at X = −0.47 (so that ξ ≈ 26.8) and
at a high value of the charge, Q̃ = 0.95. Compared to the results at zero charge [1, 19], the
locations of CR modes are practically unchanged, so the main difference is the appearance
of the imaginary modes. Figure 2 (right) shows the dependence of the imaginary parts of
the rescaled frequencies $ on the charge. The imaginary parts of the CR modes (and also
the real parts which are not shown) have a mild dependence on charge. For the imaginary
modes the dependence of Im$ on charge is strong. As the charge is increased from zero to
finite values these modes appear from $ = −i∞ and approach the origin in the maximally
charged solution. Notice however that the movement of the modes presented here is in
part the consequence of our definition of the scaled frequency $: we defined it in (3.9) as
$ ∼ ω/ξ rather than as the ratio ω/2πT (with T given in (2.24)) because this leads to
much simpler expressions in our case. If we would have used the more common definition
in terms of the temperature, the CR modes would move as the charge varies whereas the
frequencies of the imaginary modes would remain roughly constant. We also note that the
dominant mode (having the largest Im$) is a CR mode at low values of the charge but an
imaginary mode for near-extremal charged geometries. This is not surprising but happens
typically for near-extremal charged black holes: see, e.g., [52].
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Figure 2. Left: the QNMs of the CR background at Q̃ = 0.95 and X = −0.47. Right: the charge
dependence of the imaginary parts of the QNMs at X = −0.47. The red filled circles/solid curves
and blue boxes/dashed curves, are the imaginary near-horizon modes (set (iv)) and the complex CR
modes (set (ii)), respectively.

0.0 0.5 1.0 1.5 2.0 2.5 3.0
q

0.5

1.0

1.5

2.0

2.5

3.0

Re(ϖ)

0.5 1.0 1.5 2.0 2.5 3.0
q

-0.35

-0.30

-0.25

-0.20

-0.15

-0.10

-0.05

Im(ϖ)

Figure 3. The dependence of the QNMs of the CR background on q at X = −0.47. The thick
dashed blue and thick solid red curves show our result at Q̃ = 0.95 and the thin solid curves are
the result at Q̃ = 0 for comparison. The red curves and blue curves are the imaginary near-horizon
modes and the complex CR modes, respectively. Left: the real parts of the QNMs. The green
dotdashed curve is the “critical” line Re$ =

√
1 + q2. Right: the imaginary parts.

The dependence of the modes on q is shown in figure 3. We note that this is affected
only a little by charge: the thick lines for near extremal black hole are similar to the neutral
case (thin lines). Interestingly, the momentum dependence of Im$ is the opposite for CR
and imaginary modes as seen from the right hand plot: Im$ increases (decreases) with
increasing q for the CR (imaginary) modes. In passing, we note that the large q limit
of the modes can also be studied using the WKB approximation. This is presented in
appendix C.

As we pointed out above, the poles on the imaginary axis arising from the reflection
amplitude accumulate into a branch cut in the extremal limit (see eq. (3.20)). The
resulting discontinuity of the correlator is plotted in figure 4 for ξ = 10, 20, and 30 and
for q = 0.
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Figure 4. The discontinuity of the transverse correlator of the energy-momentum tensor on the
imaginary axis of the complex frequency plane in the extremal limit Q̃ → 1 at q = 0. The blue,
yellow, and green curves are for ξ = 10, 20, and 30, respectively.

3.2.2 UV completed CR geometry
In this section we address the pressing issue of how to define the holographic dictionary for
the dilatonic black brane backgrounds i.e. the CR background. This is not immediately
obvious as the geometry of the CR background is not asymptotically AdS near the boundary.
In [18] the dictionary was obtained by using generalized dimensional reduction [28] from a
higher dimensional AdS background through which the dictionary can be borrowed from
the parent AdS solution. A more solid way of ensuring a regular UV behavior, however, is
to choose a dilaton potential such that it generates an RG flow from AdS5 in the UV to the
CR geometry in the IR.

In [1, 19] the authors introduced an analytic “approximation” to such RG flow which
captures its main features while maintaining analytic control of the solutions. This was
obtained by gluing a slice of the AdS5 geometry directly to the CR geometry. The approach
is detailed in section 5 of [1]. As in the neutral case, one of the main effects of the procedure
is that the location of the horizon can no longer be scaled out in the fluctuation equations
so that the correlators and QNMs depend nontrivially on the temperature.

Requiring continuity of the fluctuations and their derivatives at the joint between the
AdS and CR geometries leads to mixing of the source and vev terms for the two geometries,
described in terms of the transition matrix

M11 =
2iπ
(
µ
2

)ξ/2

m̃Γ
(
ξ
2

) [
J1(m̃)H(1)

ξ/2(µ)− J2(m̃)H(1)
ξ/2−1(µ)

]
,

M12 =
2Γ
(
ξ
2 + 1

)(
µ
2

)ξ/2
m̃

(
ξ − 1
ξ − 4

)ξ [
J1(m̃)Jξ/2(µ)− J2(m̃)Jξ/2−1(µ)

]
,

M21 =
π2 (µ

2

)ξ/2
m̃3

16r4
cΓ
(
ξ
2

) [
H

(1)
1 (m̃)H(1)

ξ/2(µ)−H(1)
2 (m̃)H(1)

ξ/2−1(µ)
]
,

M22 =
iπm̃3Γ

(
ξ
2 + 1

)
16r4

c

(
µ
2

)ξ/2

(
ξ − 1
ξ − 4

)ξ [
H

(1)
2 (m̃)Jξ/2−1(µ)−H(1)

1 (m̃)Jξ/2(µ)
]
,

(3.25)
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where the subscripts 1 and 2 refer to source and response respectively, rc is the location of
the joint, m̃ = mrc, and µ = mrc(ξ − 1)/3, with m =

√
ω2 − k2.

The analytic result for the transverse spin-two correlator for the glued geometry is
given in terms of the transition matrix by12

G̃reg = M21 +M22Greg
M11 +M12Greg

, (3.26)

which is regulated in the same way as Greg above, given in eqs. (3.23) and (3.24), see
appendix E in [1]. Notice that Greg in (3.23) and in (3.24) depends on the frequency and
momenta only through the rescaled quantities $ and q. The location of the horizon rh only
appears explicitly in the overall factor, so that the dependence on the temperature is trivial.
This is no longer true for G̃reg in (3.26) both because the matrix elements Mij depend on
the location of the horizon and because the overall factor of Greg can no longer be factored
out. This gives rise to a nontrivial dependence of the QNMs on the temperature. At small
temperatures (and not too high frequencies) the QNMs however agree with those obtained
in the absence of the UV completion, and are therefore given directly by Greg, as we have
shown in [1].

This UV completion with direct gluing of the CR and AdS geometries in the UV
neglects nontrivial effects from the blackening factor. We analyzed these effects in [1] and
showed that they are small provided that ξ(Tc − T )/Tc � 1, where

Tc = 3
4πrc

(
1− Q̃2

)
. (3.27)

That is, the result is valid for ξ � 1 and if temperature is smaller than Tc by a margin
which is much larger than 1/ξ. As explained in [1, 19], the critical temperature Tc can be
understood to be the temperature of the linear dilaton background.13

The quasi normal modes can be obtained as the poles of the correlator (3.26). We can
identify three distinct class of modes (see figure 5):

• The AdS modes (magenta dots and curves in figures 5 and 6) which are controlled by
the details of the geometry near UV and only appear after the UV completion. This
is the set (iii) of modes as defined in the introduction.

• The CR modes (blue dots and curves) which are controlled by the CR geometry but
relatively insensitive to the details in the immediate vicinity of the horizon. This is
the set (ii).

• The imaginary near-horizon modes (red dots and curves) which are only present at
finite charge. This is the set (iv).

12The gluing procedure also implies that the natural choice for the bulk coordinate r changes [1, 19]: if
we set the UV boundary of the geometry to lie at r = 0, the coordinate values are shifted by ∆r ≈ `′ in the
CR part of the geometry due to the gluing.

13It is not obvious that the expressions for the temperature of the linear dilaton background in (3.27)
and (2.27) are equivalent. However for this purpose it is enough that they match for ξ →∞ and T ≈ Tc, in
which case [1] we find that rc ≈ ` and rh ≈ `′ (we have set the coefficient A0 of [1] to zero).
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Figure 5. Left column: the QNMs of the glued background at Q̃ = 0.8 and X = −0.47. Right
column: the charge dependence of the imaginary parts of the QNMs at X = −0.47. Top row:
intermediate temperature, Tc/T = 1.4. Bottom row: high temperature, Tc/T = 1.2. The red
filled circles/solid curves, blue boxes/dashed curves, and magenta diamonds/dotted curves are
the imaginary near-horizon modes (set(iv)), the CR modes (set (ii)), and the AdS modes (set
(iii)), respectively.

In figure 5 we show the locations of the QNMs on the complex frequency plane for
Q̃ = 0.8 and at intermediate temperature (Tc/T = 1.4, top left plot) and at high temperature
(Tc/T = 1.2, bottom left plot). Both sets of complex modes, i.e., the CR modes and AdS
modes, lie roughly on straight lines. The dependence of the imaginary part of the frequencies
on charge is shown on the right column in figure 5, for intermediate (top plot) and high
temperatures (bottom plot). We observe the AdS UV modes (dashed magenta curves) are
essentially independent of charge, whereas the CR modes have mild charge dependence,
and the imaginary near-horizon modes have a strong dependence on the charge.14 This
result is expected as in our conventions the charge only affect the near horizon geometry,
and in particular the UV completion is independent of charge. The dominant mode, i.e. the
mode with largest Im$, is either one of the complex CR modes (low values of the charge)
or one of the imaginary near-horizon modes (large values of the charge). The value of the
charge where the crossing between the highest CR and imaginary mode takes place also
depends on the temperature. Notice that we only included the first few modes in each
sector, some of the higher AdS and near-horizon modes would also appear on the right
hand plots.

14We emphasize that these conclusions are based on our definition of $ above.
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Figure 6. The temperature dependence of the QNMs in the glued background at Q̃ = 0.8 and
X = −0.47. Left: real parts. Right: imaginary parts. The red solid curves, blue dashed curves, and
the magenta dotted curves are the imaginary near-horizon modes, the complex modes, and the AdS
modes, respectively.

Our results for the CR and near-horizon modes are similar to the ones in pure CR
geometry, see figure 2. It appears that the UV completion (i.e., temperature effects) leads
to slightly stronger charge dependence than for the pure CR case, but the CR modes are
also shifted downwards on the complex frequency plane with respect to the results for the
pure CR geometry. We also found a mild dependence of the real parts of the CR and
AdS modes on charge (not shown in these plots). One can check that in the limit of zero
temperature the plots approach those of figure 2.

Some effects due to finite temperature are already visible in figure 5: the CR modes
move downwards with increasing temperature, the AdS modes move upwards, whereas the
imaginary near-horizon modes stay unaffected. We study the temperature dependence in
more detail in figure 6. From the left hand plot we also see that the CR (AdS) modes move
to larger (smaller) |Re$| as T grows. Furthermore, we observe that the CR and AdS modes
interact nontrivially as the temperature varies. This can also be seen by comparing the
plots in the left column of figure 5: as the line of the CR mode moves down, additional
AdS modes appear. Some of the blue dashed curves of the CR modes end without exiting
the plot at rather high temperatures in figure 6 (left) because the imaginary parts of the
modes grow so large that tracking them is difficult.

While the complex modes exhibit moderate dependence on temperature, the imaginary
near-horizon modes are almost temperature independent. This is expected since the
nontrivial temperature effects only arise in our setup from the UV completion.

Finally, we note that, while the correlator Greg in (3.23) and in (3.24) is not smooth in
the limit ξ →∞ the UV completion through gluing the geometry with a slice of AdS5 near
the boundary removes this problem. Following the steps in section 5.4 of [1], we obtain in
the limit ξ →∞ the following transition matrix:

M11 =
4e

3
2

(
1−
√

1−µ̂2
) [
µ̂J1

( 3µ̂
2

)
−
(

1−
√

1− µ̂2
)
J2
( 3µ̂

2

)]
3µ̂2 ,

M12 =
4e

3
2

(
1+
√

1−µ̂2
) [
µ̂J1

( 3µ̂
2

)
−
(

1 +
√

1− µ̂2
)
J2
( 3µ̂

2

)]
3µ̂2 ,
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M21 = −
27iπe

3
2

(
1−
√

1−µ̂2
)
µ̂2
[
µ̂H

(1)
1
( 3µ̂

2

)
−
(

1−
√

1− µ̂2
)
H

(1)
2
( 3µ̂

2

)]
128r4

c
,

M22 = −
27iπe

3
2

(
1+
√

1−µ̂2
)
µ̂2
[
µ̂H

(1)
1
( 3µ̂

2

)
−
(

1 +
√

1− µ̂2
)
H

(1)
2
( 3µ̂

2

)]
128r4

c
, (3.28)

where µ̂ = 2mrc/3 which equals
√
$2 − q2 for geometries with a horizon. Using this matrix,

the regulated correlator (3.26) at ξ =∞ simplifies to

G̃reg =−81iπµ̂4

512r4
c

×
µ̂

[
1+e3S

(
1− rh

rc

)
R
]
H

(1)
1

(
3µ̂
2

)
+
[
(S−1)−e3S

(
1− rh

rc

)
(S+1)R

]
H

(1)
2

(
3µ̂
2

)
µ̂

[
1+e3S

(
1− rh

rc

)
R
]
J1
(

3µ̂
2

)
+
[
(S−1)−e3S

(
1− rh

rc

)
(S+1)R

]
J2
(

3µ̂
2

) .

(3.29)

Unlike the expressions (3.23) and (3.24) this expression is valid in the whole complex
frequency plane. Despite the presence of square roots there are no branch cuts in this
expression as the cuts cancel in the full expression. Notice also that while the formula
has the same form as in the neutral case of [1], but charge dependence arises through the
modified definitions of $, q, and the reflection amplitude R in (3.15).

In the ξ → ∞ limit we expect that the CR modes accumulate to form a branch cut
on the real axis of the frequency plane [1, 19]. Due to the UV completion the result (3.29)
however still has discrete QNMs rather than a branch cut, but the result has smooth limit
rh →∞ which suppresses the effect of the UV completion on the QNMs and the branch
cut reappears. We obtain the following result for the discontinuity at the branch cut,
when |µ̂| > 1,

Disc lim
rh→∞

G̃reg = 27iµ̂3√µ̂2 − 1

64
(
µ̂
(
J1
(

3µ̂
2

))2
− 2J2

(
3µ̂
2

)
J1
(

3µ̂
2

)
+ µ̂

(
J2
(

3µ̂
2

))2
) , (3.30)

where µ̂ =
√
$2 − q2. This limiting expression again has the same for as at zero charge,

no longer contains even the reflection amplitude, so that the dependence on charge only
appears through the modified definitions of $ and q in (3.9). Recall that these branch cuts,
which appear on the real axis for ξ →∞, are therefore of different nature than the branch
cut of figure 4, which appears on the imaginary axis in the extremal limit. Actually, as the
result (3.30) is independent of the reflection amplitude, it does not carry any information of
the imaginary modes appearing at finite charge. These modes are still present in (3.29), but
their residues are exponentially suppressed as r → rh. That is, these modes are decoupled
in the ξ →∞ limit, but present at finite, large ξ. The same can be observed by studying
numerically the full expression (3.26): the residues of the imaginary modes are suppressed
as ξ →∞, unless one takes T → Tc at the same time.

3.3 Analytic fluctuations: WKB approach

In this subsection we discuss another complementary approach for computing the transverse
correlators of the energy-momentum tensor analytically, which is in part based on the WKB

– 25 –



J
H
E
P
0
6
(
2
0
2
2
)
0
1
8

approximation and we apply this alternative method to compute the quasi-normal spectrum
of the so-called hyperscaling violating Lifshitz BH solutions. This alternative approach
is applicable to a general class of geometries for the following reasons. In the approach
discussed above and in [1, 19] we did not make use of the fact that ξ is large in the near
boundary solutions even though our final results are valid only to leading order in 1/ξ. We
did this because for the geometries we discussed, which match with zero temperature CR
geometries in the near boundary regime, fluctuation equations could be solved analytically
in terms of Bessel functions for all values of ξ in this regime (see (3.8)) and there was no
need to consider the limit of large ξ. For more general geometries such analytic solutions
will not be known, but the fluctuation equations can still be solved by employing large ξ
approximation: this leads to the WKB approach which we discuss in this section. We stress
that this only changes the treatment near the boundary, and the solutions in the IR near
the horizon need to be analyzed as above. We recall that the charge dependence above
arose solely from the IR regime.

We will apply this WKB approach to a different class of solutions to the Einstein-
Maxwell-Dilaton action than the solution discussed in section 2, namely the hyperscaling
violating Lifshitz solutions. These solutions have been discussed extensively in the liter-
ature [8, 53, 54] mainly in connection to applications of holography in condensed matter
systems, and indeed belong to the class of geometries where the UV fluctuations cannot be
(except for specific cases) solved analytically, so that the method of [1] cannot be used to
analyze the correlators directly. These geometries solve the EMD system for a choice of
different set of exponents in the potentials:

V (φ) = V0e
− 8X

3 φ , Z(φ) = e
8X′

3 φ , (3.31)

where we do not set X = X ′ unlike above. In the Eddington-Finkelstein coordinates a
special hyperscaling violating Lifshitz solution reads

ds2 =
(
r

`

)δ+ 2
3 (−ξ̂+1)

[
−2drdv −

(
1−

(
r

rh

)ξ̂)
dv2

]
+
(
r

`

) 2
3 (−ξ̂+1)

δijdx
idxj ,

φ(r) = 1
3
(
X −X ′

)
(3δ − ξ̂ + 4) log

(
r

`

)
,

At(r) =
√
−δ
ξ̂

(
r

`

)−ξ̂ (
1−

(
r

rh

)ξ̂)
,

(3.32)

where we defined the constants

ξ̂ = 8(X −X ′)(X + 2X ′)− 9
4(X −X ′)(5X +X ′)− 9 ,

δ = 6(4X(X ′ −X) + 3)
4(X −X ′)(5X +X ′)− 9 ,

(3.33)

and ` is defined as
`2V0 = ξ̂

(
ξ̂ − 1− δ

2

)
. (3.34)
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Notice that the parameter ξ̂ plays a similar role as the parameter ξ defined in (2.16) for the
charged CR geometries. In particular, we will be able to derive the QNMs analytically in the
limit ξ̂ →∞. Its definition however differs from that of ξ even in the limit X ′ → X which
was assumed in the charged CR case. We will drop the hat for notational simplicity below.

These are “scaling” geometries, i.e., the scale transformations r → Λr act on the
solution homogeneously as a power law hence they can be viewed as realizing a generalized
conformal symmetry in the dual QFT. In particular, under the transformation xi → λxi,
v → λ1/(1+δ/2)v, r → λ1/(1+δ/2)r the metric transforms as ds2 → λ

2+ 2
3

1−ξ
1+δ/2ds2. The entropy

and the temperature are given by

s = 1
4G5

(
rh
`

)1−ξ
= 1

4G5

(4π`T
ξ

)ξ−1
, T = ξ

4πrh
. (3.35)

Comparing to the standard formulas for the scaling exponents used in the literature i.e.
v → λzv, ds2 → λ2θ/dds2 (with d = 3), we find the following relations

z = 1
1 + δ/2 , θ = 3 + 1− ξ

1 + δ/2 (3.36)

so that
δ = −2(z − 1)

z
, ξ − 1 = 3− θ

z
. (3.37)

This geometry differs from that of (2.11)–(2.15) at zero charge (q0 = 0) by the simple
additional warp factor ∼ rδ. In particular the near horizon behavior, which is determined by
ξ or ξ̂, is similar. One might even expect that the charged counterpart of the geometry (3.32)
is obtained by modifying the blackening factor as in (2.11)–(2.15). This however is not the
case — the Lifshitz solution for any charge apparently cannot be solved analytically.15 This
is why we restrict here to the neutral case.

3.3.1 Fluctuations in the helicity two sector

The fluctuation equation for the helicity two modes using the metric as in (3.32) (which also
equals the massless scalar equation in this metric), is given in the Eddington-Finkelstein
coordinates as

rf(r)φ′′(r)− (ξ − 2irω − f(r))φ′(r)−
(
k2r

(
r

`

)δ
+ i(ξ − 1)ω

)
φ(r) = 0 (3.38)

where f(r) = 1− (r/rh)ξ. The parameters δ and ξ are related to the Lifshitz parameters z
and θ through eqs. (3.37).

We note that at k = 0 the dependence on δ disappears. As above, the strategy to
calculate the two-point function analytically at large ξ is to solve the equation in the regimes
(near the UV boundary and near the horizon) analytically and match the solutions in the
middle. As it turns out, it is enough to consider real $: the results at real values can be
continued to the whole complex plane in the same way as in section 3.2.

15Nontrivially charged analytic Lifshitz solution can be found for a system with two gauge fields having
different potentials Z(φ) [55].
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3.3.2 Solutions near the boundary at large ξ

In order to study the solutions of the fluctuation equation near the boundary, it is useful to
study the limit ξ →∞ at fixed r. More precisely, we define

$ = ω

2πT = 2ωrh
ξ

, q = k

2πT = 2krh
ξ

(3.39)

and write the fluctuation equation in a Schrödinger form by defining h(r) = r−ξ/2eiωrφ(r)
and switching to the variable

y = − log(r/rh) . (3.40)

This leads to

h′′(y)− ξ2

4

[
1−$2e−2y +

(
rh
`

)δ
q2e−(2+δ)y

]
h(y) = 0 , (3.41)

where we also dropped the terms ∝ (r/rh)ξ which are only important near the horizon. At
large ξ this is solved by the WKB approximation:

h(y) = C+
v(y)1/4 exp

(∫ y

0
dỹ
ξ

2

√
v(ỹ)

)
+ C−
v(y)1/4 exp

(
−
∫ y

0
dỹ
ξ

2

√
v(ỹ)

)
, (3.42)

where
v(y) = 1−$2e−2y +

(
rh
`

)δ
q2e−(2+δ)y , (3.43)

and corrections are suppressed by 1/ξ.
The computation then proceeds in different ways depending on whether v(y) has a

root at positive y or not. We will discuss first the case with root, which means that
|$| >

√
1 + q2(rh/`)δ, corresponding to the case of (3.24) with the more complicated

structure of the correlator. The essential task is to combine the solutions near the boundary,
y → ∞, where v(y) > 0, to solutions near the horizon y → 0, where v(y) < 0, in the
interesting regime of frequencies where QNMs are found. This cannot yet be done using the
WKB result because it is not analytic16 when v(y) = 0. That is, the WKB approximation
breaks down near the point y = y0 where v(y) vanishes. In order to see how the different
branches of solutions are connected, we expand around y = y0:

v(y) ' v′(y0)(y − y0) , (3.44)

where v′(y0) > 0. Then the fluctuations are solved in terms of the Airy functions:

h(y) = CAAi
(

(y − y0) 3
√
v′(y0)ξ2

22/3

)
+ CBBi

(
(y − y0) 3

√
v′(y0)ξ2

22/3

)
. (3.45)

Matching this with the WKB result we can solve how the various branches of WKB solutions
are connected. The matching is carried out in appendix A.

16One may wonder whether the branch point can be avoided by going to complex $. We will not address
this here and take a different route.
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3.3.3 Solutions near the horizon

In order to solve the fluctuations near the horizon, we define the variable

w =
(
r

rh

)ξ
. (3.46)

Notice that keeping this variable fixed at large ξ forces r → rh so that we will indeed zoom
in the near horizon region. Dropping subleading corrections at large ξ we find for the
fluctuation equation

w2 (1− w)φ′′(w) +
(
−w2 + iw$

)
φ′(w) +

(
−1

4q
2
(
rh
`

)δ
− i$

2

)
φ(w) = 0 . (3.47)

This can be solved in terms of hypergeometric functions:

φ(w) = CIR
+ w

1
2

(
1−iS̃−i$

)
×2 F1

(1
2
(
−i$ − iS̃ + 1

)
,

1
2
(
−i$ − iS̃ + 1

)
; 1− iS̃;w

)
+ CIR

− w
1
2

(
1+iS̃−i$

)
×2 F1

(1
2
(
−i$ + iS̃ + 1

)
,
1
2
(
−i$ + iS̃ + 1

)
; 1 + iS̃;w

)
(3.48)

where
S̃ =

√
$2 − q̃2 − 1 , q̃2 =

(
rh
`

)δ
q2 . (3.49)

Matching these with the WKB result (3.42) and with (3.45) gives us full analytic control of
the fluctuations at large ξ. This matching is carried out in detail in appendix A.

3.3.4 Correlator

The final result for the correlator of the transverse components of the energy-momentum
tensor in the WKB approach (to leading nontrivial order in 1/ξ and in the large-$ region)
can be read off from the matched solution constructed in appendix A. Combining the
results in (A.1), (A.8), (A.13), (A.17), and (A.18) yields the following analytic expression
for the correlator:

G = r−ξh exp
[
ξ (y0 − I2($, q̃))

]{ i
2 + 1

i+ exp [−iξI1($, q̃)]R($, q̃)−1

}
, (3.50)

where y0 is the root of v(y),

I1($, q̃) =
∫ y0

0
dy
√
−v(y) =

∫ y0

0
dy
√
−1 +$2e−2y − q̃2e−(2+δ)y ,

I2($, q̃) =
∫ ∞
y0

dy

(√
v(y)− 1

)
=
∫ ∞
y0

dy

(√
1−$2e−2y + q̃2e−(2+δ)y − 1

)
,

(3.51)

and the reflection amplitude agrees with (3.15) for Q̃ = 0:

R($, q̃) = −
Γ
(
1 + iS̃

)
Γ
(

1
2

(
−i$ − iS̃ + 1

))2

Γ
(
1− iS̃

)
Γ
(

1
2

(
−i$ + iS̃ + 1

))2 . (3.52)
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For δ = 0 this reduces to the result found in [19] and in (3.24), up to the term i/2 in the curly
brackets which arises due to our different definition of the source term (see appendix A).
The integrals I1,2 can also be evaluated in closed form for δ = −1 (z = 2), δ = −2 (z →∞),
and δ = 2 (z = 1/2), but the results are mostly lengthy and unilluminating so we do not
present them here. The last option appears to violate the null energy condition which
requires z ≥ 1 (when θ < 0 which is the case at large ξ) [56].

The above expression holds in the limit ξ →∞ in the large-$ region of the complex
$-plane, which includes the region with Re$ −

√
1 + q̃2 � ξ−2/3. When $ →

√
1 + q̃2

the above expressions fails as y0 becomes small and we need to use the result obtained by
matching the near-horizon solution with the Airy functions (see appendix A.1) [57]. In this
case we find that

G = −1
2r
−ξ
h exp

[
ξ (y0 − I2($, q̃))

]

×

Bi
(
−y0

3
√
v′(0)ξ2

22/3

)
+

3√2i v′(0)1/3√
2
√

1+q̃2δ$ ξ1/3

R+1
R−1 Bi

′
(
−y0

3
√
v′(0)ξ2

22/3

)

Ai
(
−y0

3
√
v′(0)ξ2

22/3

)
+

3√2i v′(0)1/3√
2
√

1+q̃2δ$ ξ1/3

R+1
R−1 Ai

′
(
−y0

3
√
v′(0)ξ2

22/3

) , (3.53)

where δ$ = $ −
√

1 + q2. This approach, where δ$ is assumed to be small, was used to
analyze fluctuations around the geometry dual to Bjorken flow at large D in [57], which is
related to our setup by generalized dimensional reduction. Indeed one can check that their
results for the QNMs agree with the poles of (3.53) for δ = 0. In appendix B we check that
our results for the QNMs in (3.24) also apply for the fluctuations around the Bjorken flow
(both in the neutral and charged cases), therefore extending the results of [57] to QNMs
with lower Im$ and to charged flows.

The region of small |$| in the complex $-plane is covered by the solution where v(y)
has no roots17 in the integration interval. Therefore the intermediate matching with the
Airy functions can be dropped. In this case the correlator becomes

G = r−ξh e−ξ
∫∞

0

(√
v(z)−1

)
dzR($, q̃) + sgn (Im$) i2r

−ξ
h exp

[
ξ (y0 − I2($, q̃))

]
, (3.54)

which is the counterpart of the expression (3.23) in section 3.2. Actually the second
discontinuous term (which carries no information on the IR structure) is not obtained from
the matching procedure, but was inserted by hand for the result to match with (3.50).
This reflects the issue due to working with the WKB approximation which we discuss
in appendix A: the subleading terms of the source solution near the boundary cannot
be controlled analytically which leaves the correlator ambiguous (but in a trivial way).
The discontinuity of the result at real $ is exponentially suppressed with respect to its
absolute value.

17For δ > 0 there is also a region where v(y) has two roots. However since this means that 0 < z < 1 the
null energy condition is violated. We do not consider this case here.
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4 Discussion

Our analytic results for the QNM spectra of charged black branes may have indirect
implications for the quark-gluon plasma produced at relatively lower energy heavy ion
experiments, such as at RHIC and at the future planned FAIR and NICA, that explore the
finite baryon density regime of QCD. In particular, fluctuations of the plasma around the
conjectured critical point on the phase diagram could possibly be modeled by the holographic
quasi-normal modes we studied here. To turn this into a viable model one should construct
an effective theory for the plasma dynamics by coupling the QNMs to the hydrodynamic
evolution of the system and run this system with realistic initial conditions e.g. from Pythia,
and compute observables such as the behavior of the flow parameters near criticality. The
advantage of having analytic control over the modes becomes apparent as one can include
as many modes as desired and may consider an attractor solution for the hydrodynamic
evolution [58]. On the other hand the breakdown of the hydrodynamic approximation
inflicted by the “non-decoupled” modes near criticality and by the “decoupled” charged
modes near extremality may have an interesting bearing on the observables in strongly
coupled plasmas, if not in the QGP. It would be very interesting to understand the generic
features of the approach to thermal equilibrium near criticality.

We expect qualitative differences in this approach within and outside the semiclassical
gravity approximation. On general grounds one expects a massless mode arising at criticality.
This mode cannot be detected within the gravity regime. For example, as shown in [21],
such a mode arises from the closed string tachyon winding the thermal circle once.

One could ask whether some of these holographic results are universal or they are
completely model dependent; a question we leave unanswered in this paper. Another
obvious future direction is extending our study into QNMs with different helicity at finite
momentum. We do not expect to obtain analytic results even in the critical limit for
generic helicity, except possibly for the “decoupled” modes in the helicity-zero and one
sector discussed in the introduction, but the salient features such as the breakdown of
hydrodynamics may also be visible in these spectra.

Finally, it will be interesting to sharpen the connection between the critical limit of the
5D EMD theory we studied here with the large D limit of charged black branes. In particular,
it will be interesting to investigate, in the context of holographic superconductors [59, 60],
implications of our analytic results for the QNM spectra to the large D limit of such systems,
see e.g. [61].
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A Matching the UV and IR solutions in the WKB approach

In this appendix we carry out the matching in the WKB approach considered in section 3.3,
i.e., we construct the complete IR regular solution to the fluctuation equations in the limit
of large ξ by combining the solutions given in (3.42), (3.45), and (3.48).

We start from the IR. First, regularity of (3.48) at the horizon implies

CIR
+

CIR
−

= −
Γ
(
1 + iS̃

)
Γ
(

1
2

(
−i$ − iS̃ + 1

))2

Γ
(
1− iS̃

)
Γ
(

1
2

(
−i$ + iS̃ + 1

))2 ≡ R($, q̃) , (A.1)

where we defined the reflection amplitude R.
The next task is to match the IR solution with the WKB approximation. The IR

leading corrections to the IR solution are ∼ 1/ξ and ∼ | logw|/ξ. The corrections to
the WKB approximation are ∼ 1/ξ and ∼ w. For large enough ξ there is therefore an
overlapping region, e−#ξ � w � 1, where both formulas work [19]. Taking w � 1, the IR
solution becomes

φ(w) ' CIR
+ w

1
2

(
1−iS̃−i$

)
+ CIR

− w
1
2

(
1+iS̃−i$

)
. (A.2)

Near the horizon (small y = −1
ξ logw) for the relevant parameter values we have v(y) < 0.

Therefore we define

eiωrr−ξ/2φ(y) = ζ(y) = C̃+
|v(y)|1/4 exp

(∫ y

y0
dỹ
ξ

2 i
√
−v(ỹ)

)
(A.3)

+ C̃−
|v(y)|1/4 exp

(
−
∫ y

y0
dỹ
ξ

2 i
√
−v(ỹ)

)
. (A.4)

At small y (more precisely substituting y = −1
ξ logw and dropping terms ∼ 1/ξ) we find that

φ(w) ' C̃+
−q̃2 +$2 − 1 r

ξ/2
h e−

1
2 iξ$−

1
2 ξiI1($,q̃)w

1
2

(
1−iS̃−i$

)
(A.5)

+ C̃−
−q̃2 +$2 − 1 r

ξ/2
h e−

1
2 iξ$+ 1

2 ξiI1($,q̃)w
1
2

(
1+iS̃−i$

)
(A.6)

where
I1($, q̃) =

∫ y0

0
dy
√
−v(y) =

∫ y0

0
dy
√
−1 +$2e−2y − q̃2e−(2+δ)y . (A.7)

Comparing to (A.2) we conclude that

CIR
+ = C̃+

−q̃2 +$2 − 1 r
ξ/2
h e−

1
2 iξ$−

1
2 ξiI1($,q̃) (A.8)

CIR
− = C̃−

−q̃2 +$2 − 1 r
ξ/2
h e−

1
2 iξ$+ 1

2 ξiI1($,q̃) (A.9)
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Since the WKB approximation fails near y0, we next match it with the solution (3.45)
in terms of the Airy functions. One might expect that the WKB approximation works for
|y− y0| � 1/ξ2, but a closer look at the subleading corrections to the approximation reveals
that |y − y0| � 1/ξ2/3 is required for them to be small. This is however enough for overlap
since the Airy solution is fine for |y − y0| � 1. Therefore we expand the WKB solution
around y = y0:

ζ(y) ' C̃+
e−

1
3 iξ
√
v′(y0)(y0−y)3

v′(y0)1/4(y0 − y)1/4 + C̃−
e+ 1

3 iξ
√
v′(y0)(y0−y)3

v′(y0)1/4(y0 − y)1/4 (A.10)

and compare this to the expansion of the Airy solution for y− y0 → −∞ (which is valid for
1/ξ2/3 � |y − y0| � 1):

ζ(y) ' e−
1
3 iξ
√
v′(y0)(y0−y)3

(y0 − y)1/4

(
3√−1− iCB

2
√
π 6√ξ 12

√
v′(y0)

+
3√−1 + iCA

2
√
π 6√ξ 12

√
v′(y0)

)
(A.11)

+ e+ 1
3 iξ
√
v′(y0)(y0−y)3

(y0 − y)1/4

(
3√−1− iCA

2
√
π 6√ξ 12

√
v′(y0)

+
3√−1 + iCB

2
√
π 6√ξ 12

√
v′(y0)

)
(A.12)

Comparing the expressions we find

C̃+ =
3√−1 + i 6

√
v′(y0)CA

2
√
π 6√ξ

+
3√−1− i 6

√
v′(y0)CB

2
√
π 6√ξ

(A.13)

C̃− =
3√−1− i 6

√
v′(y0)CA

2
√
π 6√ξ

+
3√−1 + i 6

√
v′(y0)CB

2
√
π 6√ξ

(A.14)

The remaining matching task is that between the Airy functions and the WKB ap-
proximation near the boundary given in (3.42). It is convenient to first change the lower
limits integrations in these definitions from zero to y0, the change can be absorbed in the
coefficients C±. The matching is analogous to that done above. At small y − y0 the WKB
approximation becomes

ζ(y) ' C+
e

1
3 ξ
√
v′(y0)(y−y0)3

v′(y0)1/4(y − y0)1/4 + C−
e−

1
3 ξ
√
v′(y0)(y−y0)3

v′(y0)1/4(y − y0)1/4 (A.15)

which is to be compared to the asymptotics of the Airy functions for y − y0 →∞:

ζ(y) ' CAe
− 1

3 ξ
√
v′(y0)(y−y0)3

25/6√π 6√ξ 12
√
v′(y0) 4

√
y − y0

+
6√2CBe

1
3 ξ
√
v′(y0)(y−y0)3

√
π 6√ξ 12

√
v′(y0) 4

√
y − y0

. (A.16)

We find that
C− = CA

6
√
v′(y0)

25/6√π 6√ξ
, C+ = 21/6CB

6
√
v′(y0)√

π 6√ξ
. (A.17)

Finally we need to expand the WKB solutions near the boundary. Switching back to r,
and recalling the relation eiωrr−ξ/2φ(r) = ζ(r), we find18 that

φ(r) ' C+r
ξ/2
h e

ξ
2 I2($,q̃)− ξy0

2 + C−r
− ξ2
h e

ξy0
2 −

ξ
2 I2($,q̃)rξ (A.18)

18We assume here that δ > −2. The special case δ = −2 can be treated similarly. For δ < −2 an honest
UV completion is apparently required.
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where

I2($, q̃) =
∫ ∞
y0

dy

(√
v(y)− 1

)
=
∫ ∞
y0

dy

(√
1−$2e−2y + q̃2e−(2+δ)y − 1

)
(A.19)

The correlator is then found as the ratio of the coefficients of the vev and source
terms. We cannot, however, compute the subleading term ∼ rξ in the source function
because we already took ξ →∞. Therefore the definition of the correlator remains a bit
imprecise. This does not affect the QNMs because redefinitions of the source function by
adding or subtracting multiples of the vev term only affects the correlator trivially. Actually,
the precise definition of the source function used here is that it exactly (up to an overall
coefficient) evolves to the Airy Bi function near y = y0. The result for the correlator is
given in eq. (3.50).

A.1 Matching at small y0

When y0 is small, one should match the solution near the horizon (3.48) directly with
the Airy functions (3.45) rather than using the WKB approximation as an intermediate
solution. The direct matching works for |y0| � 1, while the matching with the WKB
approximation to be valid requires that the term in the argument of the Airy functions is
large: y0v

′(0)1/3ξ2/3 � 1. For large enough ξ there is an interval where both matchings
work given by v′(0)−1/3ξ−2/3 � y0 � 1.

We notice that y0 becomes small when $ −
√

1 + q̃2 ≡ δ$ → 0. In this limit

y0 =
√

1 + q̃2

1− q̃2δ/2δ$ +O
(
δ$2

)
, v′(0) = 2− q̃2δ +O (δ$) . (A.20)

From this discussion we conclude that in particular when y0 ∼ ξ−2/3 (or at even smaller
y0) the WKB matching fails and the reliable result is obtained through matching with the
Airy function. To implement this limit, we define y0 = ŷ/ξ2/3, substitute y = − logw/ξ
and take ξ →∞ in (3.45) which yields

φ(w) = w
1
2−

i$
2 r

ξ/2
h e−

1
2 iξ$

CAAi
(
−

3
√
v′(0)ŷ
22/3

)
+ CBBi

(
−

3
√
v′(0)ŷ
22/3

)
(A.21)

−
3
√
v′(0)

(
CAAi′

(
−

3
√
v′(0)ŷ
22/3

)
+ CBBi′

(
−

3
√
v′(0)ŷ
22/3

))
22/3 3√ξ

log(w)


whereas near the boundary (w � 1) and at small δ$ the horizon solution is

φ(w) = (CIR
− + CIR

+ )w
1
2−

i$
2 + 1

2 i(C
IR
− − CIR

+ )
√

2
√

1 + q̃2δ$w
1
2−

i$
2 log(w) . (A.22)

The relation between the coefficients CA,B and CIR
± is then found by comparing these two

expressions. Further matching with the WKB solution near the boundary (which gives the
relations (A.17)) we can read off the correlator from the near boundary expansions. The
result is given in (3.53).
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A.2 Matching at small y0: subleading corrections

It is possible to derive an expression for the coefficients at small y0, i.e., for $ =
√

1 + q2,
which improves significantly that obtained from the expressions of section A.1. This is
possible essentially because the corrections for the expression in terms of the Airy functions
in (A.21) are suppressed by powers of ξ−1/3 instead of 1/ξ. Therefore for small y0 we
can also determine the subleading correction to (3.45) by matching with the near horizon
solution. This kind of corrections were considered in a slightly different context in [57].

The relevant subleading corrections to the Airy functions are found by including the
second derivative term in the expansion

v(y) = v′(y0)(y − y0) + 1
2v
′′(y0)(y − y0)2 + · · · (A.23)

and by solving the equation (3.41) perturbatively. For the solution giving the UV normaliz-
able mode the result reads

h(y) = CA

[
Ai (∆) + v′′(y0)∆(∆Ai′(∆)−Ai(∆))

5 3√2v′(y0)4/3ξ2/3 +O
( 1
ξ4/3

)]
(A.24)

in the limit where
∆ = (y − y0) 3

√
v′(y0)ξ2

22/3 (A.25)

is kept fixed as ξ →∞ (which will also be the limit relevant for matching). Similar result
holds for the nonnormalizable mode: the Airy Ai function is just replaced by Airy Bi.

What remains to be done is to consider the limit of fixed w at large ξ and match
with (A.22). As above we therefore substitute y = − logw/ξ and develop the Airy function
as a series, which gives

w−
1
2 + i$

2 φ(w) =CA

{[
Ai(∆0)+ v′′(y0)∆0(∆0Ai′(∆0)−Ai(∆0))

5 3√2v′(y0)4/3ξ2/3 +O
( 1
ξ4/3

)]

+
[
−

3
√
v′(y0)Ai′ (∆0)

22/3 3√ξ
+ v′′(y0)

(
Ai (∆0)−∆0

(
∆2

0Ai (∆0)+Ai′ (∆0)
))

10v′(y0)ξ

+O
( 1
ξ5/3

)]
logw+O

(
(logw)2

)}
+CB

{
Ai→Bi

}
, (A.26)

where
∆0 = −y0

3
√
v′(y0)ξ2

22/3 = −
3
√
v′(y0)
22/3 ŷ . (A.27)

A priori the terms ∝ logw/ξ might seem irrelevant as the functions near the horizon, which
we will be matching the Airy functions with, are only known up to corrections O(logw/ξ).
However the leading constant term in the near horizon solution vanishes in the scaling
limit we will consider, an consequently even the terms ∝ logw/ξ in (A.26) turn out to
be important.

Finally we match this expression with the near horizon solution

w−
1
2 + i$

2 φ(w) = (CIR
− +CIR

+ ) + 1
2 i(C

IR
− −CIR

+ )
√
$2 − q2 − 1 log(w) +O

(
(logw)2

)
(A.28)
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which determines the higher order corrections to the relations between the coefficients.
We could also match the higher powers in logw but they will not give us any addi-
tional information.

Using the improved matching we may write down a more accurate expression than (3.53)
for the correlator near $ =

√
1 + q2:

G = −1
2r
−ξ
h exp

[
ξ (y0 − I2($, q̃))

]
(A.29)

×
[(

1 + v′′ŷ

10v′ξ2/3

)
Bi
(
−

3√v′ŷ
22/3

)
+
(

3√2i(R+ 1) 3√v′

(R− 1)S̃ 3√ξ

+ v′′ŷ2

10 22/3v′2/3ξ2/3 −
i(R+ 1)v′′ŷ

5 22/3(R− 1)v′2/3S̃ ξ

)
Bi′
(
−

3√v′ŷ
22/3

)]
/[(

1 + v′′ŷ

10v′ξ2/3

)
Ai
(
−

3√v′ŷ
22/3

)
+
(

3√2i(R+ 1) 3√v′

(R− 1)S̃ 3√ξ

+ v′′ŷ2

10 22/3v′2/3ξ2/3 −
i(R+ 1)v′′ŷ

5 22/3(R− 1)v′2/3S̃ ξ

)
Ai′

(
−

3√v′ŷ
22/3

)]

where the derivatives of v are to be evaluated at y = y0. For δ = 0 we have v′ = 2 and
v′′ = −4. Since this expression works near $ = ±

√
1 + q2, where the line of the CR QNMs

starts from, it is expected to give more accurate predictions than (3.50) for the locations
of the CR modes with highest Im$. We have checked this numerically, and found that
indeed this is the case for the leading QNM but already for the second QNM the accuracy
is roughly the same for both approximations. For the higher modes, (A.29) is not useful.

B Charged Bjorken flow at large D

Notice that not only the charged CR geometry can be seen as a reduction of a D-dimensional
charged black brane, but also the Bjorken flow, that was considered in [18], can be related
to the large D Bjorken flow considered in [57] as follows. We fix here d = 4 and take the D
dimensional metric to read

d̃s
2 = −A(r, τ)dτ2 + 2dτdr + S(r, τ)2

(
e−(ξ−2)B(r,τ)dŷ2 + eB(r,τ)d̃x

2
⊥

)
(B.1)

where τ is the boost invariant time and ŷ is the rapidity. The extra coordinates of (2.41)
are included in the ξ − 2 dimensional transverse space. As dy2 is the flat metric, this
identification gives the following Ansatz for the dilaton

eφ(r,τ) =
(
eB(r,τ)S(r, τ)2

)− 1
4

√
ξ−4
√
ξ−1

. (B.2)

The remaining terms in equation (2.41) then require that the five dimensional metric is
given by

dx2 =
(
eB(r,τ)S(r, τ)2

) ξ−4
3
[
−A(r, τ)dτ2 + 2dτdr

+ S(r, τ)2
(
e−(ξ−2)B(r,τ)dŷ2 + eB(r,τ)dx2

⊥

) ]
(B.3)
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where the transverse space is two dimensional. The gauge field equation of motion is solved
(both in the five and D dimensional pictures) by

∂rAτ (r, τ) = Frτ (r, τ) = QS(r, τ)1−ξ (B.4)

where Q is the charge of the solution. By substituting this Ansatz in the Einstein and
dilaton equations following from the original action (2.1) we may verify that they are
satisfied if the metric components obey the following system of equations:

S′′ = −ξ − 2
4 S

(
B′
)2
, (B.5)

SṠ′ = ξ

2S
2 − (ξ − 2)ṠS′ − Q2S(r, τ)4−2ξ

4(ξ − 1) , (B.6)

SḂ′ = −ξ − 1
2

(
ṠB′ + ḂS′

)
, (B.7)

A′′ = −ξ(ξ − 3)− (ξ − 2)(ξ − 1)
(

1
2ḂB

′ − 2 ṠS
′

S2

)
+ (3ξ − 5)Q2S(r, τ)2−2ξ

2(ξ − 1) , (B.8)

S̈ = 1
2 ṠA

′ − ξ − 2
4 Ḃ2S , (B.9)

where f ′ = ∂rf , ḟ =
(
∂τ + 1

2A(r, τ)∂r
)
f , and the mixed derivative terms ḟ ′ ≡

(
ḟ
)′
. This

system agrees for Q = 0, with eqs. (3.2)-(3.6) of [57] that describe the neutral D-dimensional
Bjorken flow.

At the level of quasi-normal modes, we can also observe that, after passing to Eddington-
Finkelstein conventions, the fluctuation equation (3.2) for the helicity-two modes coincides
with eq. (B.2) of [57] for the analogous modes of the black brane in the large D limit.

B.1 Perturbative analysis in the near-horizon region

In the limit of large ξ it is possible to find solutions to the system (B.5)–(B.9) as a series in
powers of 1/ξ. First of all we define the new functions

Ã ≡ A

AV
, B̃ ≡ (ξ − 2) (B −BV ) , S̃ ≡ S

SV
, (B.10)

where AV , BV , SV describe AdSD when substituted in the ansatz (B.1), and are explicitly
given by

AV = r2, BV = 2
ξ − 1 log

(
r

1 + rτ

)
, SV = r

ξ−2
ξ−1 (1 + rτ)

1
ξ−1 . (B.11)

Next we introduce the new variable

w ≡ r−ξ, (B.12)
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and make the following ansatz for the power series expansion of the tilded functions:

Ã(w, τ) =
∞∑
n=1

1
ξn
An(w, τ) (B.13)

B̃(w, τ) =
∞∑
n=1

1
ξn
Bn(w, τ) (B.14)

S̃(w, τ) =
∞∑
n=1

1
ξn
Sn(w, τ). (B.15)

Substituting this ansatz in the equations of motion we find the following equations at
lowest order:

1− Q2w2

(1 + τ)2 −A0 + w∂wA0 = 0 (B.16)

∂τA0 + w

1 + τ
∂wA0 = 0 (B.17)

1−A0 + w∂wA0 −
w2

2 ∂2
wA0 = 0, (B.18)

where we defined the rescaled charge Q2 = 2ξ2Q2. The zeroth order solution is then found
to be

A0(w, τ) = 1− w a(1)
0 (τ) + w2a

(2)
0 (τ) (B.19)

B0(w, τ) = 0 (B.20)
S0(w, τ) = 1, (B.21)

with
a

(1)
0 (τ) = 1 +Q2

1 + τ
, a

(1)
0 (τ) = Q2

(1 + τ)2 . (B.22)

As expected, A0 therefore is the blackening factor of a shrinking charged black brane. The
solution at NLO can also be found explicitly but it is lengthy and we do not include it here.

B.2 Perturbative analysis in the near-boundary region

The charge dependence of the solution is completely absent in the near-boundary region, so
the perturbative solution will be exactly the same as the one presented in [57].

B.3 Non-perturbative modes near the boundary

Since we are interested in the near-boundary limit, i.e. weak gravity limit, we will consider
the following Ansatz19

A(r, τ) = r2
(

1− a(r, τ)
rξ

)
, (B.23)

B(r, τ) = 2
ξ − 1 log

(
r

1 + rτ

)
+ 1
ξ − 2

b(r, τ)
rξ

, (B.24)

S(r, τ) = r

(1 + rτ

r

) 1
ξ−1

(
1 + s(r, τ)

rξ+1

)
(B.25)

19The coordinate r here will correspond to the inverse of r of the main text.
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and we will drop terms quadratic or higher in a, b, s. Moreover we will write

b(r, τ) = (b0(r, τ) + . . . ) Ω(r, τ), (B.26)

a(r, τ) =
(1
ξ
a1(r, τ) + . . .

)
Ω(r, τ), (B.27)

s(r, τ) = (s2(r, τ) + . . . ) Ω(r, τ) (B.28)

and
Ω(r, τ) = rξ/2e−i

ξ$
2 (τ+ 1

r )F (r), (B.29)

where F (r) is a function to be determined. In [57] the solution was found at any τ and at
large ξ by employing a WKB approach. However for our purposes it is convenient to find
solutions at late times τ →∞ without expanding in powers of 1/ξ. In this case we may set
F (r) = 1 without loss of generality. A solution is given by

b0(r) = c+J ξ
2

(
ξ$

2r

)
+ c−J− ξ2

(
ξ$

2r

)
(B.30)

a1(r) = s2(r) = 0 (B.31)

with c+, c− integration constants. Notice that this solution is consistent with the result (3.8)
when k = 0.

B.4 Non-perturbative modes near the horizon

The nonperturbative modes near the horizon may be solved analogously by adding a term
(small perturbation)

∆B̃(w, τ) = e−i
ξ$
2 (1+τ)Z(w/(1 + τ)) (B.32)

in (B.14) (perturbations of the other components Ã and S̃ may be set to zero). Inserting
this to the Einstein equations and linearizing gives the condition

(1− w̃)
(
1−Q2w̃

)
Z ′′(w̃) +

(
Q2(2w̃ − 1) + i$

w̃
− 1

)
Z ′(w̃)− i$Z(w̃)

2w̃2 = 0 (B.33)

with w̃ = w/(1 + τ). This equation agrees with (3.11) at q = 0 and after changing to the
Eddington-Finkelstein coordinates. The solutions are given in (3.12) and in (3.13).

We have therefore shown that the nonperturbative fluctuation equation match with
the fluctuations of the static system both near the boundary and near the horizon. It is
immediate that the spectrum of the nonperturbative mode also matches with the QNMs,
and in particular it is determined at leading order in 1/ξ as the poles of (3.23) and (3.24).
This extends the analogous result in [57], which was found in the vicinity of $ = 1, to
all frequencies.

C WKB analysis of the transverse fluctuations

We study the fluctuation of the transverse spin-2 modes in the WKB approximation,
extending to the charged case the analysis performed in [62] for N = 4 SYM and in [1] for
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the uncharged plasma. Notice that the WKB approximation in this appendix means taking
the limit of large momentum, and is therefore distinct from the analysis of section 3.3.

The equation for the transverse spin 2 fluctuations is given in (3.2), which we can
rewrite in the Eddington-Finkelstein coordinates as

f(r)H ′′(r) + (B(r) + 2iω)H ′(r)−
(
k2 + iω

f ′(r)−B(r)
f(r)

)
H(r) = 0 , (C.1)

where

B(r) =
f(r)− ξ + ξQ̃2

(
r
rh

)2(ξ−1)

r
,

and f(r) given by (2.11). The position of the horizon r̂h can be factored out of the
fluctuation equations by rescaling the frequency and momentum:

q = k

2πT = 2k`′r̂h
ξ

, $ = ω

2πT = 2ω`′r̂h
ξ

. (C.2)

In order to put the equation in the Schrödinger form, we redefine the coordinate as

w =
(
r̂

r̂h

)ξ
, (C.3)

and the fluctuation as H(r) = eg(w)h(w). It turns out that g has to satisfy

2fw′(r)2g′ + fw′′(r) + (B + 2iω)w′(r) = 0

i.e.,

g′ =

(
1 + ξ

ξ−2Q̃
2
)
w −

(
1 + ξ

ξ−2

)
Q̃2w2− 2

ξ − i$w
1
ξ

2wf . (C.4)

The equation (C.1) takes the form

−h′′(w) + V (w)h(w) = 0 (C.5)

V (w) = g′2 − g′′ +
k2 + iω f

′(r)−B
f

fw′(r)2 =

= − 1
4w2f2

(
w2
(

1 + ξQ̃2

ξ − 2(2− q2) + ξ2Q̃4

(ξ − 2)2

)

+ w
2
ξ ($2 − q2) + w

1+ 2
ξ q2

(
1 + ξQ̃2

ξ − 2

)
(C.6)

− 4(ξ − 1)Q̃2

ξ
w

2− 2
ξ − 8w3− 2

ξ
Q̃2(ξ − 1)
ξ(ξ − 2)

(
1 + Q̃2ξ

ξ − 2

)
+ 4w4− 4

ξ
Q̃4(ξ − 1)
(ξ − 2)2

)

This Schrödinger form differs from (3.5) as we are using a different coordinate and we did
not require a specific normalization for the dependence on frequency. Near the horizon we
find that

V (w) = − (1− Q̃2)2 +$2

4(1− Q̃2)2(1− w)2 +O
( 1

1− w

)
(C.7)
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which (combined with the factor eg) gives the behavior H ∼ const. for the ingoing mode
and H ∼ (1− w)i$/(1−Q̃2) for the outgoing mode.

The boundary conditions for h(r) are the following:

h(w ∼ 0) ∼ C1
(
1 +O(w1/ξ)

)
+ C2w

(
1 +O(w1/ξ)

)
,

h(w ∼ 1) ∼ (1− w)
1
2

(
1−i $

1−Q̃2

)
. (C.8)

We introduce s = $/q, and we anticipate that in the large q limit the leading behavior is
s = 1 + sαq

−α, for some value of α. We can write the potential as

V = q2Q0 + q2−αQα +Q2 + . . . (C.9)

Q0 = − 1
4f2

(
w

2
ξ
−1
(

1 + Q̃2ξ

ξ − 2

)
− Q̃2ξ

ξ − 2

)
,

Qα = −sα2
w

2
ξ
−2

f2 ,

Q2 = Q̃2(ξ − 1)
ξ

w
− 2
ξ

f2 + . . .

We see that the term Qα is subleading in q but it dominates close to the boundary. The
term Q2 becomes singular at the boundary as well, but is subdominant compared to Qα.
These expressions show that the charge modifies the coefficients but not the power of the
leading singularities. For the WKB approximation we take an Ansatz of the form

h = Ae(qT0+q1−αTα+...) . (C.10)

Plugging in the equation and expanding in q we find the conditions

A = Q
−1/4
0 , T ′0 = ±Q1/2

0 , T ′α = Qα

2Q1/2
0

. (C.11)

The boundary condition at the horizon is imposed by choosing the appropriate sign in the
solution for T0.

For small w, the WKB expansion reduces to

h ∼ w
ξ−2
4ξ exp

(
iξ

ξ + 2γ qw
ξ+2
2ξ + isα

γ(ξ − 2)q
1−αw

2−ξ
2ξ

)
, (C.12)

where γ =
√

1 + Q̃2ξ
ξ−2 . The change of variable y = wq

2ξ
ξ+2 applied to the near-boundary

equation and the WKB solution shows that the solution is consistent if

α = 2ξ
ξ + 2 . (C.13)

We obtain then the same asymptotic damping as in the uncharged case. The coefficient sα
however is modified.
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