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a b s t r a c t 

In hydrological modelling, traditionally one calibration was performed over a certain calibration period before the 

model is used to study the hydrological system. This implies that a constant model structure and parameterization 

are assumed. However, if the catchment system is subject to changes that are not incorporated in the model, the 

parameter values found in a calibration period may not be optimal for other periods, which is called systemic 

change. The aim of this study was to identify systemic change and its possible causes with the PCR-GLOBWB 

hydrological model in the Rhine-Meuse basin, by performing a brute-force calibration for multiple periods for 

five calibration locations between 1901-2010. Systemic change was studied for the main model components, by 

selecting a key parameter from each component (minimum soil depth fraction, saturated hydraulic conductivity, 

groundwater recession coefficient, degree day factor, Manning’s n). These parameters were calibrated for 10-year 

rolling periods between 1901-2010. The results showed that at the downstream locations, the changes in optimal 

parameter values were small, while at the upstream locations, the optimal values of most parameters changed 

considerably over the different rolling calibration periods, signifying systemic change. Especially the degree day 

factor showed large variations, varying over time between 0.5 and 2.5 times its default value at Basel and Maxau 

(upstream and middle part of the Rhine basin). Based on correlation analysis, it was found that climate change 

as well as changes in land use and river structure are possible causes of changes in optimal parameter values 

through time. 
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. Introduction 

The amount of damage caused by riverine flooding has increased

ver the past years due to population growth and economic develop-

ent in flood prone areas ( Winsemius et al., 2016 ). On top of that, an-

hropogenic climate change and natural climate variability may change

tmospheric processes and as a consequence the occurrence of riverine

oods ( Hall et al., 2014 ). To be able to adapt to the consequences of

limate change, more knowledge is needed on how hydrological sys-

ems respond to changing conditions ( Blöschl et al., 2019 ). Hydrologi-

al models can help to improve system understanding and to simulate

uture systems to support decision making. However, due to a lack of

ata or process understanding, hydrological models need some sort of

arameterization to perform well ( Arsenault et al., 2018 ), which is why

ydrological models are often calibrated (i.e., finding parameter values

hat result in the best fit between model output and historic observations

f the catchment). 
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In hydrological modelling, traditionally one calibration with dis-

harge measurements, or possibly additional hydrological informa-

ion (e.g. Fernandez-Palomino et al., 2020 ; Ilampooranan et al., 2021 ;

eli š ová et al., 2020 ), is performed over a certain period, after which

he model is validated with observations of another period (split-sample

est) ( Kleme š , 1986 ; Pechlivanidis et al., 2011 ). This method implies the

odeller assumes that the model equations and parameters are station-

ry. However, fundamental changes in behaviour of the modelled sys-

em, represented by the model equations, can occur over time that are

ot represented by the used model structure or parameterization. These

hanges can therefore not be simulated and may result in model output

hat deviates from observed values. We refer to this problem as ‘systemic

hange’, following Verstegen et al. (2016) . 

The assumption of a stationary system used in split-sample testing

ecomes invalid under systemic changes and can cause large devia-

ions in hydrological forecasts ( Coron et al., 2012 ; Merz et al., 2011 ),

specially because hydrological models often behave highly nonlinear
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l  
 Peel and Blöschl, 2011 ). It is therefore increasingly recognized in hy-

rology that hydrological model equations and parameter values cannot

e naively transferred to changing conditions ( Thirel et al., 2015 ). 

If an hydrological model is calibrated for different periods and the

ptimal model parameter values vary over these periods, this can have

everal causes ( Merz et al., 2011 ; Westra et al., 2014 ). First, changes

n the catchment may have occurred that are not incorporated in the

odel. Processes like climate change ( Peel and Blöschl, 2011 ), land

se change ( Pathiraja et al., 2016 ) and the construction of hydrologi-

al structures like dikes ( Hall et al., 2014 ) can affect the hydrological

ystem and, therefore, affect the optimal model parameter values in dif-

erent calibration periods if these processes are not incorporated in the

odel. Secondly, if the used representation of catchment processes is too

implistic, the model may not be able to simulate the discharge under

hanging conditions ( Wagener et al., 2003 ). In addition, model calibra-

ion partly compensates for error or bias in input and/or observational

ata, so if these error terms are not constant through time, performing

alibration over different periods may imply different optimal model

arameter values ( Beven and Binley, 1992 ; Westra et al., 2014 ). 

Several studies have been carried out to determine the effect of cli-

ate change and land use change on optimal model parameter val-

es. Merz et al. (2011) determined the time stability of optimal pa-

ameter values for six 5-year periods between 1976 and 2006 in 273

ustrian catchments and found considerable variation in optimal snow

nd soil moisture parameter values. Sleziak et al. (2018) used three

0-year periods between 1981 and 2010 to determine how hydrolog-

cal models perform under different climate conditions and found that

he optimal model parameter values varied over these periods, espe-

ially for the parameters related to snow and soil moisture processes.

athiraja et al. (2016) studied the effect of deforestation on optimal

odel parameter values and found that the values of parameters related

o groundwater and surface routing changed in response to deforesta-

ion, to account for a decrease in percolation and a faster peak discharge.

However, these studies assessed relatively short time spans (e.g.,

0 to 40 years) and small study areas ( < 6200 km 

2 ), while non-

tationarity may become more apparent when taking longer periods or

arger river basins, due to long term or large-scale processes ( Peel and

löschl, 2011 ). Also, existing studies often explore systemic change in

 limited set of hydrologic system components while the focus is often

n a small set of possible environmental drivers of systemic change. The

atter is an important limitation as systemic change can be due to a range

f possible causes, including and not restricted to, climate change, land

se change, and basin management. Thus, an analysis studying these

hanges simultaneously, over large time spans, in large basins as well as

maller subbasins, is needed to determine the possible causes of systemic

hange, and to prevent incorrect conclusions regarding causal relations.

The aim of this study is, therefore, to identify systemic change and

ts possible causes for a large river basin and a long period with PCR-

LOBWB 2.0, a global hydrological model ( Sutanudjaja et al., 2018 ;

an Beek and Bierkens, 2009 ; van Beek et al., 2011 ). The Rhine-Meuse

asin (200,000 km 

2 ) was chosen as study area, because discharge and

eteorological observations are available for more than 100 years.

his results in the following research questions: (i) provided the PCR-

LOBWB 2.0 model, has systemic change occurred in the Rhine-Meuse

asin in the last century? If yes, in what parameters, when and how

brupt; (ii) what is the variation in systemic change (if present) between

ub-basins; and (iii) what is the relation of systemic changes (if present)

ith changes in climate, land use, and river structures? 

This study contributes to the existing literature as follows. The long

tudy period ( > 100 years) provides the opportunity to detect long-term

low systemic changes in the hydrological system, allowing for a better

nderstanding of how the hydrological system will change to anthro-

ogenic climate change and land use change in the future. This is es-

ecially relevant for climate change studies that use global/large-scale

ydrological models in a simplified manner. In addition, most existing

tudies have a relatively small study area and the use of the Rhine-Meuse
2 
asin (200,000 km 

2 ), through which systemic change can be studied at

arger scales. Furthermore, the comparison of trends in optimal param-

ter values between different sub-basins within the large Rhine-Meuse

asin allows for the assessment of spatial variation in systemic change

nd the relations between these different sub-basins (e.g., upstream vs.

ownstream). 

. Methods 

In summary, the PCR-GLOBWB hydrological model

 Sutanudjaja et al., 2018 ; van Beek and Bierkens, 2009 ; van Beek

t al., 2011 ) ( Section 2.2 ) is run for the Rhine-Meuse basin ( Section 2.1 )

etween 1901 and 2010, to perform a brute force calibration of five

arameters ( Sections 2.3 and 2.4 ). Measured discharge data are used to

alibrate the model at Basel, Maxau, Lobith, Cochem and Borgharen,

epresenting different parts and tributaries of the Rhine-Meuse basin.

o be able to identify the temporal stability of the optimal parameter

alues, the model is calibrated in three different ways: 

Default model: no calibration is performed and PCR-GLOBWB is run

ith its default parameterization; 

One calibration: the model is run with 576 different parameter sets

o determine the optimal parameter values for 1901-2010; 

Rolling calibration: the model is run with 576 different parameter

ets to determine the optimal parameter values for each 10-year rolling

alibration period (i.e., 1901-1910, 1902-1911, 1903-1912, …, 2001-

010). 

This last calibration method results in a time series of 101 optimal

arameter-value sets, which is analysed for trends, as an indication for

ystemic change. The trends in optimal parameter values at different

ocations were then compared to patterns in meteorological forcing data,

and use data and qualitative data on the construction of river structures,

o identify possible causes of the systemic changes ( Section 2.5 ). 

.1. Study area: the Rhine-Meuse basin 

With a basin area of approximately 185,000 km 

2 , the river Rhine

s one of the larger rivers in Europe. It originates in the Swiss Alps

nd flows through several countries (i.a. Switzerland, Germany and the

etherlands) after which it ends in the North Sea. The discharge at the

iver mouth is on average about 2300 m 

3 /s, of which almost 50% comes

rom the area upstream of Basel ( Schmitt et al., 2018 ). In the most up-

tream part, the discharge largely depends on glacial and snow melt,

hile the more downstream sub-catchments have a combined rainfall-

nowmelt regime. 

The Meuse basin has an area of approximately 35,000 km 

2 and is

ocated in France, Belgium, Luxembourg, Germany and the Netherlands

 De Niel et al., 2017 ). The discharge of the Meuse is on average about

50 m 

3 /s and the river is mainly fed by rain. This results in high winter

ischarge and very low summer discharge (about 25% of winter dis-

harge) ( De Wit et al., 2007 ). 

The study area contains the combined Rhine-Meuse basin, but ex-

ludes the delta area in the Netherlands. In this study area, the Meuse

atchment is therefore not a sub-catchment of the Rhine, but a separate

atchment. The total Rhine-Meuse basin covers approximately 200,000

m 

2 ( Fig. 1 ) The Rhine has always been an important river due to its eco-

omic and cultural relevance ( Schmitt et al., 2018 ), but with a notable

ood risk that has increased over the past decennia ( Murawski et al.,

016 ). It is expected that the regime will change from a combined

ainfall-snowmelt regime to a more rainfall-dominated regime, which

s likely to cause an increase in the occurrence of extreme high and low

ow ( Hurkmans et al., 2009 ). 

.2. Model and input data 

The model used in this study was PCR-GLOBWB 2.0, a global hydro-

ogical model ( Sutanudjaja et al., 2018 ; van Beek and Bierkens, 2009 ;
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Fig. 1. Map of the combined Rhine and Meuse 

basin (adapted from: Sutanudjaja et al. (2011) ). 

The orange cities mark the locations used for 

calibration. 
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an Beek et al., 2011 ). This second version of the model is available

n a 5-arcminute as well as in a 30-arcminute resolution and simu-

ates the terrestrial water balance on a daily time step. Although a

-arcminute resolution would arguably result in a closer representa-

ion of the real system, a 30-arcminute resolution was chosen for this

tudy to save computation time. For the parameters, the standard in-

ut data and parameterisation of PCR-GLOBWB 2.0, as described in

utanudjaja et al. (2018) , was used. This is largely the same as the pa-

ameterisation given in van Beek and Bierkens (2009) for PCR-GLOBWB

.0. The model was run from 1901 to 2010, corresponding to the avail-

bility of the discharge measurements used as observational data in the

alibration ( Section 2.4 ). 

The model consists of 5 modules: the meteorological forcing mod-

le, the land surface module, the groundwater module, the surface wa-

er routing module, and the irrigation and water use module. In these

odules, PCR-GLOBWB calculates with a daily time step the water stor-

ge in two soil layers (with a maximum thickness of, respectively, 0.3

nd 1.2 m) and the underlaying groundwater layer. In addition, the ex-

hange between these layers, snow storage, interception storage and the

tmosphere is calculated. The meteorological forcing data set of PCR-

LOBWB 2.0 consists of monthly precipitation, temperature and ref-

rence evaporation data from the CRU TS 3.2 data set ( Harris et al.,

014 ) from the Climate Research Unit of the University of East Anglia.
3 
ecause the model uses daily time steps, the forcing data was down-

caled to daily values with ERA-20C ( Poli et al., 2016 ). For a more de-

ailed description of the model and its default parameterization, refer to

utanudjaja et al. (2018) . 

.3. Calibration parameters 

Five model parameters are calibrated: the degree day factor ( f d )

m°C 

-1 day -1 ), saturated hydraulic conductivity ( k s,1 , k s,2 ) (mday-1),

inimum soil depth fraction ( f ) (-), groundwater recession coefficient

 J -1 ) (day -1 ), and Manning’s n ( n ) (m 

5/6 s -1 ) ( Table 1 ). These param-

ters were selected in such a way that each component of the hy-

rological system is represented, which allows an evaluation of the

ccurrence of systemic changes in these different components. For

ach component, the most important parameter was selected based on

utanudjaja et al. (2014) and López López et al. (2017) . Although in-

luding more parameters could result in a better fit between modelled

nd observed discharge, it would also result in a rapid increase in com-

utation time needed for the brute-force calibration. 

PCR-GLOBWB uses a temperature index model to simulate snow

elt. This means that the degree day factor ( f d ) (m°C 

-1 day -1 ) is used

o model snow melt as: 

 𝐶 𝑚𝑒𝑙𝑡 = 𝑓 𝑑 
(
𝑇 − 𝑇 𝑚𝑒𝑙𝑡 

)
(2.1)
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Table 1 

Parameters used for calibration and a short description for each parameter. 

Parameter Symbol Unit Short description 

Degree day factor f d mm°C -1 day -1 Relates the amount of snow melt to the temperature above the freezing point. 

Minimum soil depth fraction f - Controls the partitioning of liquid rainfall into direct runoff and infiltration to the soil 

Saturated hydraulic conductivity k s,1 , k s,2 mday -1 Determines the amount of infiltration into the first soil layer and the percolation to the 

second soil layer and groundwater layer. 

Groundwater recession 

coefficient 

J -1 day -1 Describes the linear relation between groundwater storage and outflow. 

Manning’s n n m 

5/6 s -1 Roughness coefficient used to simulate the kinematic wave routing. 
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here SC melt is the amount of snow melt (m), T is the actual temper-

ture (°C) and T melt is the temperature at which snow will melt (°C)

 Wada et al., 2014 ). The degree day factor determines, therefore, the

mount of snow melt per degree day. The default value for the de-

ree day factor in PCR-GLOBWB is 2.5 mm°C 

-1 day -1 ( Sutanudjaja et al.,

018 ). 

The minimum soil depth fraction f (-) is used in PCR-GLOBWB to par-

ition the net liquid water reaching the soil – consisting of snowmelt and

ainfall – into direct runoff (overland flow above the soil) and infiltra-

ion to the soil. Such partitioning processes are conceptualized based on

he distribution of soil saturation in each grid cell and following the Im-

roved Arno scheme ( Hagemann & Gates, 2003 ; Todini, 1996 ). The frac-

ion of saturated soil in a grid cell, x (-), is given by ( Sutanudjaja et al.,

014 ; van Beek & Bierkens, 2009 ): 

 = 1 − 

( 

𝑊 𝑚𝑎𝑥 − 𝑊 𝑎𝑐𝑡 

𝑊 𝑚𝑎𝑥 − 𝑊 𝑚𝑖𝑛 

) 

𝑏 

𝑏 +1 
(2.2)

here W max (m) is the total storage capacity of all soil layers, W min 

m) is the minimum storage capacity of the soil layer, W act (m) is the

ctual storage of all soil layers, and the exponent parameter b [–] defines

he distribution of soil water storage capacities within a cell. In PCR-

LOBWB, W max and W m in are related through the minimum soil depth

raction f (-) as: 

 𝑚𝑖𝑛 = 𝑊 𝑚𝑎𝑥 𝑓 (2.3)

For grid cells with f = 0, and, therefore, W min = 0, direct runoff al-

ays occurs for a rainfall event. If W min > 0, no direct runoff occurs as

ong as W act does not exceed W min . The minimum soil depth fraction

epends on the land cover type and location and has therefore different

alues for tall natural vegetation, short natural vegetation, non-paddy

rrigated crops and paddy irrigated crops throughout the basin. In the

hine-Meuse basin, the minimum soil depth fraction has a value rang-

ng between 0.11 and 0.88 for tall natural vegetation, between 0.00 and

.50 for short natural vegetation, between 0.75 and 0.88 for non-paddy

rrigated crops and 0.75 for paddy irrigated crops. The default values

f f for the tall natural vegetation (i.e. forest) land cover are shown in

ig. 2 , as an example. 

The saturated hydraulic conductivity ( k s,1 , k s,2 ) (mday -1 ) of the first

nd second soil layer were calibrated simultaneously. They are used

n PCR-GLOBWB to, respectively, simulate the transport from the first

oil layer to the second soil layer and from the second soil layer to the

roundwater layer. The amount of infiltration or capillary rise depends

n the saturated hydraulic conductivity and the degree of saturation

n the soil layers. This means that the saturated hydraulic conductiv-

ty determines how much water can infiltrate into the soil and, there-

ore, the amount of runoff. The values of the standard parameteriza-

ion of the model were derived from the digital soil map of the world

 FAO, 1998 ) and tabulated data ( van Beek and Bierkens, 2009 ). Over

he Rhine-Meuse basin, the saturated hydraulic conductivity varies be-

ween 0.14 and 3.14 mday -1 at the first soil layer and 0.10 and 2.36

day - 1 at the second soil layer ( Fig. 2 ). 

The groundwater recession coefficient ( J -1 ) (day -1 ) is used in the

roundwater module to quantify the linear relation between ground-

ater storage and outflow ( Sutanudjaja et al., 2018 ). The default
4 
alue of the groundwater recession coefficient depends on aquifer and

ow network properties and is computed with the drainage theory of

raijenhoff van de Leur (1958) and lithological maps ( Dürr et al., 2005 ).

he default value of the groundwater recession coefficient varies be-

ween 0.003 and 0.054 day -1 ( Fig. 2 ). 

Manning’s n ( n ) (m 

5/6 s -1 ) is a roughness coefficient to simulate the

inematic wave routing in PCR-GLOBWB. The kinematic wave is an ap-

roximation of the Saint-Venant equations, where the flow is described

y the Manning’s equation. The default value of Manning’s n is set to

.04 m 

5/6 s -1 for the entire area, which is a commonly assumed value for

atural rivers ( Chow, 1959 ). 

.4. Calibration and sensitivity analysis 

The model was calibrated using a brute-force calibration technique,

eaning that the model was run for all possible parameter combina-

ions, given a certain step-size ( Table 2 ), for the 1901-2010 period. Since

he minimum soil depth fraction, the saturated hydraulic conductivity

nd the groundwater recession coefficient are spatially variable, the cal-

bration is performed by multiplying the parameter value in each cell

ith a multiplication factor to retain the spatial pattern of the param-

ters. The step-size for the multiplication factors follows a linear (con-

tant step-size) scale with multiplication factors of 0.5, 1.0, 2.0 and 3.0,

xcept for the saturated hydraulic conductivity and groundwater reces-

ion coefficient, which follow a logarithmic scale because these param-

ters vary naturally over multiple orders of magnitude ( Table 2 ). This

eans that these parameters vary with 10 A , where A is the multiplica-

ion factor given in Table 2 . The multiplication factors for these param-

ters is -0.5, 0.0 and 0.5. Combining all these parameter sets results in a

otal of 576 parameter value combinations that are used for calibration.

To gain more insight into the effect of variation in the parameter val-

es on the hydrograph, a sensitivity analysis was carried out for each

f the selected parameters (minimum soil depth fraction, saturated hy-

raulic conductivity, groundwater recession coefficient, degree day fac-

or and Manning’s roughness coefficient). Hereto, we applied a one-at-

-time sensitivity analysis, by running the model for different values for

ach parameter ( Table 2 ), while the other parameters are set to their

efault values. For these parameter combinations, the mean yearly av-

rage, the mean yearly standard deviation and the mean yearly 95- and

-percentile of the discharge were calculated. In addition, the resulting

ydrographs were plotted for a single year (1930) to show how sen-

itive the discharge is to the changing parameters, which is important

nformation when interpreting the parameter trends through time. The

ensitivity analysis was performed for Basel, representing the upstream

reas of the basin, and Lobith, representing the downstream areas, to

ompare the effect of the parameters on the discharge at different sub-

atchments of the study area. 

To determine the optimal parameter value combinations of the brute-

orce calibration, simulated discharge values were compared to ob-

erved discharge values from the Global Runoff Data Centre (GRDC;

ttp://www.bafg.de/GRDC ) at Basel (Rhine), Maxau (Rhine), Lobith

Rhine), Cochem (Moselle) and Borgharen (Meuse). The objective func-

ion used to determine the ‘optimal’ parameter values was the Kling

upta Efficiency (KGE) ( Gupta et al., 2009 ), which is a decomposition

http://www.bafg.de/GRDC
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Fig. 2. Spatial distribution of the default values used in PCR-GLOBWB for three calibrated parameters: minimum soil depth fraction for forest (left), saturated 

hydraulic conductivity of the first layer (centre) and the groundwater recession coefficient (right). 

Table 2 

Overview of multiplication factors and parameter values used for brute force calibration. For the spatial parameters (minimum soil depth fraction, saturated 

hydraulic conductivity and groundwater recession coefficient), the shown parameter value is an average over the whole study area and different layers. 

Parameter value (multiplication factor) 

Unit Scale #1 #2 #3 #4 

Minimum soil depth fraction - Linear 5.2 10 -1 (0.5) 1.0 10 0 (1) 2.1 10 0 (2) 3.1 10 0 (3) 

Saturated hydraulic conductivity mday -1 Logarithmic 1.6 10 -1 (-0.5) 5.1 10 -1 (0) 1.6 10 0 (0.5) - (-) 

Groundwater recession coefficient day -1 Logarithmic 7.8 10 -3 (-0.5) 2.5 10 -2 (0) 7.8 10 -2 (0.5) - (-) 

Degree day factor mC -1 day -1 Linear 1.3 10 -3 (0.5) 2.5 10 -3 (1) 5.0 10 -3 (2) 7.5 10 -3 (3) 

Manning’s n m 

5/6 s -1 Linear 2.0 10 -2 (0.5) 4.0 10 -2 (1) 8.0 10 -2 (2) 1.2 10 -1 (3) 
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f the Nash-Sutcliffe Efficiency (NSE) and measures correlation, vari-

bility and bias to determine the overall model’s skill. The KGE was

hosen instead of the often used NSE, because the NSE tends to un-

erestimate runoff peaks due to an underestimation of the discharge

ariability ( Gupta et al., 2009 ). 

In this study, three calibration scenarios were compared. The first

cenario is no calibration at all, which means the discharge is modelled

ith the default parameterization of PCR-GLOBWB, which we called

he ‘default model’. Next, the model was calibrated once for the entire

901-2010 period, by choosing the parameter value combination with

he highest KGE for this whole period, referred to as ‘one calibration’.

n addition, to determine how the optimal parameter values vary over

ime, the model was calibrated for consecutive 10-year rolling periods.

0-year periods were used instead of one-year periods, because some

rocesses, like groundwater, respond over larger time scales. By consid-

ring at 10-year periods, the calibration period is larger than the resi-

ence time of the groundwater. This means that the optimal parameter

ombination was determined with the objective function evaluated for

901-1910, 1902-1911, 1903-1912, …., or 2000-2010 ( Lavenne et al.,

016 ), which we call the ‘rolling calibration’. This resulted in 101 opti-

al parameter value sets, one for each period, represented by its central

ear. 

.5. Identifying systemic change and its causes 

Next, the optimal parameter values of the one calibration and rolling

alibration were compared to the default model. ‘Optimal’ parameter
5 
alues are the parameter values forming the ensemble of the 10% high-

st KGE values for each calibration period. This ensemble was used in-

tead of the single optimal parameter value, because one optimal param-

ter is still for a large part subject to randomness, especially when the

GE values are close together. The mean and standard deviation of the

arameter values in this ensemble were plotted for each 10-year rolling

alibration period, after which they were visually inspected to detect pa-

ameter trends through time. Potential variations in optimal parameter

alues through time are an indication of systemic change. This method

as repeated for all five calibration locations (Basel, Maxau, Lobith,

ochem and Borgharen) and the parameter trends were compared for

hese locations to determine the spatial variation of systemic change

n the Rhine-Meuse basin. However, because the saturated hydraulic

onductivity, minimum soil depth fraction and groundwater recession

oefficient are spatially variable, the multiplication factors were used

or further calculations in the next steps instead of the actual optimal

arameter values. 

Even though the parameters of the default model and one calibration

cenarios do not change through time, their KGE values were calculated

or each 10-year rolling calibration period. This enables a comparison of

he performances of the default model, one calibration and the rolling

alibration scenarios for each 10-year rolling calibration period. 

To evaluate the model performance, flow duration curves (i.e.

lot of exceedance probability vs. discharge) were plotted for the

ifferent calibration scenarios. Following Yilmaz et al. (2008) and

fannerstill et al. (2014) , the mean discharge of the 5- and 95-percentile

egments and their bias with the measured discharge was computed for
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hese calibration scenarios. In addition, hydrographs were plotted for

he observed discharge, the default model, one calibration, and rolling

alibration, in order to compare the model performance on different as-

ects of the hydrograph. For the rolling calibration, a discharge series

s created by combining the years in the middle of the rolling calibra-

ion periods (e.g. 1905 from 1901-1910 and 1906 from 1902-1911),

ecause the middle years represent the surrounding rolling calibration

eriod best. To reduce the number of figures, plots are shown only for

asel and Lobith, respectively representing the upstream and the com-

ined downstream and upstream part of the basin. Figures for the other

ocations are presented in the digital supplement. 

To determine potential causes of systemic change, the optimal pa-

ameter value trends are compared to trends in meteorological forcing

ata from the CRU TS 3.2 data set ( Harris et al., 2014 ) and land use

hange from the HYDE 3.2 data set ( Klein Goldewijk et al., 2011 ). In ad-

ition to the standard meteorological forcing data from PCR-GLOBWB

temperature, precipitation and reference potential evapotranspiration),

lso the amount of snowfall, defined as the amount of precipitation that

alls when the temperature is below 0 °C, and the 90-percentile precip-

tation were calculated to give more insight into the changing precip-

tation patterns ( Isotta et al., 2014 ). These values were averaged over

he upstream area of each calibration location and over each calibration

eriod to be able to match them to the optimal parameter values. 

Furthermore, the optimal parameter value trends are compared to

rends in land use areas from HYDE. The HYDE 3.2 database contains the

rea of cropland, grazing and urban area and an uncertainty range for

ach 5-arcminute grid cell at 10-year intervals between 1900 and 2010

i.e. 1900, 1910, 1920 etc.). To be able to compare the land use types

or the different calibration locations, the total area of vegetation cover

er grid cell was converted to a fraction, by dividing the value by the

otal cell area. In addition, the dataset was upscaled to a 30-arcminute

esolution for the Rhine-Meuse basin with a nearest neighbour interpo-

ation. As with the meteorological data, the upstream average value was

alculated for each calibration location. 

The trends in climate variables and land use were compared to the

rends in optimal parameter values by creating scatter plots for the dif-

erent calibration locations. The correlation coefficient ( r ) was calcu-

ated for each parameter-climate variable/land use type combination to

ndicate the correlation between these factors. Again, only the figures

or Basel and Lobith are shown. The other locations are included in the

igital supplement. 

. Results 

.1. Sensitivity analysis 

Changing parameter values affect the hydrograph in different ways

t different locations ( Fig. 3 ; Digital supplement I). The minimum soil

epth fraction, groundwater recession coefficient and Manning’s n all

ave a similarly small effect on the hydrograph at Basel, but at Lo-

ith, the differences in discharge between the parameter multiplication

actors are larger. A decrease in the multiplication factor of Manning’s

 causes, for example, a delay in the modelled peak discharge at Lo-

ith. The saturated hydraulic conductivity and degree day factor have

 large effect on the hydrograph compared to the other parameters. As

an be expected, a decrease in saturated hydraulic conductivity results

n a peakier discharge at both Basel and Lobith. The effect of changing

he degree day factor is most visible during spring and early summer, as

 decrease in degree day factor causes a later peak discharge in spring. 

The one-at-a-time sensitivity analysis shows that the saturated hy-

raulic conductivity has a relatively large effect on the mean and ex-

reme discharge values at all locations compared to the other parameters

Digital supplement II). In addition, the minimum soil depth fraction has

 larger effect on the mean than on the extreme discharges. The degree

ay factor is more sensitive at the upstream locations (Basel, Maxau)

han at the downstream locations (Cochem, Borgharen) ( Fig. 3 ). Sensi-
6 
ivity analysis of the calibration parameters on the hydrograph for the

ear 1930 at Basel (left) and Lobith (right). The different rows show

ifferent parameters, where the multiplication factors (colours) of that

arameter change, while the other parameters remain constant. For the

ensitivity analysis at the other locations, refer to Digital supplement I. 

.2. Variations in optimal parameter values 

For the default parameterization of PCR-GLOBWB, the KGE value

ver the 1901-2010 period is 0.374 at Cochem and 0.628 at Maxau.

alibrating the model for this same period results in an increase in KGE

t all calibration locations ( Table 3 ). This increase in KGE is largest at

ochem, from 0.37 to 0.57, and smallest at Maxau, from 0.63 to 0.69. 

Although the one-calibration outperforms the default scenario con-

inuously, the difference in KGE values between them varies consider-

bly through time, e.g. between 0.64 and 0.35 at Basel for the default

odel ( Fig. 4 , A1-A5). The rolling calibration results in a higher or simi-

ar KGE value compared to the one calibration scenario, with the highest

aximum increase of 0.13 in Basel. At Borgharen, the KGE value hardly

ncreases with the rolling calibration scenario compared to one calibra-

ion, with a maximum increase of 0.01. Furthermore, the increase in

GE value is not constant through time. At Basel, for example, the KGE

ifference between one calibration and rolling calibration is lower at the

eginning of the 20 th century than at the end. For the rolling calibration,

he mean values of the 10% optimal parameter multiplication factors

ary over time for all parameters ( Fig. 4 , B1-F5). Generally, this vari-

tion is larger at the upstream calibration locations (Basel and Maxau)

han at the downstream locations (Lobith, Cochem and Borgharen). 

The calibration results are presented as multiplication factors as well

s the corresponding actual parameter values (between brackets), aver-

ged over the modelling domain. For the saturated hydraulic conduc-

ivity and minimum soil depth fraction the value is also averaged over

he different layers explained in Section 2.3 . The mean optimal multi-

lication factor of the minimum soil depth fraction decreases slightly

ver time at Basel (from 3.0 (2.95 [-]) to 2.5 (2.46 [-])) and Maxau

from 2.9 (2.89) to 2.3 (2.29)). Similarly, the mean optimal multiplica-

ion factor of saturated hydraulic conductivity decreases from 0.22 (0.62

day -1 ) to 0.07 (0.44 mday -1 ) at Basel and 0.23 (0.68 mday -1 ) to 0.01

0.41 mday -1 ) at Maxau. Also, the mean optimal multiplication factor of

he groundwater recession coefficient decreases over time at Basel, but

ith more variation compared to the minimum soil depth fraction and

he saturated hydraulic conductivity. In contrast, at Maxau, the mean

ptimal multiplication factor of the groundwater recession coefficient

s varying between 0.23 (0.06 day -1 ) and -0.27 (0.02 day -1 ) without

lear increasing or decreasing trends. The mean optimal multiplication

actor of the degree day factor exhibits the highest variation of all pa-

ameters at the upstream locations. Both at Basel and Maxau, the mean

ptimal multiplication factor of the degree day factor starts to increase

round 1920 and reaches its peak around 1970, after which it decreases

gain. The mean multiplication factor of the degree day factor varies

etween about 0.6 (1.50 mm ̊C 

-1 day -1 ) and 2.6 (6.50 mm ̊C 

-1 day -1 ) at

asel and 0.7 (1.75 mm ̊C 

-1 day -1 ) and 2.6 (6.50 mm ̊C 

-1 day -1 ) at Maxau

hroughout the calibration period. The mean optimal multiplication fac-

or of Manning’s n shows a constant value of approximately 1.7 (0.07

 

5/6 s -1 ) over the whole period at Basel and a steadily decreasing pattern

t Maxau. 

At the downstream calibration locations (Lobith, Cochem and

orgharen), the parameters vary less through time compared to the up-

tream locations. Especially at Borgharen, the mean optimal multipli-

ation factors are steady and close to the values of one calibration. At

obith, some small variations can be observed, especially for Manning’s

, but no clear patterns over time can be seen. The parameter values

t Cochem are relatively constant, except for a sharp decrease in the

ean optimal multiplication factor of the saturated hydraulic conduc-

ivity and groundwater recession coefficient and an increase in the mean

ptimal multiplication factor of Manning’s n around 1990. 
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Fig. 3. Sensitivity analysis of the calibration parameters on the hydrograph for the year 1930 at Basel (left) and Lobith (right). The different rows show different 

parameters, where the multiplication factors (colours) of that parameter change, while the other parameters remain constant. For the sensitivity analysis at the other 

locations, refer to Digital supplement I. 

7 
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Fig. 4. Calibration results at Basel, Maxau, Lobith, Cochem and Borgharen. The KGE values of the default model, one calibration and rolling calibration for each 

10-year rolling calibration period are shown in the top row (A1-A5). The mean and standard deviation of the 10% optimal parameter multiplication factors for each 

10-year rolling calibration period, the mean of the 10% optimal parameter multiplication factors for one calibration, and the default multiplication factor are shown 

in the other rows. The different parameters are: minimum soil depth fraction (B1-B5), saturated hydraulic conductivity (C1-C5), groundwater recession coefficient 

(D1-D5), degree day factor (E1-E5) and Manning’s n (F1-F5). 

8 
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Table 3 

Calibration results for the one calibration scenario between 1901 and 2010. The table shows the KGE of the default model, the KGE value if one calibration is 

performed over the 1901-2010 period and the mean multiplication factors of the 10% optimal model runs of the different calibration parameters. Because of the 

spatial variability of the minimum soil depth fraction, the saturated hydraulic conductivity and the groundwater recession coefficient, the multiplication factors 

are reported instead of the actual parameter values. The value between brackets is the calculated mean upstream optimal parameter value corresponding to these 

multiplication factors. 

Mean multiplication factors – One calibration scenario (mean upstream optimal parameter values) 

Location KGE default 

model 

KGE one 

calibration 

KGE 

increase 

Minimum soil 

depth fraction 

Saturated hydraulic 

conductivity 

Groundwater 

recession coefficient 

Degree day factor Manning’s n 

Basel 0.50 0.61 0.11 3.00 (2.9) 0.19 (0.58 m day -1 ) -0.22 (0.023 day -1 ) 1.40 (3.5 mm ̊C -1 day -1 ) 1.72 (0.089 m 

5/6 s -1 ) 

Maxau 0.63 0.69 0.07 2.86 (2.8) 0.09 (0.49 m day -1 ) -0.02 (0.033 day -1 ) 1.63 (4.1 mm ̊C -1 day -1 ) 1.63 (0.065 m 

5/6 s -1 ) 

Lobith 0.53 0.70 0.18 1.97 (2.0) 0.09 (0.50 m day -1 ) 0.50 (0.078 day -1 ) 1.91 (4.8 mm ̊C -1 day -1 ) 1.41 (0.046 m 

5/6 s -1 ) 

Cochem 0.37 0.57 0.19 1.53 (1.6) 0.02 (0.30 m day -1 ) 0.50 (0.058 day -1 ) 1.64 (4.1 mm ̊C -1 day -1 ) 1.40 (0.056 m 

5/6 s -1 ) 

Borgharen 0.43 0.61 0.19 1.74 (1.9) 0.00 (0.32 m day -1 ) 0.50 (0.057 day -1 ) 1.59 (4.0 mm ̊C -1 day -1 ) 1.66 (0.066 m 

5/6 s -1 ) 

Fig. 5. Flow Duration Curve for the different calibration methods (observed, default model, one calibration, and rolling calibration) over the 1901-2010 calibration 

period at Basel (top) and Lobith (bottom). For the flow duration curve at the other locations, refer to Digital supplement III. The discharge bias of the 0-5% and 

95-100% segments (e.g. mean discharge of the default model – mean discharge of the observations) is included in the graphs. 
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.3. Effect on hydrograph 

Both at Basel and at Lobith, the flow duration curve resulting from

he model calibrated with a rolling calibration is generally closest to

he curve resulting from the observed discharged ( Fig. 5 ; Digital sup-

lement III), also for the high- and low-flow segments, although this is

ot the case for the low flow (95%) segments at Basel where the bias

etween the default model and the observed discharge is lower than for

he rolling calibration and the high flow (5%) segment at Lobith. There,

he bias of the one calibration scenario is slightly less than for the rolling

alibration. 

At a daily timescale ( Fig. 6 ; Digital supplement IV), the hydrographs

redicted with the model based on one calibration and a rolling cal-

bration are very similar for Basel in 1930-1931, but further apart in

980-1981, especially in the spring of 1980. For this period, the dis-

harge peaks computed with the model based on a rolling calibration

ccur earlier and are higher than the peaks computed with the model

ased on one calibration. At Lobith, the hydrograph predicted with the

odel based on a rolling calibration is less smooth than hydrograph pre-

icted with the model based on one calibration for both 1930-1931 and

980-1981. 

.4. Relations of optimal parameter values with catchment changes 

The temperature as well as the amount of precipitation has increased

ver time at both Basel and Lobith in the past decade ( Fig. 7 ; Digital

upplement V). The relative increase in temperature between 1901 and

010 is largest at Basel, from 6.01 °C in 1901-1910 to 7.97 °C in 2001-

010. The amount of precipitation increased by 3.6% between the 1901-

910 and 2001-2010 at Basel. The reference potential evapotranspira-

ion increased until it peaked around 1940, then decreased rapidly and

tarted rising again around 1980, caused by an incomplete and limited

overage of observational data in the early 20 th century ( Harris et al.,
9 
014 ). At both Basel and Lobith, the upstream average amount of snow-

all decreased over time in the past decade. 

The relative abundance of different land use types has changed

argely between 1900 and 2010 ( Fig. 8 ; Digital supplement VI). The

raction of urban area, for example, increases from 0.006 in 1900 to

.018 in 2010 at the upstream area of Basel and from 0.010 to 0.029

t Lobith. At the same time, the fractions of cropland, grazing area de-

rease. Especially upstream of Lobith, a rapid decrease in grazing and

asture area can be observed between 1940 and 1960. The total area

f landcover changed by human influences (i.e. the sum of urban area,

razing, pasture and cropland) shows a decrease to about 50% of its

riginal value between 1900 and 2010. 

The correlations of the mean optimal multiplication values of the pa-

ameter found in the rolling calibration with the precipitation ( Fig. 9 ;

igital supplement VII) are generally low, ranging from -0.23 to 0.17

t Basel and Lobith. At Basel, the temperature shows a higher correla-

ion with the saturated hydraulic conductivity (-0.45) and groundwater

ecession coefficient (-0.49), but these correlations are low at Lobith.

he highest correlations can be found between 90-percentile precipita-

ion and the saturated hydraulic conductivity at Basel (-0.75). But also

he other parameters are highly correlated with the potential reference

vapotranspiration, compared to the other climate variables. At Lobith,

he correlations are, except for the degree day factor, lower in compar-

son to the correlations at Basel. 

The correlations between the fractions of upstream land use and

he mean optimal multiplication factor of the parameters are gener-

lly higher than for the climate variables, especially for Basel, with an

 value ranging up to -0.87 and 0.89 ( Fig. 10 ; Digital supplement VIII).

he highest correlations occur for the saturated hydraulic conductiv-

ty with the fraction of urban area, cropland, grazing area and area of

otal landcover changed by human influences and between the degree

ay factor and cropland or area of total landcover changed by human

nfluences. 
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Fig. 6. Hydrographs for the observed discharge, default model, one calibration and rolling calibration for 1930-1931 (left) and 1980-1981 (right) at Basel (top) and 

Lobith (bottom). For the hydrographs at the other locations, refer to Digital supplement IV. 

Fig. 7. Mean and standard deviation of climate variables averaged over the 10-year rolling calibration period for the area upstream of Basel (top) and Lobith 

(bottom). For the climate variables at the other locations, refer to Digital supplement V. 

Fig. 8. Fraction of different land use types and its uncertainty range based on literature ( Klein Goldewijk et al., 2011 ) in the upstream areas of Basel (top) and Lobith 

(bottom). The rightmost column shows the sum of the urban area, cropland, grazing area and pasture, so it represents the total area of landcover changed by human 

influences. For the patterns in land use at the other locations, refer to Digital supplement VI. 
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Fig. 9. Scatter plot of parameter multiplication factors and different climate variables for Basel (blue) and Lobith (green) and the corresponding correlation coefficient 

( r ). Each dot represents one of the 10-year rolling calibration periods. For the scatter plots at the other locations, refer to Digital supplement VII. (For interpretation 

of the references to color in this figure legend, the reader is referred to the web version of this article.). 
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. Discussion 

.1. Systemic change and its spatial patterns 

Running PCR-GLOBWB with its default parameterization for the

hine-Meuse basin between 1901 and 2010 causes the model perfor-

ance to be highly variable through time. Calibrating the model once

or the 1901-2010 period increases its overall performance, but the tem-

oral variations in KGE remain, to a large extent, similar. If the model is

alibrated for 10-year rolling periods, the KGE values increase for some

eriods at the upstream locations (Basel, Maxau), the fluctuating model

erformance cannot be solved by it entirely. 

The largest fluctuations in optimal parameter values at the upstream

ocations were found for the degree day factor, to which the discharge

s also most sensitive. At the downstream locations (Lobith, Cochem

nd Borgharen), the parameters are less variable through time, result-

ng in a smaller increase in KGE value if a rolling calibration is used.

he time variant model parameters indicate that the discharge can-

ot be accurately predicted with a constant model parameterization

hroughout the 1901-2010 period, which is, according to the definition

f Verstegen et al. (2016) , an indication for the occurrence of systemic

hange at the upstream parts of the basin. 

The found changes in the optimal value of the degree day factor

atch the findings of Merz et al. (2011) , who calibrated 273 catch-

ents in Austria between 1976 and 2006. Although the magnitude of

he change in Merz et al. (2011) is different, with a degree day factor

anging between 1.6 and 1.8 mm°C 

-1 day -1 for Merz et al. (2011) and

etween 1.5 and 6.5 mm°C 

-1 day -1 for this study, the general pattern

s similar to the trends found in this study, indicating similar trends

or the Swiss and Austrian Alps. This can possibly be explained by

he fact that snow melt in PCR-GLOBWB is largely based on the snow

elt module of the HBV model ( Bergström, 1995 ; Wada et al., 2014 ),

hich is also used by Merz et al. (2011) . Merz et al. (2011) also
 u  

11 
ound, however, an increase in maximum soil moisture storage, which

oes not agree with the decrease in minimum soil depth fraction and

aturated hydraulic conductivity found at the upstream areas in this

tudy. 

.2. Possible causes of systemic change 

.2.1. Climate change 

The highest correlations, with r values higher than 0.5 or lower than

0.5, could be found between the reference potential evapotranspira-

ion and the saturated hydraulic conductivity, degree day factor and

anning’s n, between the 90-percentile precipitation and the saturated

ydraulic conductivity and between the amount of snowfall and the

roundwater recession coefficient. These correlations indicate that cli-

ate change is a potential cause of changing optimal parameter values.

owever, because precipitation, temperature and reference evapotran-

piration are directly used as input variables of PCR-GLOBWB, the model

hould be able to account for changes in processes like snowmelt and

nfiltration due to climate change. This implies that the climate change

s an indirect cause of the changes in optimal parameter values. 

For example, the decrease in saturated hydraulic conductivity and, to

 lesser extent, the minimum soil depth fraction, could be explained by

n increase in precipitation intensity, as indicated by the high negative

orrelation with the 90-percentile precipitation. Several studies found

n increase in high intensity precipitation events throughout the 20 th 

entury as a result of temperature increases, both for Europe in general

 Klein Tank and Können, 2003 ) and for the Swiss alps ( Scherrer et al.,

016 ; Schmidli and Frei, 2005 ). This can partly be observed by an in-

rease in 90-percentile precipitation, but because PCR-GLOBWB uses

aily time steps, changes in high intensity precipitation on, for exam-

le, an hourly scale, are not taken into account. The resulting increase in

nfiltration excess overland flow can, therefore, not be accurately sim-

lated, which is compensated by a decrease in the optimal parameter
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Fig. 10. Scatter plot of parameter multiplication factors and fraction of land use types for Basel (blue) and Lobith (green) and the corresponding correlation coefficient 

( r ). Each dot represents one of the years 1910, 1920, 1930, .. 2010. For the scatter plots at the other locations, refer to Digital supplement VIII. (For interpretation 

of the references to color in this figure legend, the reader is referred to the web version of this article.). 
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alues for saturated hydraulic conductivity and minimum soil depth

raction. 

The variations in degree day factor can potentially be explained

y a too simplistic snow module in PCR-GLOBWB. Snow melt in PCR-

LOBWB is simulated using temperature index modelling, which is con-

enient due to its low data requirement and computational simplicity,

specially compared to the more physically based energy balance mod-

ls ( Kumar et al., 2013 ). However, the degree day factor used for the

emperature index model often varies considerably in space and time,

specially in mountainous areas, due to changes in relative contribu-

ions of different heat fluxes ( Deng and Zhang, 2018 ; Jost et al., 2007 ;

hang et al., 2006 ). This could also explain the observed spatial vari-

tions in optimal parameter value trends, because the use of tempera-

ure index modelling may be sufficient for the downstream areas of the

hine-Meuse basin (Cochem and Borgharen), but the mountainous areas

n the upstream parts may require a more advanced snow melt module

o simulate changes in the relative contributions of different heat fluxes

 Hock, 2003 ). For some cases, however, a temperature index model is

ufficient ( Debele et al., 2010 ), when the temperature index model is

alibrated in space as well as time ( Kumar et al., 2013 ). 

Furthermore, because snow melt is modelled on a daily scale, di-

rnal variations in temperature are not considered. This is important

hen the temperature is above 0 °C for part of the day, but the aver-

ge daily temperature is still below freezing. Calibrating the model using

oth discharge and snow cover data may, therefore, improve the overall

odel simulations ( Franz and Karsten, 2013 ; Parajka and Blöschl, 2008 ;

zéles et al., 2020 ), although snow cover data for the first part of the

0 th century will be difficult to obtain. 
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.2.2. Land use change 

Contrary to what one might expect, the area of forest has increased

n the Rhine-Meuse basin, mainly caused by reforestation as a reaction

o the timber shortage after the second world war ( Fuchs et al., 2015 ;

fister et al., 2004 ). In the Meuse catchment, this included an increase

n coniferous forests ( Ashagrie et al., 2006 ; Tu et al., 2005 ) and arti-

cially drained agricultural areas ( Pfister et al., 2004 ). Apart from the

xpansion of irrigated areas, land use change is not included in PCR-

LOBWB ( Sutanudjaja et al., 2018 ). The changes in the land use types

i.e. urban area, cropland, rangeland) are highly correlated (i.e. r values

igher than 0.5 or lower than -0.5) with all parameters except Manning’s

. These high correlations between the changes in land uses and the pat-

erns in optimal parameter values and the fact that land use change is

ot incorporated in PCR-GLOBWB indicate that land use change is a po-

ential cause of systemic change at the upstream sub-catchments of the

hine-Meuse basin. 

Even though many studies have been carried out to determine the ef-

ects of land use change on the discharge or flood frequency ( Alewell and

ebi, 2010 ; Ashagrie et al., 2006 ; Filoso et al., 2017 ; Pfister et al., 2004 ;

inter et al., 2006 ; Teuling et al., 2019 ; Tu et al., 2005 ; Ward et al.,

008 ), these effects are complex and it is difficult to provide general con-

lusions ( Tu et al., 2005 ). The minimum soil depth fraction, hydraulic

onductivity and groundwater recession coefficient all show high nega-

ive correlations with the amount of urban area and positive correlations

ith the amount of agricultural area, indicating that both urbanization

nd a decrease in agricultural area are a possible cause of these parame-

er changes. Urbanization has been profound in the Rhine-Meuse basin,

s the amount of urban area has almost tripled upstream of Basel over
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he last century. Streets and houses decrease the infiltration capacity

nd the removal of vegetation increases transpiration ( Hurkmans et al.,

008 ; Pfister et al., 2004 ). These processes all increase the runoff coef-

cient, which, if kept stationary, could be compensated by the decrease

n saturated hydraulic conductivity, minimum soil depth fraction and

roundwater recession coefficient, as found in this study. Even though

nly a small fraction (about 2%) of the upstream area of Basel consists

f urban area, Hundecha and Bárdossy (2004) found that urbanization

n the middle part of the Rhine catchment has a large effect on the peak

ow, especially in summer. 

Simultaneously with urbanization, reforestation has occurred in the

hine-Meuse basin, which expresses itself in the HYDE 3.2 database as

 decrease in total ‘human’ land use. Many studies report that refor-

station generally results in a decreased amount of runoff ( Alewell and

ebi, 2010 ; Farley et al., 2005 ; Filoso et al., 2017 ; van Dijk and

eenan, 2007 ), caused by a high evapotranspiration and a high infil-

ration capacity of forests. Yet, this relation between reforestation and

treamflow is expected to depend heavily on the type of forest manage-

ent ( Farley et al., 2005 ), forest age ( Teuling and van Dijke, 2020 ),

nd location ( Filoso et al., 2017 ). The positive correlations between the

mount of agricultural area and the minimum soil depth fraction; and

etween the saturated hydraulic conductivity and groundwater reces-

ion coefficient suggest an increase in the amount of fast runoff, which

ontradicts with this general idea that an increase in forest cover re-

ults in a decreased runoff. It could therefore be stated that either re-

orestation is not a cause of systemic change in the Rhine-Meuse basin,

r that the link between reforestation and streamflow is indeed not that

traightforward. 

.2.3. Construction of river structures 

Manning’s n shows, with r values between -0.35 and 0.51, generally

ow correlations with patterns in both climate variables and land use

ypes compared to the other parameters. However, some river canaliza-

ion measures have taken place in the 20 th century in this study area

 Trémolieres et al., 1998 ). The straightening and canalization of the

iver increases the flow velocity and could therefore explain the decrease

n the optimal values of Manning’s n found in, for example, Maxau. 

One could argue that the construction of reservoirs and changes in

uman water use could also affect the discharge and therefore the op-

imal parameter values over times. However, because these phenom-

na are both included in PCR-GLOBWB ( Sutanudjaja et al., 2018 ), they

hould not result in systemic change, unless they are represented too

implistically. In addition, it is expected that reservoirs have a much

ore abrupt effect on the river discharge than the changes in optimal

odel parameters observed in our study. It should be noted that the

ischarge has a relatively low sensitivity to Manning’s roughness coef-

cient compared to other parameters, especially at Basel. This could be

n explanation for the small changes in the optimal values of Manning’s

 found at Basel and the related low correlations to climate variables

nd land use types. 

.3. Suggestions for future research 

Even though systemic change is a characteristic of a certain catch-

ent in combination with a specific model ( Verstegen et al., 2016 ), it

ould be interesting to perform the same assessment with a different

odel. This would show whether the parameter trends found in this

tudy are related to system conceptualizations in PCR-GLOBWB or if

here is a more general lack in hydrological process understanding. 

In addition, this study only detects systemic change and describes

ts potential direct causes. Two further lines of research are of interest.

irstly, indirect causes (with and without time lags) should be studied,

or example by analysing cross-correlations between potential variables

f influence. Secondly, on the basis of our current results, nothing can

e said about the consequences of the observed systemic change on fu-

ure discharge predictions. A next step would, therefore, be to compare
13 
ischarge with and without time-variant parameters and validate the

redictions with measured discharge values. This way, it can be deter-

ined whether systemic change should be considered in future mod-

lling studies or if the differences are neglectable. 

. Conclusions 

The aim of this study was to identify systemic change in the Rhine-

euse basin and its potential causes with PCR-GLOBWB 2.0, a global

ydrological model. This was done by performing a brute-force calibra-

ion for five parameters between 1901-2010. By calibrating for 10-year

olling calibration periods, trends in optimal parameter values through

ime were determined, indicating the occurrence of systemic change.

his led to the following conclusions. 

The optimal parameter values, especially the degree day factor,

hanged notably through time at the upstream calibration locations

Basel and Maxau), with values that ranged from 0.5 to 2.5 times

ts default value. At the downstream locations (Lobith, Cochem and

orgharen), the optimal parameter values were more stable than at the

pstream locations. These changes in optimal parameter values indicate

hat systemic change has occurred mainly at the upstream subcatch-

ents of the Rhine-Meuse basin, especially in the second half of the

0 th century. 

The high correlations between the optimal parameter values and me-

eorological forcing and land use data indicate that the both climate

hange and land use change, mainly urbanization, are potential causes

f systemic change in the Rhine-Meuse basin. Canalization of the Rhine

ould explain the observed changes in Manning’s n. 

This study thus shows that systemic change has indeed occurred dur-

ng the 1901-2010 period in the Rhine-Meuse basin, especially in the

ore upstream parts. This indicates that future climate change stud-

es that use global or large-scale hydrological models have to be careful

hen interpreting the results. Especially the optimal value of the degree-

ay factor shows high variations through space as well as time when

CR-GLOBWB 2.0 is used, which might ask for a more regionalized and

ime-variant approach. 
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