
1. Introduction
Flow, transport, and mass exchange in heterogeneous porous media (e.g., high permeability-low permeability, 
fracture-matrix) can be found in many natural and industrial systems. Some examples are found in soil and 
groundwater remediation (Alfaro & Wong, 2001; Mutch et al., 1993; Paradis et al., 2018; Siegrist et al., 1999), 
enhanced oil recovery (Babadagli,  2003), radioactive waste management (De Windt et  al.,  1999; Suzuki 
et  al.,  2018), geothermal energy (Murphy et  al.,  1981; Shaik et  al.,  2011), restoration of subterranean aqui-
fers (Masciopinto, 2006; Mutch et al., 1993), and drug delivery in medical science (Lima et al., 2008; Shaw 
et al., 2014).

Upscaling flow and transport in porous media with heterogeneity interfaces (i.e., abrupt change of porosity and 
permeability) is challenging and complex as transport time scales in both domains are significantly different due 
to their permeability contrast. The sharpest permeability contrast can be found in fracture-matrix systems as flow 
in fractures and porous media can be described by Navier-Stokes (or Stokes) equation and Darcy’s law, respec-
tively. While transport in fractures can be advection dominated, transport in matrix has been usually assumed to be 
diffusive. Significant efforts have been made to describe the interface conditions between a fracture and a matrix 
to guarantee the mass, momentum, and energy balance across the interface (Berkowitz, 2002; Jamet et al., 2009; 
Layton et al., 2002; Mosthaf et al., 2011; Ochoa-Tapia & Whitaker, 1995). Momentum conservation is a common 
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concentration-dependent counter-current advection-diffusion cause slow-down and further delay in the 
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Plain Language Summary Solute transport in fractured aquifers is complex as the time scale of 
transport in fractures and matrix is very different. This study investigates how the mass exchange across a 
heterogeneity interface varies as a function of flow dynamics and the transport process. Detailed experimental 
analysis on a synthetic porous medium has been performed and the mass exchange has been quantified using 
the optical imaging of a tracer. Results can help better understanding the physics of the process and developing 
more physically based models which can assist the assessment of contaminant transport in fractured systems.
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approach for interface coupling (Layton et al., 2002), however, this condition does not hold when the average 
pore velocities vary significantly between the domains (Hasan et  al.,  2019; Saffman,  1971). Another widely 
used boundary condition is the slip velocity condition on the interface, introduced by Beavers & Joseph (1967). 
Recently, Weishaupt et al. (2019) introduced a novel monolithic numerical approach based on mechanical equi-
librium in order to couple free flow (Stokes flow) and pore-network model (using Hagen-Poiseuille flow) at pore 
scale to illustrate the impact of pore network structure (structured or unstructured networks) as well as pore size 
on the solute transport.

In several Darcy-scale studies, the solute transport in the fracture was assumed to be purely advective and solute 
transport in the matrix to be purely diffusive (Bodin et al., 2003; Roubinet et al., 2012; Ohlsson & Neretnieks, 1995). 
Based on similar assumptions, analytical solutions for a single fracture connected to a semi-infinite matrix were 
developed (Tang et  al.,  1981). Further analytical solutions considered various fracture-matrix configurations 
to represent natural systems more realistically (Sudicky & Frind, 1982; West et al., 2004). It was shown that 
the ratio of transversal dispersion flux in the fracture to the longitudinal diffusion flux in the matrix is the 
main controlling factor of the fracture-matrix mass exchange rate (Falta & Wang, 2017; Houseworth et al., 2013; 
Roubinet et  al.,  2012). These studies assumed the interface coupling condition, the advective mass exchange 
across the interface and the dispersion in the matrix due to flow in the channel were negligible. Due to the 
significant difference between transport time scales in fractures versus the matrix, the temporal evolution of 
mass transfer in the whole system cannot be quantified by a single velocity and a constant dispersion coefficient. 
This scale-dependent transport behavior is often referred to as “non-Fickian” or “anomalous” (Berkowitz, 2002). 
Non-Fickian transport has also been observed in homogeneous unsaturated (Aziz et  al.,  2018; Bromly & 
Hinz, 2004; Hasan et al., 2019, 2020; Karadimitriou et al., 2016; Padilla et al., 1999; Sharma et al., 2016) as well 
as single-phase heterogeneous porous media (An et al., 2020; Berkowitz & Scher, 2009; de Vries et al., 2017; 
Le Borgne & Gouze, 2008; Roubinet et al., 2013) and at field-scale (Berkowitz, 2002; Cortis et al., 2004).

Commonly used continuum-scale approaches to model solute transport in fractured porous media is to use 
the double (or multi-) porosity and double (or multi-) permeability schemes (Dejam et al., 2014; Di Donato & 
Blunt, 2004; Douglas Jr & Arbogast, 1990; Haddad et al., 2012). In these models, the whole system is ideal-
ized to be a uniform, well-connected network of flow channels and a stack of matrix blocks. The common 
assumption in such models is that the regions occupied by the fluid can be classified to mobile (flowing) and 
immobile (stagnant) regions. The interface between these two regions is assumed to be controlled by a simple 
single rate physical non-equilibrium mass transfer (De Smedt & Wierenga, 1979) or a multi-rate non-equilibrium 
mass transfer (Haggerty et al., 2004), relating the average concentration difference between fracture and matrix. 
Alternatively, the continuous time random walk (CTRW) model (Berkowitz et al., 2006), which is a stochastic 
approach employing different probability density functions for various domains, can be used. Ling et al. (2016) 
used perturbation theory to study solute transport in a coupled fracture-matrix system. They concluded that the 
effect of matrix properties on the macroscopic dispersion coefficient was controlled by the magnitude of Péclet 
number (Pe, is defined as the ratio of the advective to diffusive transport). Depending on the Péclet number, 
they characterized the fracture-matrix solute transport to three regions of diffusion dominant, transition, and 
advection-dominant. It was shown that at small Péclet numbers the dispersion coefficient is independent of both 
matrix permeability and flow rate, while for high Péclet numbers (advection dominated) the flow rate and the 
matrix permeability become important.

To evaluate pore-scale flow and transport physical processes in a fracture-matrix system, micro-scale experimen-
tal research has been used. The model of Ling et al. (2016) presented simulation results of permeable obstruc-
tions with periodic structures assuming advective transport from fracture to matrix. In another study, Polak 
et al. (2003) used X-ray imaging to study NaCl diffusion into an artificially fractured chalk core. They studied 
both injection and clean-up of NaCl scenarios. Based on experimental results and measured concentration fields, 
they concluded that the clean-up process needs a much longer time, compared to injection of NaCl. The same 
visualization methodology was used at the core-scale by other researchers and similar conclusions were made 
(Alajmi et al., 2009; Zhu et al., 2007). Other experimental studies related to fracture-matrix transport focused 
on validating the continuum-scale models (Ling et al., 2018), the contribution of both diffusion and advection 
mechanisms (Wan et al., 1996), and estimation of the velocity field (Ahkami et al., 2019).

The present study extends the understanding of transport across the heterogeneity interface. Using a 
channel-porous media micromodel following objectives have been sought: impact of flow rate in the channel 
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on the mass exchange rate coefficient for a linear non-equilibrium mass exchange, impact of transport process 
(injection or removal of concentration) on the mass exchange rate coefficient, and spatial variability of transport 
regime in the porous medium. Unlike former experimental studies, our work provides detailed pore-scale images 
of the spatial distribution of ink (i.e., tracer) to quantify the mass exchange rate under different flow conditions 
during both loading and unloading experiments. Anomalies observed during the unloading process are discussed 
and a simple model is developed to explain the observations. This manuscript in organized as follows: after 
introducing the materials and methods, experimental procedure and image analysis are explained. Results related 
to the concentration profiles in the porous medium and channel sections, mass exchange between the porous 
medium and the channel, and the mass exchange rate coefficients and discussions are presented. Finally, the key 
conclusions and potential implications for the large-scale modeling works are discussed.

2. Materials and Methods
2.1. Micromodel Design and Fabrication

The micromodel was made of Poly-Di-Methyl-Siloxane (PDMS) and the pattern comprised a single channel 
connected to a porous medium (Figure 1a). The negative pore space pattern was imprinted on a silicon wafer 
by standard photolithography, which was used as a mold (Karadimitriou & Hassanizadeh, 2012). The PDMS 
material, filling the patterns on the silicon wafer, created the solid domain of the micromodel. This was fused 
to another PDMS slab to manufacture a percolating network of pores with constant depth and variable planar 
width. The structure of the porous medium was generated based on Voronoi diagram, which has the structure 
and connectivity of a generic porous medium (Ghassemzadeh et al., 2000; Wu et al., 2012). The distribution of 
pores width are shown in Figure 1b varied between 42 and 70 μm. The depth of the micromodel was 57 μm and 
the overall porosity of the porous medium was 0.33. The porous medium was 41.4 mm long and 8.4 mm wide. 
The channel was 1 mm wide. Given the constant depth for the channel and the porous medium and considering 
the reported channel width and average pore width, the permeability for the channel and porous medium were 
estimated to be 260 and 99 μm 2, respectively.

Figure 1. (a) Planar view and geometry of the channel-porous medium micromodel with marked boxes, illustrating the 
visualized windows using three digital cameras. The inlet and outlet areas were locally perforated in order to inject/extract the 
liquid. (b) Distribution of the normalized frequency of pore widths, which are in average 20 times narrower than the channel.
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2.2. Experimental Setup

The micromodel was horizontally positioned under a collimated LED light source for a uniform illumina-
tion over the micromodel. Subsequent to passing through the micromodel, the beam of light was redirected 
via a 50  ×  50  mm prism (Edmund Optics) into a magnifying lens (SONY Sonnar, f 1.8/135  mm). A set of 
three beam splitters (Edmund Optics) were positioned behind the magnifying lens, splitting the light into four 
identical beams, each being detected by a 5-Megapixel digital camera (Prosilica GC-2450). Given the relative 
position of the optical elements, one pixel of the captured image corresponding to a 5.4 × 5.4 μm area of the 
micromodel. A more detailed description of the experimental setup can be found elsewhere in former studies 
(Karadimitriou, 2013; Karadimitriou et al., 2012). The solute transport was studied by either injecting dyed water 
into the clean water-saturated micromodel (loading) or by injecting clean water into the dyed water-saturated 
micromodel (unloading). Three different flow rates, namely 0.01, 0.1, and 1 ml/hr of dyed water or clean water 
were injected using a syringe pump (Pump 11, Pico Plus Elite, Harvard Apparatus). The Reynolds number, calcu-
lated for the fastest flow rate in an enclosed tube of the same hydraulic diameter as the channel was 0.52. Reynolds 
number smaller than 1 indicates that the fluid flow inside the micromodel structure was laminar (Bear, 2013). 
A set of monochrome images were acquired using a fixed time interval for each flow rate during the loading 
and unloading experiments. Three cameras captured the partial length of the channel-porous medium system, as 
shown with marked boxes in Figure 1a. Note these boxes are larger than the representative elementary volume 
(REV) and averaged concentration in each box presents a Darcy-scale concentration.

2.3. Image Processing and Data Analysis

The resident solute concentration was calculated for the channel and the porous medium, separately. The intensity 
scale was inverted such that a pixel corresponding to the higher concentration of the solute was represented by a 
higher intensity value compared to a pixel in the clean water domain. For calculation of concentration from the 
gray-scale intensities, we performed a correlation between the measured concentrations and the gray-scale inten-
sities, which showed an exponential trend. Denoting a global maximum, Imax, and minimum intensity, Imin for a 
pixel throughout the sequence of images, the normalized intensity and the calibrated concentration for pixel i was 

determined by 𝐴𝐴 𝐴𝐴
′
𝑖𝑖
= (𝐴𝐴𝑖𝑖 − 𝐴𝐴min) ∕ (𝐴𝐴max − 𝐴𝐴min) and �� = �

(

1 − ��� ′�
)

 , respectively. a and b are calibration coeffi-
cients. Subsequently, the normalized average concentration of the solute in a region of Γ covering nΓ number of 
pixels is given by 𝐴𝐴 𝐴𝐴Γ =

1

𝑛𝑛Γ

∑

𝑖𝑖∈Γ 𝐴𝐴𝑖𝑖 , where Γ denotes the channel (f) or porous media (m) domains. Commonly, the 
mass exchange between the channel and porous medium has been proposed to be proportional to the concentra-
tion difference between the domains (Haggerty et al., 2004). So, the mass exchange rate coefficient versus time 
was defined as follows:

𝛼𝛼(𝑡𝑡) =
𝜕𝜕𝑡𝑡𝐶𝐶𝑚𝑚

𝐶𝐶𝑓𝑓 (𝑡𝑡) − 𝐶𝐶𝑚𝑚(𝑡𝑡)
 (1)

3. Results and Discussion
3.1. Channel-Porous Medium Interface Condition

The mass and momentum transfer across low and high permeability regions is significantly controlled by the 
permeability contrast and viscous stress at the interface. As shown in Figure 2a, the velocity profile in the channel 
does not follow a symmetric parabolic profile due to different side boundaries. While the top boundary of the 
channel is closed and can be assumed to be a no-slip boundary, the lower boundary is leaky. Thus, an asymmetric 
velocity profile is expected. This has been demonstrated by early time imaging of the concentration front in the 
channel. Using the acquired images during the experiments, deviation of the extremum of the solute concentra-
tion profile from the center of the channel was estimated as shown in Figure 2a. Since we could not measure 
the velocities at the interface between the channel and porous medium (that would require access to microPIV 
equipment), the deviation of the extremum will be a proxy of the slip condition. We defined the asymmetry factor 
as AS(x, t) = (H − H*(x, t))/H, which can change between −1 and 1. H denotes the half-width of the channel, and 
H*(x, t) denotes the distance between the leaky interface and the position of the extremum of the concentration 
front. Given the steady-state flow in the channel, we safely assumed that AS(x, t) = AS(x). AS(x) = −1 indicates 
that the concentration extremum is positioned at the non-permeable wall of the channel, and for AS(x) = 1, the 
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extremum of the concentration reaches the leaky interface. Variations of the asymmetry factor along the channel 
for two rates of 0.1 and 1 ml/hr are shown in Figure 2b.

At the inlet of the channel, AS(0) is almost zero, which indicates the symmetric velocity profile at the inlet. 
However, close to the half-length of the channel, the asymmetry factor increases to 0.5–0.6 and then decreases 
along the second half of the length as explored below. Moreover, the trends of the asymmetry factor were 
fairly similar for both injection flow rates. Considering the variation of the asymmetry factor along the channel 
(Figure 2c), we can speculate that the normal component of velocity (uy) at the interface is at maximum (normal 
toward the porous medium interface) just after the inlet (∂xAS is negative). In the half-length distance, ∂xAS ≈ 0, 
which indicates uy ≈ 0. After the half-length distance, again the magnitude of uy increases but with a direction 
toward the channel. With increase of the injection rate in the channel, the normal velocity (as well as the slip 
velocity) increased, as expected. Similar results were reported computationally in the recent work of Weishaupt 

Figure 2. The channel-porous medium interface condition. (a) schematic presentation of velocity profile in the channel and streamlines in the porous medium, inset: 
Deviation of the extremum of the front solute concentration profile from the center of channel, due to the permeable interface between the channel and the porous 
medium. The black and gray wavy arrows inside the circle indicate the general direction of diffusion during loading and unloading, respectively (b) The asymmetry 
factor along the channel at flow rates of 0.1 and 1 ml/hr and (c) gradient of the asymmetry factor along the channel.
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et al. (2019), who combined Stokes flow and pore-network modeling. These results clearly show the mass and 
momentum exchange between the channel and porous medium control the solute transport in the porous medium. 
As expected, the injected fluid initially mixes with and displaces the fluid in the channel due to the larger hydrau-
lic permeability of the channel compared to the porous medium. However, due to the structure of channel-porous 
medium interface and resulting transverse velocity, the boundary conditions play a role in the solute transport 
into/out of the porous medium. This will be further discussed by looking at the concentration profile in the porous 
medium.

3.2. Resident Concentration Profiles in the Porous Media and the Channel

The resident concentration front shapes are distinctly different during loading and unloading processes, as depicted 
in Figure 3 for an average resident concentration of 0.5 in the porous medium. The experimental constraints did 
not allow to record images near the injection point. However, the consistency of spatial concentration pattern in 
fracture for numerous repetition of experiment excludes the presence of randomly positioned residues of ink and 
reported concentration maps are not due to ill-defined or uncontrolled injection effect.

For the case of loading, the advective transport flux (J = cv) is normal toward the porous domain in the left 
half of the system (upstream) and is outwards the porous medium in the right half of the system (downstream). 
v stands for the pore velocity. In the case of diffusive transport flux J = −D∇c (D stands for the the hydrody-
namic dispersion which is the summation of mechanical dispersion and diffusion), it is always toward the porous 
medium in the case of loading and it is outwards the porous medium in the case of unloading as the the resident 
time in the channel is much smaller than that of the porous medium. As a result, during the loading in the left 
half of the system, the advective and diffusive fluxes are co-current and in the right half of the system, they are 
counter-current. For the case of unloading processes, the advective and diffusive fluxes are counter-current in the 
left half and they are co-current in the right half of the domain. Therefore, significantly different concentration 
fields have been developed for the loading and unloading processes. Also, since the advective transport highly 
depends on the injection rate, the spatial concentration field during the unloading process at higher flow rates, 

Figure 3. Snapshots of the concentration field in the channel and porous medium during dyed-water injection (loading) and clean water injection (unloading) at 
injection rates of 0.01, 0.1, and 1 ml/hr. The field of view shows stitched images taken by 3 cameras at the same time. Average concentration in the porous medium in 
all images is 0.5.
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namely 0.1 and 1 ml/hr portrayed larger solute concentration close to the left boundary of the porous domain 
compared to the center of the field (Figures 3d and 3f). These results are in agreement with the schematic stream-
line presentation in Figure 2a.

Notably, there is an effect of the flow rate as well as the porous medium boundary on the concentration fronts. 
At the slowest injection rate for the unloading process (i.e., 0.01 ml/hr water injection), the effect of the closed 
boundaries of the porous domain (left, right, and bottom sides) is not significant, Figure 3b. However, with an 
increase of the flow rate (i.e., 0.1 and 1 ml/hr water injection) the impact of the closed boundaries becomes 
significant, Figures 3d and 3f. Results clearly show that the longitudinal and lateral dispersion components are 
significantly different at high injection rates. This behavior is less visible in the former micromodel study of 
Ling et al. (2018), where a high porosity and very regular solid space with smooth round boundaries was used. 
However, unlike our system, the channel-porous medium mass exchange rate was fully controlled by diffusion. 
Also, the impact of shear velocity on the transport was fully ignored in their proposed analytical solutions.

The multi-modal behavior (Siirila-Woodburn et  al.,  2015) of the resident concentration curve in the present 
study is presented in Figure 4. This clearly indicates that there are regions of contrasting flow velocity in the 
channel-porous medium system due to transverse dispersion, which strongly change with the position with 
respect to the heterogeneity interface. The multi-modal behavior also strongly change with the process as they 
are visible in the unloading process, while in the loading process, the concentration profiles are still Fickian. To 
address the effect of lateral dispersion on change of resident concentrations, a simple model has been proposed 
which will be discussed in the next section.

The temporal change of resident concentrations for each window and the total field of view are shown in Figure 5. 
The concentration calculations were done separately for the channel and the porous domain. Note that the left 
column is associated with the loading case and the middle column is associated with the unloading case and 
the right column shows the mass-exchange rate coefficient for loading and unloading with time. The presented 
resident concentration curves for the loading process follow closely the so-called S-shape behavior observed in 
Fickian transport (Berkowitz, 2002). However, during the unloading process, the resulting curves do not follow 
the classical Fickian transport profiles. There is a slow-down period in the curves (Figures 5e and 5h), at which 
the change of concentration in the porous medium does not follow the Fickian profile.

This behavior is more significant at high injection rates during the unloading process due to the significant 
difference between the advective and diffusive time scales. The slow-down period starts at 1,050, 1,230, and 
1,500 s for windows 1 to 3, respectively for the injection rate of 0.1 ml/hr (Figure 5e). These times correspond 
to injected pore volumes (PV, defined as the volume of the void space in the channel and porous domain in one 
window) of 9.2, 9.9, and 11.2, respectively. Similarly, for the injection rate of 1 ml/hr in Figure 5h, the slow-down 
period starts at 130, 160, and 190 s for windows 1 to 3, respectively, corresponding to 12.3, 12.7, and 13.4 PV, 
respectively.

3.3. Mass Exchange Across the Heterogeneity Interface

While the injection rates for the loading and unloading processes are identical, the slow-down period was only 
observed in the two higher rates during the unloading as shown in Figures 4 and 5. This behavior implies the 
importance of counter-current mass flux during the unloading. While advective transport is from the channel 
toward the porous domain, the mass transport by diffusion, or chemical potential difference, is from the concen-
trated regions in the porous domain toward the channel. Therefore, at the slow-down period, it seems that the 
magnitudes of these two transport mechanisms are more or less similar. In the channel, a similar behavior was 
also observed. The concentration profiles in the channel indicate the slow-down period around 700–1,100 s for 
the flow rate of 0.1 ml/hr, and 90–160 s for 1 ml/hr. The values do not vary between different windows due to the 
high velocities in the channel. Such slow-down periods were not observed during the loading process as advection 
and diffusion were both mainly acting in the same direction.

The mass exchange rate coefficient (α using the linear non-equilibrium model in Equation 1) versus time for 
both unloading and loading processes are shown in Figures 5c, 5f and 5i. varies significantly (3–4 orders of 
magnitude) with time, which highlights how inaccurate the concept of a constant mass exchange rate coeffi-
cient is. Similar results for variable mass exchange rate coefficients were reported by Hasan et al. (2019) and 
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Karadimitriou et al. (2016). The right column of Figure 5 illustrates the non-uniqueness of the mass exchange rate 
coefficients, which vary strongly with the injection flow rate.

During the unloading process, the mass exchange rate coefficient (α) exhibits oscillatory behavior for all windows 
at 0.1 and 1 ml/hr flow rates. We speculate that the oscillatory behavior is due to the multi-directional disper-
sion in the porous medium. As a result, the scalar mass exchange rate coefficient cannot correctly capture the 
dynamics of the mass exchange, which is controlled by the tensorial nature of the transport in the channel and 

Figure 4. Local concentration curve averaged over the length of the porous medium at difference distances of 0.15, 0.5, and 
0.85 of porous medium width (respect to the heterogeneity interface, see Figure 2). Concentration changes are presented for 
the loading and unloading at three flow rates of 0.01, 0.1, and 1 ml/hr.
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porous domain. Such oscillations in the mass exchange rate coefficient confirm the complex character of mass 
exchange across heterogeneity interfaces. Besides porous media characteristics such as pore morphology and 
permeability tensor, the mass exchange is strongly dependent on the Péclet number variation across the interface 
(Ling et al., 2018). In summary, based on the provided experimental results, the behavior of the mass exchange 
rate coefficient is similar for all windows at the same flow rate, while the pattern seems to change as a function 
of the injection flow rate. This implies that α is highly sensitive to the flow rate and the hydrodynamic condi-
tions between the two domains. Note that due to the differences in the boundary conditions of the windows, the 
mass exchange rate coefficients are not identical for all of them. Given the flow direction from left to right,  the 
left boundary of the window three is open, in contrast to the window 1, where the left boundary is closed. 
The extremum of mass exchange rate coefficient for the flow rates of 0.1 and 1 ml/hr (Figures 5f and 5i) for 
the  unloading part appear to correspond to the slow-down period (Figures 5e and 5h).

To explicitly show the dependence of the mass exchange rate coefficient on the hydrodynamics in the channel, 
time-averaged mass exchange rate coefficient was calculated as a function of the injection rate for both loading 

Figure 5. (a and b, d and e, g and h) Normalized solute concentration as a function of time during the injection of dyed water/clean water at flow rates of 0.01, 0.1, and 
1.0 ml/hr. Concentration profiles were calculated for the channel and porous domains in each imaged window, separately. The overall resident concentration from the 
combined field of views are also presented. (c,f,i) Mass exchange rate coefficient during the loading and unloading as a function of time at three different flow rates.
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and unloading processes for all windows, as shown in Figure 6. The mass 
exchange rate coefficient increases with an increase of the injection rate, 
which highlights the shortcomings in the theoretical and modeling develop-
ments, where the hydrodynamic dependence of the mass exchange rate coef-
ficient is ignored. Also, the mass exchange rate coefficient during the loading 
is larger than unloading. This implies the impact of counter-current transport 
mechanisms (advection vs. diffusion), resulting in smaller mass exchange 
rate coefficients. The error bars show the Q50 (median) variation of the mass 
exchange rate coefficients during the averaging time period.

Comparison between experimentally obtained and theoretically predicted 
mass transfer coefficients poses a few challenges when the inverse analysis 
(fitting of the breakthrough curve) by means of integro-differential approach 
is being employed. The multi-modal predictions/methodology most often rely 
on a single-pulse injection signal (Boon et al., 2017; Moreno & Tsang, 1991). 
Some models do not allow the mass exchange between the transport chan-
nels (Maloszewski et  al.,  2005) or the number of considered channels are 
reduced to channel and porous medium only (Moreno & Tsang, 1991). In our 
study, the solute inflow was continuous compared to the time of the experi-
ment, and mass transfer took place over the entire length of the heterogeneity 
interface; given the observed slipped velocity phenomena and likely there 
were separate flow pathways in porous domain (note the appearance of local 
peaks in Figures 4d and 4f and Figures 5e and 5h). Multi-rate mass transfer 
models commonly employ the analytical formula for the memory function 
(Wang et al., 2005). However, at least two distinct slopes are distinguisha-
ble (Figure 4), and thus likely distinct formulas for memory function should 
be applied (Haggerty et al., 2000). The breakthrough curve de-convolution 

is necessary before the application of any multi-rate model like multi-rate mass transfer, CTRW, or fractional 
advection-dispersion. This is explored in the next section provided in the following section. An interesting inter-
pretation of anomalous transport in heterogeneous or fractured porous domain has been proposed by Edery 
et  al.  (2016) where the role of transverse transport/flow is emphasized. Given the geometry of the induced 
flow pathways in the porous domain, this could be likely a factor of the anomalous behavior of transport in the 
discussed micromodel, which has been discussed in the next section.

Given that the viscosities of dyed water and clean water are similar and non-Fickian behavior is only visible 
during the unloading process, there should be a nonlinearity in advection versus diffusion. To be specific, the 
advection and diffusion act in the same direction during the loading process. However, given that diffusion is 
governed by the chemical potential gradient, it acts in the opposite direction of advection during unloading. A 
potential reason for this non-linearity might be the non-linear diffusion (concentration dependent diffusion coef-
ficient) which has been formerly addressed in the literature Carey et al. (1995); Dunlop & Stokes (1951); Harned 
and Nuttall (1949); Matuura and Koga (1959); McCall and Douglass (1965). In the following section, we aim to 
test the effect of both counter-current transport fluxes as well as the non-linear diffusion on the evolution of the 
resident concentration field.

4. Modeling-Assisted Interpretation of Results
As discussed earlier, examining the experimental data in Figure 4, the following key observations can be made: 
Observation (1) At a given injection rate, all the unloading experiments demonstrated longer time scale compared 
to the loading ones. Observation (2) Only during unloading experiments, local concentration (∂tC = 0) remained 
constant for a period of time, referred to as the slow-down period. The farther from the channel-porous medium 
interface, the slow-down period happens at smaller concentrations.

To capture these two key observations we propose a simple one-dimensional model, resembling the path flow-
ing a streamline in the porous medium Section 2. Note the velocity field and concentration transport field are 
two-dimensional and reducing one dimension imposes significant simplifications as the boundary conditions of 

Figure 6. Time-averaged mass exchange rate coefficient as a function 
of injection rate in the channel. The error bars are referring to the Q50 of 
variation of α over the time period. During the loading the mass exchange rate 
is larger than that during the unloading.
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the 1D domain is controlled by the 2D nature of transport. One-dimensional 
advection-dispersion is solved

𝜕𝜕𝑡𝑡𝐶𝐶 = −𝜕𝜕𝑥𝑥 (𝑣𝑣𝐶𝐶 −𝐷𝐷𝜕𝜕𝑥𝑥𝐶𝐶) (2)

D denotes the hydrodynamic dispersion, which is the summation of mechan-
ical dispersion and molecular diffusion: D  =  Dh  +  Dm. As hydrodynamic 
dispersion can be presented as Dh = αdv, in which α denotes the dispersivity, 
then we can write:

𝐷𝐷 = 𝛼𝛼𝑑𝑑𝑣𝑣 +𝐷𝐷𝑚𝑚 (3)

Please note the molecular diffusion and effective diffusion in porous media 
will be different. To test the hypothesis whether with a constant effective 
diffusion coefficient, unloading will be slower than the loading experiments, 
we simulated experiments with constant concentration at the inlet and no 
dispersion of concentration (∂xC = 0) at the outlet. Figure 7 show that regard-
less of flow rate for advective or diffusion regime, the transport time scales are 
identical for the loading and unloading conditions. Thus, it can be concluded 
that either advective forces or diffusion forces need to behave differently for 
the loading or unloading processes. Recently Erfani et al.  (2021); Y. Chen 
et al. (2021); Z. Chen et al. (2022) have also reported a larger time scale for 
unloading versus loading. Based on the the former studies which reported 
concentration-dependent diffusion coefficient (Carey et al., 1995; Dunlop & 
Stokes, 1951; Harned & Nuttall, 1949; Matuura & Koga, 1959; McCall & 
Douglass, 1965), we have proposed an empirical function for the diffusion 
coefficient as follows:

𝐷𝐷𝑚𝑚 = 𝐷𝐷
0

𝑚𝑚 (1 + 𝛽𝛽𝛽𝛽
𝛾𝛾
) (4)

For the same flow velocity and other system parameters but β and γ equal to 2 and 3, respectively, it is clear that 
loading process is faster than the unloading one.

This conceptual results show that although the counter-current fluxes happen for the unloading process, they are 
not responsible for the difference in the time scale of processes and the nonlinearity in the diffusion (or any other 
nonlinearity in advection vs. diffusion) is responsible for the difference in the time scales.

Regarding the observation 2 which indicates ∂tC = 0, as explained earlier due to the counter-current advection 
versus dispersion during the unloading, these two fluxes may cancel out each other for a period of time. We 
conjecture that the outflow concentration of the model should be time-variable as the concentration field is 
two-dimensional, given the importance of the lateral dispersion and the two-dimensional transport field. Thus, 
we propose the outlet concentration as follows:

���� =
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⎪
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)
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� + �(� − ��)

2
√

��

))

, for unloading
 (5)

tc indicates the time at which the outlet concentration starts to change, which is due to the different veloc-
ity magnitudes in the porous medium depending on their distance to the interface with the channel. Please 
note the exact time of that is not known given the two-dimensionality of the porous medium. As a result of 
concentration-dependent diffusion coefficient and time-variable outlet concentration, loading and unloading 
curves at different velocities have been simulated and shown in Figure 8. The velocity magnitude will decrease 
with distance from the interface.

The trends of the curves are very much similar to the experiments reported in Figure 4 and clearly similar to the 
experiments, the slow-down periods are only visible during the unloading process. With the increase of velocity, 

Figure 7. Average normalized concentration in a 1D model for a 
constant (red) and concentration-dependent (black) diffusion coefficient 
for both loading and unloading processes for the following conditions 
v = 1.15 × 10 −5 m/s, β = 2, γ = 3, L = 0.04 m, αd = 2 mm, Dm = 10 −8 m 2/s. 
Constant inlet boundry and ∂xC = 0 for outlet boundary were assigned.
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slow-down period happens at lower concentrations since the counter-current diffusion would hinder transport. 
Although the provided analysis justifies the hypothesis of this research, the proposed model can be further devel-
oped to a bundle of parallel 1D domains (similar to a bundle of tubes) at difference length and velocities to mimic 
the whole domain and by integration over the whole 1D systems, the residence concentration of the whole porous 
medium can be simulated. Finally, we would like to emphasize that these learning of these experimental results 
and the model can play a significant role in understanding and modeling of large-scale transport problems. In 
subsurface applications such as nitrate contamination (Wang et al., 2016) a very long lag time has been observed 
between the nitrate contamination (loading) and time scale of nitrate release in the subsurface (unloading). The 
findings of this study may provide further explanations to this huge lag time, especially give the small advective 
forces in the subsurface.

5. Conclusions
Heterogeneity interface introduces major complexity due to mass and momentum exchange at the interface. 
Additionally, the complex nature of dispersion (its tensorial behavior and dependence on flow conditions) and 
upscaling transport as well as mass exchange across the heterogeneity interface is very challenging. In the present 
study, we designed and fabricated a micromodel comprising a single channel in contact with a rectangular porous 
domain, which is closed from other three sides. Using optical imaging, the resident concentration in the channel 
and porous domain at three different injection rates were characterized and the mass exchange rate across the 
interface - as a Darcy-scale entity - were quantified.

Results indicate that at heterogeneous porous media, given the tensorial behavior of dispersion, mass exchange 
cannot be simply captured by a constant scalar value and a robust physical-based mass exchange relation is miss-
ing. Moreover, our experimental observations showed that change of resident concentration with time during 
loading and clean up were fundamentally different. The resident concentration profiles during the loading were 
Fickian at different rates, while they were strikingly non-Fickian during the unloading, especially at higher injec-
tion rates. Note the porous medium and hydrodynamic conditions were identical. These observations open new 
questions to identify the physical reasons behind the asymmetric transport behavior during loading and unload-
ing. One potential reason can be the non-linear effective diffusion (concentration dependent diffusion coefficient) 
as discussed in the literature.

The results indicated the following key findings: (a) mass exchange across the heterogeneity interface was not 
constant and it strongly changed with the hydrodynamic conditions; higher injection rate led to larger mass 
exchange rate, (b) mass exchange rate coefficient during loading was larger than that under unloading for 
the same dynamic conditions, (c) there should be a nonlinearity between the advection and diffusion (e.g., 
concentration-dependent diffusion) which is responsible for the larger time-scale of the unloading concentration 

Figure 8. Average normalized concentration in a 1D model for a concentration-dependent diffusion coefficient and time-variable outlet concentration as a result of 
Equation 5.
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profiles, (d) the concentration-dependent counter-current advection-diffusion fluxes lead to slow-down periods, 
which are visible only during the unloading process.

Data Availability Statement
Raw data were generated at the IMPRES micromodel laboratory. Derived data supporting the findings of this 
study are available from the corresponding author (VN) on request.
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