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The problem of online threats and abuse directed at public figures could potentially be
mitigated with a computational approach, where sources of abusive language are better
understood or identified through author profiling. However, abusive language constitutes
a specific domain of language that is untested on whether differences emerge based on
personality, age, or gender of text authors. The present study presents a unique data set of
789 abusive messages directed at politicians. It examines statistical relationships between
author demographics of text authors and (abusive) language, then uses a machine learning
approach to predict personality, age, and gender based on language in the texts. Results
showed that (a) personality traits could be determined within 10% of their actual value,
(b) age was determined with an error margin of 10 years, and (c) gender was classified
correctly in 70% of the cases. Even though we found statistically significant relationships
between language use and demographics, prediction performance was poor when
compared to previous research on author profiling. Therefore, we suggest that further
research is needed before author profiling systems can be of significant value within the
context of abusive language and threat assessment.

Public Significance Statement
We test the feasibility of determining author characteristics (personality, age, and
gender) through language, focussing specifically on threats and abuse directed at
public figures. Results show that there are indeed statistical relationships between
author characteristics and language use in abusive texts. However, machine learning
prediction of author traits through language remains error prone.
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In June2016, a far-right terroristmurderedLabour
Party MP Jo Cox during the European Union refer-
endum campaign in theUnitedKingdom (Cobain&
Taylor, 2016). Prior to the U.K. elections in Decem-
ber 2019, a record number of female MPs stood
down citing the constant abuse and threats they
endure (Perraudin&Murphy, 2019). Violent threats
to politicians and public figures remain a serious
problem, in particular, due to the rise of threats
communicated over the internet. Computational lin-
guistics can play a key role in better understanding
and mitigating this social phenomenon.
In recent years, studies increasingly attempted to

understand and detect abusive language and hate
speech. These include studying abusive posts on
social media, comment sections and forums
(Nobata et al., 2016; Waseem & Hovy, 2016), or
online extremist language use (Figea et al., 2016;
Scrivens et al., 2018). Some studies aim to “profile”
the authors of text, examining language use to
estimate, for example, the age, gender, and person-
ality of the author. For instance, measures of per-
sonality through language are utilized in a tool
aimed at assessing risk of violence in written com-
munication (Akrami et al., 2018). While such an
approach may be of particular interest to threat
assessmentpractitioners and lawenforcement agen-
cies to triage online threats, we argue that author
profiling in this domain requires further testing
before it can be successfully deployed in practice.
Although a large body of wider research exam-

ined the relationship between writing and person-
ality (Pennebaker&King, 1999), age (Pennebaker
&Stone, 2003), andgender (Newmanet al., 2008),
the majority have obtained small effects (Azucar
et al., 2018; Qiu et al., 2012). A few have used
linguistic variables to predict author characteris-
tics, but classification accuracyvarieswidely from,
for example, 45%-92% (personality; Argamon
et al., 2005; gender; Burger et al., 2011; age;
Nguyen et al., 2013; personality; Preotiuc-Pietro
et al., 2016). However, it has yet to be examined
whether there is a relationship between personality,
age, and genderwhen individualswrite abusive text.
For instance, do highly extraverted or narcissistic
individuals write an abusive message differently
than people who score low on these traits? Do
men use more violent language than women?
Whether aspects of abusive language can be used
to infer one’s personality, age, and gender also
remainsuntested.Theseendeavorswillbeespecially
important in the context of assessing violent threats
directed at public figures, or other threat assessment

purposes where a computational approach may
increase insight and reduce human workload.
The present study presents an experiment in

which participants write a neutral, nonoffensive
text, aswell as an abusive text directed at a politician.
Our aim is to (a) examine relationships between
author characteristics (personality, age, and gender)
and neutral and abusive language, and (b) predict
author profiles based on the linguistic characteristics
of neutral and abusive texts. In our view, this is an
important endeavor because author profiling is gain-
ing traction within the field of violence research
(Kop et al., 2019; Neuman et al., 2015) and threat
assessment tools (Akrami et al., 2018) developed for
possible use in practice. Therefore, it is crucial to test
whether author profiling approaches can indeed be
generalized to the domain of abusive language
where the feasibility of author profiling thus far is
unknown. Before discussing previous research on
author profiling, we examine the issue of harass-
ment and threats directed at public figures.

On- and Offline Threats to Public Figures

Politicians and other public figures are at an
increased risk of threats of violence, stalking, and
harassment as a result of their visibility. This problem
has been identified in a large number of countries. For
instance, of 239 surveyed MPs in the United King-
dom, a majority reported being the victim of either
intrusive and aggressive behaviors (81%) or stalking
and harassment (53%; James et al., 2016). Similar
figuresemergedforpoliticians inNewZealand,where
87% of politicians experienced unwanted harass-
ment, and 50% of MPs reported being approached
by their harassers (Every-Palmer et al., 2015). In
Norway, 82% of politicians experienced unwanted
behavior or threats ((Bjørgo & Silkoset, 2018).
Several different samples of publicfigure attack-

ers identify high rates ofmental health disorders. In
a study of nonterrorist attackers on politicians in
Western Europe between 1990 and 2004, almost
halfwerepsychotic (Jameset al., 2007).Thosewith
mental disorders were responsible for the more
serious and fatal attacks (James et al., 2007).
Several countries set upFixatedThreatAssessment
Centres (FTAC), where mental health profes-
sionals andpolice collaborate to assess andmanage
risks posed by individuals who have pathological
fixations on politicians, royalty, or other public
figures (James et al., 2010). In cases from the
U.K. FTAC, 83.6% of individuals suffered serious
mental disorders (James et al., 2009), while 70%of
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cases in the Australian Queensland FTAC had a
formal psychiatric diagnosis (Pathé et al., 2015). In
an analysis of 4,387 cases of threatening contact to
U.S. members of Congress, individuals who
engaged in problematic approach behavior were
significantly more likely to have a prior criminal
record and display signs of serious mental illness
(Scalora et al., 2002). Other research has pointed to
an increased polarization of political debate, facili-
tated by online communication, leading to greater
number of threats (Lelkes et al., 2017). In an over-
view and analysis of problematic approaches to
public figures in the United States, the authors
note that individuals who wrote to celebrities with
“an excessive sense of self-importance or unique-
ness (grandiosityornarcissism)”weremore likely to
approach (Dietz & Martell, 2010). The character-
istics of public figures (politicians) themselves have
also been reported to play a role, with (younger)
females and ethnic minorities receiving more abuse
and threats (Inter-Parliamentary Union, 2016).
Importantly, a large amount of abuse and threats

to public figures now occurs online. In a study of
270,000 tweets directed at 573 U.K. MPs, 62% of
MPs receivedat least oneabusive tweet in a2-month
timeframe (Ward & McLoughlin, 2020). Recogni-
tion (measured by number of Twitter followers and
mentions)was positively correlatedwith the amount
of abuse. While male MPs received almost twice as
many abusive tweets than female MPs (3% of male
MPsreceivedabusevs.1.7%infemaleMPs), female
MPs were highly overrepresented in the group
receiving hate speech tweets (86% of hate speech
targets were female). Therefore, the authors suggest
that the abuse MPs receive depends on gender and
could potentially be viewed as more threatening for
females (Ward & McLoughlin, 2020).
The nature of online communication has also

beenviewedascontributingelement toonlineabuse
and threats (Ward & McLoughlin, 2020). The
relative ease and low cost of online communication
havebeenraisedasan important factor,whileonline
anonymity is said to promote disinhibition (Rowe,
2015). As a result, individuals may express views
and abuse without fearing sanction (Ward &
McLoughlin, 2020). The anonymity of internet
users makes it particularly difficult to gain informa-
tion about the demographics of threateners, or even
to identify possible suspects in a law enforcement
context. Resultingly, author profiling based on
language may provide a possible solution. In the
next sections, we describe previous research on the
correlates between language use and author

characteristics, as well as previous attempts at pre-
dicting author characteristics from language.

Linguistic Correlates of Author
Characteristics

Early studies using automated approaches to
studying language departed from the assumption
that linguistic content and style differ between in-
dividuals (Pennebaker&King, 1999). Specific traits
such as the Big Five personality traits (Openness,
Conscientiousness, Extraversion, Agreeableness,
and Neuroticism) were correlated with certain lin-
guistic characteristics, such as the use of negative
emotion words, negations, and present tense verbs
(Pennebaker & King, 1999). Linguistic variables
were measured with Linguistic Inquiry and Word
Count software, which can be used to measure
descriptive categories (e.g., words per sentence,
words longer than six characters), grammatical cate-
gories (e.g., pronouns, articles), psychological con-
cepts and processes (e.g., power, positive emotion),
personal concern categories (e.g., family, money),
informal language (e.g., swearing, filler words),
and punctuation (e.g., periods, commas) in text
(Pennebaker et al., 2015). Measurements are based
onword count, in that the LIWC reports the number
(proportion) of words found in a document that
relate to each category. For the linguistic assessment
of personality, the LIWCwas applied to a sample of
psychology students’ writing samples (N = 1,203),
who wrote a “stream-of-consciousness (SOC)”
essay describing current thoughts, feelings, and
sensations (Pennebaker & King, 1999). Results
showed small positive correlations between neuro-
ticism and negative emotion words (r = 0.16), and
a positive correlation between positive emotion
words (r = 0.15), social references (r = 0.12),
and extraversion. Other endeavors showed correla-
tions of r = 0.23 between personality traits and
LIWC categories (Hirsh & Peterson, 2009).
A possible effect of age on language has also

been examined. In a large-scale study, references
to the self and others decreased with age, as well
as an increase of present- and future-tense
over past-tense verbs with age (Pennebaker &
Stone, 2003). Aging was also associated with an
increase in positive emotion words (r= 0.05) and
a decrease in negative emotion words (r=−0.04;
Pennebaker & Stone, 2003). Gender differences
in language emerged in a study of 14,324 text
samples including stream-of-consciousness es-
says (Newman et al., 2008). Women more
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often used LIWC dimensions such as pronouns (r
= 0.18) and social words (r = 0.10).

Predicting Author Characteristics
From Language

Besides the study of linguistic correlates of author
profiles, linguistic information has also been used to
predict personality traits, age, and gender using a
machine learning approach. In one prediction exam-
ple, participants completed a personality question-
naire andwrote stream-of-consciousnessessays (i.e.,
expressing their current thoughts and feelings), after
which the traits neuroticism and extraversion were
predicted (Argamon et al., 2005). A binary classifi-
cation task was performed, where participants were
either high (top third) or low (bottom third) scoring
on the traits. Various psycholinguistic measures
(such as the LIWC) were used as features, and the
average classification accuracy was 58% (Argamon
et al., 2005). In a similar effort, n-grams (i.e., word
occurrences) were used as features to predict Big
Five scores in several binary and multiclass predic-
tion tasks (Oberlander & Nowson, 2006). Accura-
cies ranged from 45% to 100% depending on the
task, personality trait, and feature set (Oberlander &
Nowson, 2006).
Importantly, personality traits are considered

more accurately conceptualized as continuous con-
structs rather than as binary or categorical variables
(Haslam et al., 2012). Some prediction efforts esti-
mated traits ona continuous scale, usinga regression
approach. This has, for example, been done for Big
Five personality impressions (i.e., third-person an-
notations) of YouTube vlogger videos using the
LIWC (Farnadi et al., 2014). The best performance
was achieved for conscientiousness (RMSE = 0.64
onascaleof1-7,R2=0.18).Anotherstudypredicted
Dark Triad traits (narcissism, Machiavellianism,
and psychopathy) from Twitter data including
unigrams, LIWC categories, and profile picture
features, with ground truth established through a
self-report survey (Preotiuc-Pietro et al., 2016). The
best model showed a correlation of 0.25 between
predicted and observed values (Preotiuc-Pietro
et al., 2016). In another study, both regression
and classification tasks were used for Big Five
and Dark Triad prediction with LIWC measures
of Twitter profiles as features (Sumner et al., 2012).
Prediction performance was poor for both tasks,
even though the authors identified correlations
between personality traits and LIWC categories
in the Twitter data (Sumner et al., 2012).

Various studies alsoworkedonpredicting ageand
gender. In the PAN1 2016 shared task on this topic,
the best performance for predicting five age classes
was 58.97% using stylistic features and vector re-
presentations of terms and documents (Rangel et al.,
2016).Genderwascorrectly classified75.64%of the
time using stylometric features (e.g., pronouns and
adjectives) and n-grams (Rangel et al., 2016). Age
has also been predicted on a continuous scale
using unigrams, with a mean absolute error; MAE
of approximately 4 years (Nguyen et al., 2013).
Furthermore, gender classification on Twitter using
n-grams achieved 91.80% accuracy when all tweets
from a profile were used (Burger et al., 2011).

Author Profiling Grievance-Fueled
Communications

Importantly, author profiling is also gaining
traction within violence threat assessment, for
example, when the source of an abusive, threaten-
ing, or extremist text posted online needs determin-
ing. The Profile Risk Assessment Tool (PRAT),
which is intended for risk assessment of violent
written communications, constructs a personality
profile of a text author (Akrami et al., 2018). The
profiles are constructed by means of IBMWatson
Personality Insights, which predicts Big Five traits
with models trained on word embeddings (i.e.,
words represented by vectors of other semantically
close words) from a large data set for which
personality traits of text authors were known.
IBM Personality Insights has also been used to
study the texts of “pseudocommando mass mur-
derers,” defined as individuals who “are obsessed
with weapons and meticulously plan their attack”
(Kopet al., 2019).Personality traitsmeasured in the
mass murderer texts were compared to population
medians, with the former scoring higher on open-
ness, but lower on extraversion and agreeableness
(Kopet al., 2019). Ina studyonprofiling the texts of
school shooters, personality profiles were con-
structed by means of semantic vector representa-
tions of text (Neuman et al., 2015). Distances were
computed between vectors for each school shooter
text and vectors representing traits such as narcis-
sism, but also for disorders such as paranoid
personality disorder, schizotypal personality dis-
orders, and depression. The same was done for
control samples of neutralwriting.After ranking all
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1 Plagiarism analysis, Authorship identification, and Near-
duplicate detection: https://pan.webis.de/

20 VAN DER VEGT, KLEINBERG, AND GILL

https://pan.webis.de/
https://pan.webis.de/
https://pan.webis.de/


texts on these measures, school shooter texts could
be identified by examining 3% of the entire corpus
(Neuman et al., 2015).
A notable approach to linguistically studying

grievance-fuelledcommunications is theGrievance
Dictionary, a psycholinguistic dictionary similar to
the LIWC, but specifically aimed at grievance-
fuelled language (van der Vegt et al., 2021). The
dictionary canbeused tomeasure concepts relevant
to threat assessment in text, such as categories
relating to violence, hate, paranoia, and weaponry.
Although the Grievance Dictionary has previously
been used to distinguish between violent and non-
violent writing samples (van der Vegt et al., 2021),
it has yet to be used for the specific purpose of
author profiling. The present study will explore the
use of both theGrievanceDictionary and theLIWC
for author profiling of abusive texts.

The Present Study

Since author profiling is increasingly applied
within the domain of understanding (potentially)
violent individuals and threat assessment, we recog-
nize the importance of testing (a) whether there are
statistically significant relationships between author
characteristics (personality, age, and gender) and
abusive language use, (b) whether author character-
istics can indeedbepredicted fromabusive texts.We
focus on personality due to its increased popularity
in violence and threat assessment research (Akrami
et al., 2018; Kop et al., 2019; Neuman et al., 2015),
whereas age andgendermaybe of particular interest
in practice to determine the source of an anonymous
threatening communication.

Method

Transparency Statement

Data, code, and supplemental materials are
publicly available on the Open Science Frame-
work: https://osf.io/ag8hu/.

Sample

Eight hundred participants were recruited
through the online crowdsourcing platform Pro-
lific Academic. Only adult U.K. citizens with
English as their first language were eligible.
Participants who failed the attention checks2

were excluded, resulting in a sample of 789.

Procedure

The study procedure was approved by the local
departmental ethics committee. Participants wrote
both a SOC essay about current thoughts and
feelings, and an abusive text directed at a politician.
Each task lasted for at least 3 min and participants
had to write at least 100 words. For the abusive
writing task,participants ratedeightU.K.politicians
from most to least favorite, then were assigned to
write about their negative thoughts and feelings
about their least favorite politician. They were told
they could be as insulting, abusive, and offensive as
they wanted. Finally, the participants completed
two personality questionnaires and were asked
about their gender and age. Data were collected
between 22 and 23 October 2019.

Personality Measures

In order to assess personality, two tests were
used. The HEXACO-60 (Ashton & Lee, 2009)
measures honesty–humility, emotionality, extra-
version, agreeableness versus anger, conscien-
tiousness, and openness to experience, on a scale
from 1= strongly disagree to 5= strongly agree,
with 10questions per trait (i.e., resulting in a score
between 1 and 50 per person). The Short Dark
Triad (SD3; Jones & Paulhus, 2014) measures
Machiavellianism, narcissism, and psychopathy
on aLikert scale from1= strongly disagree to 7=
strongly agree, with nine questions per trait (i.e.,
a score of 1-63 per person).

Writing Examples

Below, we provide a writing example (original
wording, anonymization added) for both the SOC
and abusive writing tasks.

Stream-of-Consciousness

I feel content and I am reasonably happy at this present
moment in time. It may be a challenging few months for
me and I am looking forward to the time ahead. Some
times I do feel at times that things get on top of me and
find it hard to get going in the morning. I think that the
future is bright for me and I fight on with perseverance
and determination even though I have had some set-
backs. I overall feel more confident and determined than
ever even though at times I doubt myself for a brief
moment.

T
hi
s
do
cu
m
en
t
is
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

P
sy
ch
ol
og
ic
al

A
ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le

is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al

us
e
of

th
e
in
di
vi
du
al

us
er

an
d
is
no
t
to

be
di
ss
em

in
at
ed

br
oa
dl
y.

2 Two questions asking participants to select a specific
response (e.g., strongly disagree) to continue.
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Abusive Writing

[POLITICIAN] you are a liar, a cheat, an abhorrent
person, your arrogance is beyond repair, you are deter-
mined to drag the country into the gutter, you are a
complete shit with total disregard for women, I hope you
die in regret of what you have dragged our country into,
we are now the laughing stock of [redacted], I hope you
rot, shame on you, you are possibly the worst politician
that we have ever had, you deserve a long and hard
punishment for what you’ve done, you utter prick,
please rot in hell for a long long time I hope.

Statistical Tests

Prior to performing the prediction tasks, we
tested to determine the presence of any statistically
significant relationships between author character-
istics (personality, age, and gender) andLIWC2015
variables (Pennebaker et al., 2015) as well as
Grievance Dictionary categories (van der Vegt et
al., 2021). We computed correlations for personal-
ity traits, applying a Bonferroni-corrected threshold
of 0.05/(89*9)=0.000062 for 89LIWCcategories
and nine personality traits, and 0.05/(22 * 9) =
0.00025 for22GrievanceDictionary categories and
nine personality traits. A Bonferroni correction
accounts for thepossibilityof inflated falsepositives
as a result of conducting multiple tests (for each
linguistic category and personality trait).
Multivariate regression assessed the effect of

age (and quadratic age, here: the absolute differ-
ence from age 40) on all LIWC2015 and Griev-
ance Dictionary categories, while controlling for
gender, following Pennebaker and Stone (2003).
To examine gender and language, we assessed
whether there is a multivariate effect of gender in
a MANOVA for all LIWC2015 categories fol-
lowing Newman et al. (2008). We did the same
for Grievance Dictionary categories. For both
analyses, we report Pillai’s Trace, a test statistic
(ranging between 0 and 1) that increases if the
(gender) effects are contributing more to the
model. Thereafter, we conducted univariate AN-
OVAs to demonstrate the direction and magni-
tude (reported usingCohen’sd effect size,Cohen,
1988) of gender differences in LIWC and Griev-
ance Dictionary categories.

Prediction Tests

All prediction and classification tests below
were performed for SOC and abusive writing
separately. In addition to the LIWC and Griev-
ance Dictionary measures of linguistic content,

we also examined prediction performance for
stylistic features (e.g., grammatical categories
in the LIWC, parts-of-speech, number of words).
For eachmachine learning task, we tested each of
the following feature sets:

1. Number of words (baseline model)
2. Stemmed uni- and bigrams: frequencies of

single words (e.g., “kingdom”) and word
pairs (e.g., “united kingdom”)

3. Parts-of-speech (universal POS tags from
the spacyr R package: (Benoit & Matsuo,
2020): frequencies of grammatical catego-
ries such as nouns, verbs, and pronouns.

4. All 89 LIWC2015 categories (Pennebaker
et al., 2015). In the abusive writing condi-
tion, we also include the proportion of
abusive language3 words in this feature set.

5. All 22 Grievance Dictionary categories
(van der Vegt et al., 2021)

6. Composite feature set: all of the above
features.

7. Filtered feature set: a selection of features
from the composite feature set, filtered using
a General Additive Model (Chouldechova
& Hastie, 2015), and included if there is a
functional relationship (p < .05) between
the feature and outcome variable, during 10
resampling iterations (Kuhn, 2010).

8. Pretrained word embeddings, using the
GloVe 6B corpus (Pennington et al.,
2014): each word is represented as a vector
of the cosine distance with 100 semantically
similar words from the corpus. These mea-
sures are then averaged in order to represent
each text as a function of 100 distances.

9. Pretrained Bidirectional Encoder Repre-
sentations from Transformers (BERT) lan-
guage model (base uncased model with 12
layers and 768 hidden nodes): similarly
represents words as a vector, but takes
into account contextual relations between
words through bidirectional training
(Devlin et al., 2019).

All taskswere performedwith a 10-fold cross-
validation on the training set. The training set
consisted of 80% of the data, and the remaining
20% of the sample was used as a hold-out test
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3 A composite measure of abusive language following
Kleinberg et al. (2021), measuring profane and racist lan-
guage from various dictionaries.
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set. Allocation to the training or hold-out test set
occurred randomly. The model was subse-
quently trained 10 times on 10 different random
samples from the training data. Then, the opti-
mal model was chosen to perform test set pre-
dictions on the test set (the held out 20%of data).
We could then evaluate the prediction perfor-
mance by comparing the predictions for the test
set to the actual observed values of this sample.
The prediction analysis included the follow-
ing steps:

• Predicting the HEXACO and Dark Triad
traits in isolation on a continuous scale (a
regression model using a Support Vector
Machine (SVM) algorithm). We report the
Mean Absolute Percentage Error (MAPE),
which represents the average prediction
error across all iterations in proportional
form. For instance, a MAPE of 10% on a
scale of 1-100 means predictions by the
algorithm were 10% (=10 points) off on
average.

• Predicting partitioned personality traits (binary
classification with a Naïve Bayes algorithm).
Following Celli et al. (2013), we performed a
median split on each personality trait. We
report classification accuracy, a measure re-
presenting the number of correct classifications
divided by all classifications performed.

• Predicting author age (regression with an
SVM algorithm). Performance metrics re-
ported are MAE and MAPE.

• Predicting author gender (male or female;
binary classification with a Naïve Bayes
classifier). Again, we report classification
accuracy.

Results

Descriptive Statistics

Mean age of the participants was 37 years (SD
= 12.73; 63.75% female). The average word
count for SOC writing was 120.51 words, and
120.62 for abusive writing, with no significant
order effect found for word count. We observed
differences between SOC and abusive writing
(i.e., manipulation check) for 60 out of 89
LIWC categories (adjusted p value of 0.05/89
LIWC categories). Furthermore, the average
number of abusive words in abusive writing
was 4.03, with a mean of 2.05 in SOC writing,

representing a difference of t(788) = 16.992, p <
.001, Cohen’s d = 0.60. The order in which
participants wrote texts did not affect the number
of abusive words written in the abusive text,
t(781.88) = −1.67, p > .05. Participants, who
wrote the SOC essay after the abusive text, used
somewhat more abusive words, t(745.86)= 4.12,
p < .001, albeit with a small effect size d = 0.29.

Personality

Correlations

In Table 1, we present significant correlations
between HEXACO and Dark Triad traits with
LIWC2015 (p< .000062) and Grievance Dictio-
nary (p < .00025) variables. Note that no signifi-
cant correlations were found for honesty,
agreeableness, conscientiousness, narcissism,
and Machiavellianism with any of the traits and
in neither of the writing conditions. In short, for
SOC writing we found significant relationships
for only three out of nine personality traits (i.e.,
emotionality, extraversion, andopenness), and11
out of 89 LIWC categories (i.e., personal pro-
nouns, first-person singular, negative emotion,
anxiety, tone, negation, cognitive processes, dif-
ferentiation, seeing, leisure, commas) and 5 out of
22 Grievance Dictionary categories (i.e., desper-
ation, grievance, loneliness, paranoia, and sui-
cide). For abusive writing, we saw effects for four
out of nine traits (i.e., emotionality, extraversion,
openness, and psychopathy) with 7 out of 89
LIWC (i.e., function words, pronouns, verbs,
cognitive processes, comma, sexual words, and
informal language) categories and 3 out of 22
Grievance Dictionary categories (i.e., hate, mur-
der, and violence). The effects ranged between r
= 0.14 and r= 0.24 for SOCwriting, and r= 0.14
to r = 0.20 for abusive writing.

Prediction

Next, we report personality prediction perfor-
mance for SOC (Table 2) and abusive writing
(Table 3). On average, honesty, emotionality,
extraversion, agreeableness, conscientiousness,
and openness (i.e., HEXACO traits) were predicted
in SOC writing with an error margin of 9.62 points
on a scale from 1 to 50 (MAPE = 19.24%), and
9.46 points for abusive writing (MAPE =
18.93%). The lowest average error in SOC
writing was 7.60 points (MAPE = 15.20%)
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for predicting conscientiousness, with equal per-
formance using the baseline model, parts-of-
speech, the Grievance Dictionary, the filtered
feature set, or word embeddings. For abusive
writing, this was the case for conscientious-
ness using the filtered feature set (average error
7.20 points, MAPE = 14.40%).
For Dark Triad predictions, the average error

ratewas 17.40 points on a scale of 1–63 (MAPE=
27.61%) for SOC writing and 17.07 points
(MAPE = 27.10%) for abusive writing. The
best performance in SOC writing was obtained

for predicting Machiavellianism, using either the
baseline model or the Grievance Dictionary
(MAPE = 17.70%). In abusive writing, Machia-
vellianismwas best predicted using word embed-
dings (MAPE= 17.60%). Importantly, a baseline
model using only number of words often out-
performed other feature sets. In both conditions,
n-grams, parts-of-speech, LIWC, the composite
and filtered feature sets, and the BERT language
model did not perform best for any of the traits.
We also performed binary classifications for

each personality trait (based on median splits on
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Table 1
Correlations LIWC and Grievance Dictionary With Personality Traits

Stream of consciousness Abusive writing

Dictionary Category r (R2) Dictionary Category r (R2)

Emotionality Emotionality
LIWC Per. pronouns 0.19 (0.04) LIWC Function words 0.15 (0.02)
LIWC 1st pers, sing. 0.20 (0.04) LIWC Pronouns 0.17 (0.03)
LIWC Neg. emotion 0.14 (0.02) LIWC Verbs 0.15 (0.02)
LIWC Anxiety 0.18 (0.03) Extraversion
GD Desperation 0.24 (0.06) GD Hate 0.14 (0.02)
GD Grievance 0.14 (0.02) Openness
GD Loneliness 0.15 (0.02) LIWC Verbs −0.15 (0.02)
GD Paranoia 0.15 (0.02) LIWC Cogn. processes −0.15 (0.02)
GD Suicide 0.14 (0.02) LIWC Comma 0.18 (0.03)
Extraversion GD Murder 0.20 (0.04)
LIWC Tone 0.15 (0.02) GD Violence 0.17 (0.03)
LIWC Negation −0.15 (0.02) Psychopathy
LIWC Cogn. processes −0.16 (0.03) LIWC Sexual words 0.15 (0.02)
LIWC Differentiation −0.16 (0.03) Informal language 0.15 (0.02)
LIWC Seeing 0.14 (0.02)
LIWC Leisure 0.15 (0.02)
Openness
LIWC Commas 0.19 (0.04)

Note. LIWC = Linguistic Inquiry and Word Count; GD = Grievance dictionary.

Table 2
SVM Prediction Performance for SOC Writing (Mean Absolute Percentage Error)

Model

HEXACO Dark Triad

Hon. Emot. Extr. Agr. Consc. Open. Narc. Mach. Psych.

Baseline 18.9 16.3 21.3 18.8 15.2 17.4 29.6 17.7 30.3
n-grams 23.1 18.0 24.3 21.4 18.0 19.9 33.7 21.9 34.8
POS 19.1 16.4 21.6 18.8 15.2 17.3 30.5 18.0 29.7
LIWC 21.0 16.8 22.6 20.0 15.8 18.8 31.5 19.5 32.2
Grievance 19.0 16.2 21.3 18.8 15.3 17.1 29.6 17.7 30.2
Composite 23.8 22.3 25.1 23.1 20.2 22.5 38.2 23.6 37.2
Filtered 20.1 15.8 22.4 19.8 15.2 17.8 30.6 18.3 29.5
Embeddings 19.1 16.1 21.1 18.6 15.2 17.2 29.3 17.5 29.5
BERT 21.4 18.2 25.7 19.3 16.5 19.3 30.4 20.5 34.5

Note. POS = Parts-of-speech; LIWC = Linguistic Inquiry and Word Count; BERT = Bidirectional Encoder Representations
from Transformers. Bold values represent the lowest MAPE across all traits and models.
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each trait), using the same features. In SOC
writing (Table 4), the highest accuracy (0.62)
was achieved for predicting openness (random
baseline=0.50) usingBERT.For abusivewriting
(Table 5), the highest accuracies (0.62) were
achieved in predicting openness using word em-
beddings. The baseline feature set was never the
top performer in either prediction task.

Age

First, we tested for possible statistical relation-
ships between age with LIWC and Grievance
Dictionary categories. In both writing conditions,
no significant effect of age or quadratic age (while
controlling for gender) on any of the LIWC2015
categories was found (all p > .00056, α-level
adjusted 89 LIWC categories) nor on any of the
GrievanceDictionarycategories (p> .0028,α-level
adjusted for 22 Grievance Dictionary categories).

The results of the age prediction task are pre-
sented in Table 6, which shows that the different
models predicted age with an average error of
about 10 years. For the prediction of age in SOC
writing, the best-performing model using the
filtered feature set achieved a MAE of 9.15 years
(MAPE = 24.61%). For abusive writing, best
performance was achieved using word embed-
dings as features achieving aMAE of 10.01 years
(MAPE = 27.04%).

Gender

Weobserved a significantmultivariate effect of
gender on LIWC2015 variables in SOC writing,
Pillai’s Trace = 0.30, F(178, 1,398) = 1.37, p <
.001. Significant differences between genders
(p < .00056), on individual LIWC categories
were also found, where a positive Cohen’s d value
means the category was used more by women.
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Table 3
SVM Prediction Performance for Abusive Writing (Mean Absolute Percentage Error)

Model

HEXACO Dark Triad

Hon. Emot. Extr. Agr. Consc. Open. Narc. Mach. Psych.

Baseline 19.0 16.3 21.3 18.8 15.1 17.0 29.3 17.8 29.2
n-grams 21.1 18.2 27.0 19.7 17.3 19.9 32.9 21.2 32.2
POS 19.5 15.9 21.7 19.3 14.7 15.6 29.5 17.9 29.4
LIWC 19.9 16.6 23.2 19.0 16.3 17.1 31.2 18.9 30.7
Grievance 19.0 16.3 21.2 18.8 15.1 16.8 29.3 17.8 29.4
Composite 22.9 20.3 27.7 21.0 17.9 20.6 37.0 22.5 34.7
Filtered 19.8 16.2 22.6 19.7 14.4 17.1 30.8 19.4 31.1
Embeddings 19.0 16.0 21.3 18.5 15.1 16.2 29.2 17.6 27.7
BERT 19.79 19.44 22.96 19.60 17.58 19.22 34.50 19.89 30.73

Note. POS = Parts-of-speech; LIWC = Linguistic Inquiry and Word Count; BERT = Bidirectional Encoder Representations
from Transformers. Bold values represent the lowest MAPE across all traits and models.

Table 4
Classification Results Stream-of-Consciousness Writing (Accuracy)

Model

HEXACO Dark Triad

Hon. Emot. Extr. Agr. Consc. Open. Narc. Mach. Psych.

Baseline 0.52 0.49 0.50 0.52 0.46 0.46 0.49 0.50 0.53
n-grams 0.54 0.46 0.58 0.48 0.52 0.52 0.49 0.49 0.49
POS 0.50 0.52 0.52 0.51 0.50 0.52 0.45 0.52 0.56
LIWC 0.57 0.48 0.56 0.62 0.50 0.53 0.47 0.52 0.55
Grievance 0.56 0.50 0.49 0.56 0.47 0.52 0.48 0.48 0.49
Composite 0.50 0.46 0.54 0.49 0.51 0.58 0.55 0.49 0.51
Filtered 0.54 0.55 0.54 0.50 0.51 0.52 0.55 0.52 0.50
Embeddings 0.58 0.51 0.55 0.55 0.48 0.60 0.41 0.58 0.48
BERT 0.52 0.52 0.49 0.61 0.58 0.63 0.50 0.51 0.46

Note. POS = Parts-of-speech; LIWC = Linguistic Inquiry and Word Count; BERT = Bidirectional Encoder Representations
from Transformers. Bold values represent the highest accuracy across all traits and models.
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That is, men used more analytical language
(d = −0.34), whereas women used more pronouns
(d = 0.27), personal pronouns (d = 0.30), first-
person singular (d = 0.28), verbs (d = 0.35),
discrepancies (d = 0.27), focus on the present (d
= 0.26), and apostrophes (d = 0.28). We also
observed a significant multivariate effect of gender
on all Grievance Dictionary categories, Pillai’s
Trace= 0.07, F(22, 764)= 2.79, p< .001. Signifi-
cantdifferencesbetweengenderswere found for the
categories desperation (d = 0.38), grievance
(d = 0.24), and soldier (d = −0.30).
For abusive writing we also found a multivari-

ate effect on LIWC categories, Pillai’s Trace =
0.32, F(178, 1,398) = 1.47, p < .001. Significant
differences between genders (p < .00056) were
found, with men using more analytical language
(d = −0.44), articles (d = −0.32), and sexual

words (d=−0.24). In contrast, women usedmore
function words (d = 0.41), pronouns (d = 0.47),
personal pronouns (d = 0.47), first-person sin-
gular (d= 0.31), auxiliary verbs (d= 0.33), verbs
(d= 0.51), social words (d= 0.33), present focus
words (d= 0.45), and apostrophes (d= 0.26).We
also observed a significant multivariate effect of
gender on all Grievance Dictionary categories,
Pillai’s Trace= 0.07,F(22, 764)= 2.79, p< .001.
Significant differences between genders were
found for desperation (d = 0.38), grievance
(d = 0.24), and soldier (d = −0.30).
Results for the gender classification task are

presented in Table 7. For the prediction of gender
in SOC writing, the highest accuracy of 0.64 was
achieved using parts-of-speech as features. For abu-
sive writing, best-performing prediction accuracy
was 0.70, again using parts-of-speech. It must be
noted that the proportion ofmales in the data setwas
0.64; therefore, there is practically no improvement
over a model which always predicts the major-
ity class.

Discussion

The present study examined the feasibility of
author profiling through normal and abusive
language, supplementing linguistic content with
stylistic features of text. We looked at statistical
relationships between linguistic variables and
authors’ personality traits and demographics (age,
gender), and performed prediction experiments.

Statistical Relationships

First and foremost, some statistical relation-
ships between (abusive) writing and author
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Table 5
Classification Results Abusive Writing (Accuracy)

Model

HEXACO Dark Triad

Hon. Emot. Extr. Agr. Consc. Open. Narc. Mach. Psych.

Baseline 0.52 0.54 0.54 0.52 0.52 0.56 0.52 0.53 0.49
n-grams 0.51 0.50 0.49 0.53 0.55 0.52 0.53 0.48 0.51
POS 0.53 0.54 0.53 0.52 0.52 0.57 0.48 0.48 0.52
LIWC 0.47 0.51 0.48 0.45 0.52 0.47 0.58 0.49 0.56
Grievance 0.52 0.49 0.52 0.52 0.52 0.61 0.51 0.51 0.51
Composite 0.55 0.50 0.48 0.54 0.56 0.60 0.53 0.48 0.47
Filtered 0.54 0.56 0.54 0.55 0.52 0.58 0.56 0.61 0.48
Embeddings 0.56 0.54 0.51 0.48 0.52 0.62 0.45 0.53 0.49
BERT 0.60 0.46 0.59 0.52 0.52 0.60 0.54 0.51 0.52

Note. POS = Parts-of-speech; LIWC = Linguistic Inquiry and Word Count; BERT = Bidirectional Encoder Representations
from Transformers. Bold values represent the highest accuracy across all traits and models.

Table 6
Results Age Prediction (Mean Absolute Error)

Model
Stream-of-

consciousness
Abusive
writing

Baseline 10.10 10.23
n-grams 10.57 11.25
POS 9.29 10.04
LIWC 9.67 10.44
Grievance
dictionary

10.21 10.22

Composite 11.11 12.28
Filtered 9.15 10.16
Embeddings 9.67 10.01
BERT 10.13 10.70

Note. POS = Parts-of-speech; LIWC = Linguistic Inquiry
and Word Count; BERT = Bidirectional Encoder
Representations from Transformers. Bold values represent
the lowest mean absolute error across models.
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characteristics were observed. Language use in
abusive textswas related to emotionality, openness,
and psychopathy scores, whereas neutral writing
showed relationships with emotionality, extraver-
sion, and openness. We also observed gender dif-
ferences in both types of text, but no significant
effectof ageonwritingwas found. Interestingly,our
results seem to confirm that neutral and abusive
writing are differently related to personality traits.
Of particular interest is the fact that differences in
language use based on differences in psychopathy
can be measured in abusive writing, but did not
emerge in neutral writing. Of further interest is the
fact that differential gender differences emerged in
abusive writing when compared to SOC writing
with men using more sexual words (e.g., dick,
whore, pervert), and women using more social
words (e.g., mate, mother, together).
It is important to note that the majority of

LIWC categories and personality traits did not
seem to be related to abusive or neutral writing.
We also observed fairly low correlations with
personality traits, with an average of r = 0.14 for
SOC writing, and r = 0.12 for abusive writing.
These values are smaller than the average corre-
lation of r = 0.23 (Hirsh & Peterson, 2009) or
r = 0.32 (Azucar et al., 2018) found elsewhere.
Results were also qualitatively different from
previous research: We do not observe relation-
ships between agreeableness and conscientious-
ness with any linguistic variable in either writing
condition, whereas previous research reported
such effects (Azucar et al., 2018; Qiu et al.,
2012). These disparities are largely due to the

more stringent statistical criteria applied in the
present study, but it can be argued that these
corrections should have also been applied in previ-
ous studies in the first place. For instance, none of
the correlations reported in Hirsh and Peterson
(2009), a widely cited study on LIWC and person-
ality traits, would have been considered statistically
significant if corrections for the number of traits and
LIWC categories had been performed4.
In some cases, the relationships that emerged

between author traits and LIWC categories are
seemingly straightforward to interpret. For exam-
ple, it is perhaps not surprising that participantswho
scored higher on the trait Emotionality used more
words from the emotional LIWC categories nega-
tive emotion and anxiety, as well as similar (nega-
tive) Grievance Dictionary categories such as
desperation, grievance, loneliness, paranoia, and
suicide. The positive correlation between Extraver-
sion and “leisure” words could also have been
anticipated, since it also replicates previous research
(Nguyen et al., 2011). The result showing that
individuals who scored higher on Psychopathy
used more sexual words (in the abusive writing
condition only) is interesting in light of previous
research on the relationship between psychopathy
and sexual deviance (Olver & Wong, 2006). For
other relationships, particularly those with style
categories, it ismore difficult to explainwhy certain
effects emerged (e.g., why higher openness was
related to more use of commas or why high emo-
tionality is related tomoreuseof functionwords and
pronouns). Of particular interest are the positive
relationships between extraversion andhate, aswell
as those between high openness with murder and
violence (all are Grievance Dictionary categories).
These results suggest that extraverted and open
individuals are more inclined to write more violent
abuse (e.g., using words such as “bloodshed”,
“fight”, “punch”). This effect has not previously
been shown. However, it is important to replicate
this study in future in order to test whether these
relationships persist. This study served as an explor-
atory study assessing possible relationships with
abusive writing. In future replication studies, direct
hypotheses on these relationships can perhaps be
tested.

T
hi
s
do
cu
m
en
t
is
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

P
sy
ch
ol
og
ic
al

A
ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le

is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al

us
e
of

th
e
in
di
vi
du
al

us
er

an
d
is
no
t
to

be
di
ss
em

in
at
ed

br
oa
dl
y.

Table 7
Results Gender Classification (Accuracy)

Model

Stream-of-
consciousness

Abusive
writing

Observed proportion of males: 0.64

Baseline 0.62 0.59
n-grams 0.55 0.56
POS 0.64 0.70
LIWC 0.63 0.63
Grievance dictionary 0.54 0.54
Composite 0.58 0.63
Filtered 0.62 0.60
Embeddings 0.56 0.66
BERT 0.60 0.55

Note. POS = Parts-of-speech; LIWC = Linguistic Inquiry
and Word Count; BERT = Bidirectional Encoder
Representations from Transformers. Bold values represent
the highest accuracy across models.

4 The largest r in Hirsh and Peterson (2009) is 0.29 (for
neuroticism and LIWC sadness), which equates to a p =
0.0046 (based on the reported N = 94), which is above the
threshold of p = 0.00026 if corrections for five traits and 39
LIWC categories are applied.
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It must also be noted that the small effects
obtained in this study would only be of practical
significance for the specific purpose of author
profiling (e.g., to identify sources of threats), if the
linguistic variables can also serve as features for
predicting demographic traits. For example,
when converting correlations for personality
traits to explained variance (R2), on average the
significantly related LIWC categories would
explain just 0.01% of the variance in each of
the traits. This means that the vast majority of
variance cannot be explained by the LIWC or
Grievance Dictionary, and we must explore fur-
ther explanatory variables. In the next section, we
discuss our machine learning approach to author
profiling.

Prediction Tasks

On average, the continuous prediction of per-
sonality traits was approximately 10% off in both
neutral and abusive writing. Baseline models
(using number of words) performed surprisingly
well, whereas feature sets (such as the LIWC) that
showed success in previous studies (Golbeck
etal., 2011; Preotiuc-Pietro et al., 2016) performed
poorly in the present study. When personality
prediction was simplified into a binary classi-
fication task, accuracy was also markedly lower
than in previous research (Argamon et al., 2005;
Oberlander & Nowson, 2006). The statistical
tests showed that the LIWC and Grievance
Dictionary alone explain little variance in per-
sonality, and even when supplementing these
measures with a mixture of additional variables
(n-grams, parts-of-speech, embeddings, lan-
guage models) we were not able to reach high
regression or classification performance. Impor-
tantly, performance between writing conditions
did not follow the same patterns, further illus-
trating the difference between abusive and neu-
tral writing.
When predicting age, we observed an error

margin of approximately 10 years in both condi-
tions. This stands in stark contrast with previous
research, which used the same or fewer features
and achieved an error of 4 years (Nguyen et al.,
2013), potentially because a larger amount of data
(in terms of text and participants) was available.
However, approximating someone’s age based
on their language to plus or minus 10 years may
be helpful in a context where there is a wide range
of possible ages.

Although we achieved an accuracy of gender
classification of 70%, this is only marginally
superior to a model which always predicts the
majority class. Previous attempts achieved accu-
racy levels in the range of approximately 75%
(with a 0.56 random baseline) to 92% (with a 0.55
random baseline) with similar feature sets as in the
current work (Burger et al., 2011; Rangel et al.,
2016). Again, even though we observed gender
differences for various LIWC and Grievance Dic-
tionary categories, these effects did not seem to
transfer into high prediction performance.
There are several possible explanations for why

the current results differ substantially fromprevious
work on author profiling. First of all, our writing
task involved instructed online writing, which is
arguably different from handwritten SOC essays
(Hirsh & Peterson, 2009; Pennebaker & King,
1999) or more natural, uninstructed social media
posts on Twitter or Facebook (Azucar et al., 2018;
Preotiuc-Pietro et al., 2016). In addition, the fact that
participants were instructed to write abusive text
when they normally may not be inclined to do so,
may have lowered the external validity of the study.
On the other hand, the highly anonymous nature of
our task may have enabled some participants to be
even more abusive than they would be in an online
settingwhere messages can be traced back to a user
profile. Finally, the number of words (120 on
average) may have impacted on our ability to
adequately predict author traits from language.
Nevertheless, online writing is generally short in
nature, and therefore testing the ability to make
predictions on short texts seems especially relevant
for applying these methods to online contexts.

Practical Significance

Whether the error rates for personality, age,
and gender obtained in this study are problematic,
is a matter of perspective. One could argue that a
prediction of personality within 10% of the actual
value is useful if a general profile of a text author
is desired. The same holds for the prediction of
age and gender. However, if such an author
profiling system were deployed in a threat
assessment or law enforcement context, where
decisions based on such a system may have far-
reaching consequences, these inaccuracies may
be highly problematic. For example, an inaccu-
rate profile may lead to the identification or arrest
of an innocent individual, and vice versa, the true
source of a threat may be missed. However, to
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adequately evaluate the practical potential of an
automatic system such as that utilized here, we
would need to know what the “accuracy rates” of
human judgment of author profiles are. If the
accuracy of human judgment is lower or equiva-
lent to an automatic system, the benefits of an
automatic system (scalability, reliance on mea-
surable features) may be preferable.
The results of this study illustrate another

important point: Statistical significance does
not equate to practical significance. Even though
we observed significant statistical relationships
between author demographics and language,
these effects do not translate into accurate pre-
dictions, even when supplementing them with
additional linguistic features. Increasingly,
research focusing on violent individuals exam-
ines author characteristics through language, for
example in terrorist manifestos and extremist
forums (Akrami et al., 2018; Kop et al., 2019;
Neuman et al., 2015). Oftentimes, these studies
refer back to original research that has “estab-
lished” a link between language and personality
(Hirsh & Peterson, 2009; Pennebaker & King,
1999), assuming that this relationship generalizes
to other types of language, such as that in violent
or threatening texts.
The present study is thefirst to test this assump-

tion in a context of abusive language, and found
that these relationships are markedly different
from neutral language, but of little importance
in constructing accurate personality profiles. As
such, our study suggests that the empirical body
underpinning many studies on linguistic exam-
inations of threats and terrorism may be weaker
than how it is portrayed. While the present study
demonstrates that such predictions are currently
inaccurate for the type of (abusive) writing tasks
performed here, further research is necessary to
explore if indeed there are other conditions where
predictions are more successful. One future ave-
nue may include using nonlinguistic information
(e.g., social media metadata) as additional
features in prediction algorithms. Other author
characteristics may also be considered for predic-
tion, such as education level or language profi-
ciency (e.g., whether English is the first language
of the author). The focus on age and gender in
this study is straightforward because of its rele-
vance to (criminal) investigations, for example
those involving threateners of public figures,
whereas personality prediction was chosen due
to its increased popularity in threat assessment

and offender profiling (Akrami et al., 2018;
Neuman et al., 2015).
All in all, regardless of which author charac-

teristics and language features are used, it remains
important to realize that these predictions are
highly complex. Therefore, it is crucial to con-
sider the limitations (i.e., error margins) of these
systems before they are implemented in practice.

Conclusion

The study was designed to test whether there
are significant relationships between author per-
sonality, age, and gender and the way in which
texts are written, with specific attention paid to
abusive texts, particularly those directed at public
figures. We then used linguistic features from the
(abusive) texts to predict personality, age, and
gender. Statistically significant relationships
between author demographics and linguisticmea-
sures were found. For instance, individuals who
scored high on extraversion and openness wrote
more violently abusive texts. However, these
statistical effects did not result in high prediction
performance when compared to previous author
profiling research. The results illustrate that sta-
tistical significance does not necessarily translate
into practical significance. Therefore, we recom-
mend that further research is conducted on author
profiling in the threat assessment domain. In the
meantime, we urge researchers and threat assess-
ment practitioners to exercise caution in author
profiling based on (abusive) language, specifi-
cally in contexts where potentially dangerous
individuals are the subject of interest.
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Correction to van der Vegt et al. (2022)

In the article “Assessment Procedures in Anonymously Written Threats of Harm and
Violence” by Isabelle van der Vegt, Pippa Gregory, Bram B. van der Meer, Junyi Yang,
Bennett Kleinberg, and Paul Gill (Journal of Threat Assessment and Management.
Advance online publication. January 27, 2022. https://doi.org/10.1037/tam0000168),
the funding statement was missing from the author note. All versions of this article have
been corrected.
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